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Abstract. The purpose of this paper is to discuss a number of issues

that crop up in the computation of Poisson brackets in field theories.

This is specially important for the canonical approaches to quantization

and, in particular, for loop quantum gravity. We illustrate the main

points by working out several examples. Due attention is paid to relevant

analytic issues that are unavoidable in order to properly understand how

computations should be carried out. Although the functional spaces that we

use throughout the paper will likely have to be modified in order to deal with

specific physical theories such as general relativity, many of the points that

we will raise will also be relevant in that context. The specific example of

the mock holonomy-flux algebra will be considered in some detail and used

to draw some conclusions regarding the loop quantum gravity formalism.

1 Introduction

Loop quantum gravity (LQG) is one of the leading approaches to the

quantization of general relativity (GR). In the last three decades it has

blossomed into a multi-pronged line of research encompassing Hamiltonian

(“3 + 1” or “canonical”) methods and covariant ideas (spin foams). The

starting point of LQG was the Hamiltonian description of GR in the phase

space of an SU(2) Yang-Mills theory found by Ashtekar [1, 2]. In marked

contrast with the ADM geometrodynamical formalism—where the basic field is

the metric—this formulation relies on connections as the basic configuration

gravitational variables. This makes it possible to import many ideas and
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techniques, developed for the gauge theories used in particle physics, to deal

with the difficult problem of quantizing gravity.

One of the pillars of canonical LQG is the so-called holonomy-flux algebra

introduced by Ashtekar, Corichi, and Zapata in [3], which replaced the original

T -algebra proposed by Rovelli and Smolin in [4]. The holonomy-flux algebra

is defined by two types of basic phase space functions, respectively associated

with curves and surfaces in a 3-dimensional differential manifold Σ. The Poisson

brackets of these objects play an essential role in LQG because the first step

in the quantization process is to represent the algebra defined by them in a

suitable Hilbert space. As often argued in the literature (see, for instance, [3])

this is easier said than done because the actual computation of the Poisson

brackets is somewhat problematic. For instance, the distributional character of

the holonomies and fluxes seems to lead to inconsistencies, such as violations

of the Jacobi identity, if the fluxes are assumed to Poisson-commute as they

apparently should. The root of the problem is that the fluxes and holonomies

are not differentiable functions in phase space and, hence, a direct computation

of their Poisson brackets makes no sense. This problem can be circumvented

in two ways: i) by defining the Poisson brackets of the fluxes and holonomies

with the help of differentiable functions (a regularization process) [5, 6] or ii)

by associating the fluxes to (singular) vector fields [3]. The algebra obtained by

these methods has become the foundation of LQG in its canonical incarnation

(see [5] for a careful discussion on how the modified algebra of classical basic

functions can be obtained by a precise regularization process).

According to their definition, the fluxes depend only on one of the canonical

variables (the momentum associated with the connection) and, hence, their

Poisson brackets should be zero. However, the modified algebra mentioned

above changes this: the fluxes do not Poisson-commute. This seemingly

contradictory fact has been justified in [6] by invoking the necessity of

taking into account the Gauss law (the constraint that generates internal

SU(2) transformations) and the possibility of working with differentiable basic

variables which coincide with the fluxes on the phase space submanifold defined

by the constraints, but depend both on connections and momenta. In fact, as

discussed in [5, 7], by relying on covariance arguments it is possible to argue

that the correct definition of the fluxes must involve both configuration variables

and momenta. Of course, a fruitful and useful attitude is just to postulate the

desired algebra, check its consistency and carry on.

The central goal of the present paper is to highlight the fact that the actual

computation of Poisson brackets cannot be properly done without paying

attention to some mathematical issues. For instance, it only makes sense to

compute the Poisson brackets of differentiable functions (as remarked in [6]).
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Of course, in order to properly talk about differentiability it is necessary to

work in the appropriate mathematical setting (and, as we will argue later, with

a clear definition of this concept). Also, the Poisson bracket of two phase

space functions is a differentiable phase space function, hence the appearance

of distributions in the basic Poisson brackets of canonical variables in field

theories must be properly understood (beyond the simple use of smearings).

Finally, the properties of the symplectic form Ω, in particular the fact that it is

non-degenerate and closed, guarantee that the Jacobi identity holds. In other

words, if the Poisson brackets are defined at all, they will satisfy the Jacobi

identity.

In order to discuss the previous points, we will work out in detail a number

of examples. In all the cases, we will introduce the necessary mathematical

structures, but no more. Our purpose is to provide some sample computations

that highlight the main points without unnecessary complications. Specifically,

we will take care of functional analytic and topological issues by working always

in Sobolev spaces (in fact, Ws,2 Hilbert spaces involving s derivatives). We will

consider functions defined on spatial manifolds Σ of different dimensions with

or without boundary. When considering boundaries we will carefully show

how (and if) differentiability is affected by them. Functional derivatives will

be carefully introduced, in particular, the expressions for Poisson brackets in

terms of these objects will be discussed in detail. We will define several phase

space functions and show how to compute their Poisson brackets. Among these

functions, evaluations will play an important role. Finally, we will introduce

mock holonomy-flux variables and study their algebra.

We want to emphasize, from the beginning, that we are not claiming that the

functional framework that we employ in this paper can be used or adapted to

solve the problem of quantizing gravity (we do not know how to do it at this

point and we cannot exclude the possibility that it is impossible). Our intention

is just to highlight a number of basic mathematical points in order to shed light

on some issues that have been a matter of contention and, in our opinion, a

source of confusion.

The structure of the paper is the following. After this introduction, we provide

the minimal mathematical background appropriate for our purposes in Section

2. Several sample functional spaces that we will use throughout the paper will

be described in Section 3. We will illustrate some interesting points regarding

differentiability and the computation of Poisson brackets, both in manifolds

with and without boundary, in Section 4. The mock holonomy flux algebra

will be discussed in Section 5. We end the paper with a short discussion of the

consequences of our results and some comments in 6. Some derivations have

been relegated to the Appendices. The notation used throughout the paper is
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standard.

2 Mathematical background

The configuration space for a field theory consists of functions defined on a

differential manifold Σ that plays the role of space. These functions are usually

subject to regularity conditions, required in part by the fact that they have

to satisfy dynamical equations involving differential operators. In addition, it

may be necessary to introduce some topological structure in the configuration

space in order to have proper notions of continuity and smoothness. Although,

in physics, a traditional and often justifiable attitude is that of assuming that

the fields are as nice as needed to guarantee that the mathematical expressions

where they appear make sense, it is often necessary to phrase these requirements

explicitly.

2.1 Functional spaces

The configuration spaces that we will use in the paper will be Sobolev spaces.

Strictly speaking their elements are not functions but, rather, equivalence

classes of functions, so we will work with a slight generalization of the physical

concept of field. Although this will force us to be careful at times, no

major difficulties will be encountered. Essentially all the following definitions,

theorems and their proofs can be found in [8].

Definition 1. Let I be an open interval of the real line R, bounded or unbounded,

and let C1c(I) denote the space of continuously differentiable real functions with

compact support on I (test functions). We define

H1(I) :=
{
u ∈ L2(I)

∣∣∣ ∃g ∈ L2(I) :

∫
I

uφ ′ = −

∫
I

gφ , ∀φ ∈ C1c(I)
}
. (1)

In words, the elements of H1(I) are L2(I) “functions” with square integrable

weak derivatives g defined on test functions by integration by parts. We will

usually write g = u ′.

For our purposes the following properties and results about H1(I) will be useful:

Theorem 2. With the scalar product

⟨u, v⟩H1 :=

∫
I

(
uv+ u ′v ′

)
, (2)

and its associated norm ∥u∥2
H1 := ⟨u, u⟩H1, the space H1(I) is a separable Hilbert

space.
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Theorem 3. Let u ∈ H1(I) and I a bounded or unbounded interval of R; then
there exists a unique, continuous function ũ ∈ C(Ī) such that u = ũ almost

everywhere, and

ũ(b) − ũ(a) =

∫a
b

u ′(t)dt , ∀b, a ∈ Ī .

The proof can be found in reference [8], Theorem 8.2 and Remark 5. As the

elements of H1(I) have continuous representatives in the closure I, it makes

sense to talk about the values of u ∈ H1(I) at any point x ∈ I despite the fact

that, strictly speaking, the elements of H1(I) are defined only “modulo zero

measure sets”. Notice that, in particular, the boundary values of u are well

defined if the interval I is bounded. It is also important to point out that the

continuous representative ũ of u ∈ H1(I) is, actually, differentiable a.e. and the

classical derivative is equal to the weak derivative a.e. [9].

Theorem 4. Let u, v ∈ H1(I). Then

uv ∈ H1(I)

and

(uv) ′ = u ′v+ uv ′ .

Furthermore, the formula for integration by parts holds:∫b
a

u ′v = ũ(b)ṽ(b) − ũ(a)ṽ(a) −

∫b
a

uv ′ , ∀a, b ∈ I .

As a consequence, H1(I) is a Banach algebra.

The Sobolev space H1(I) introduced above can be generalized in multiple ways,

for instance, by introducing higher order derivatives or replacing the interval I

by regions in Rn, with n ∈ N. As done above, we will forgo generality and just

introduce the spaces that we will use in the rest of the paper.

We start by defining the Sobolev space

H1(R3) =
{
u ∈ L2(R3)

∣∣∣ ∀i , ∃gi ∈ L2(R3) :

∫
R3

u
∂φ

∂xi
=−

∫
R3

giφ, ∀φ ∈ C∞
c (R3)

}
.

For u ∈ H1(R3) we write gi =
∂u
∂xi

and in the following we use the shorthand

∂i=
∂
∂xi

, i = 1, 2, 3. We can endow H1(R3) with the structure of a Hilbert space

by introducing the scalar product

⟨u, v⟩ :=
∫
R3

(
uv+

3∑
i=1

(∂iu) (∂iv)
)
. (3)
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When considering field theories in 3-dimensional spatial regions and, in

particular, in our discussion of the holonomy-flux algebra, we will use the Hilbert

space H2(R3) obtained by endowing the set

H2(R3) :=
{
u ∈ H1(R3)

∣∣∣ ∂u
∂xi

∈ H1(R3) , ∀i = 1, 2, 3
}

(4)

with the scalar product

⟨u, v⟩H2 :=

∫
R3

(
uv+ 2

3∑
i=1

(∂iu) (∂iv) +

3∑
i,j=1

(∂i∂ju) (∂i∂jv)
)
. (5)

This scalar product differs from the usual one owing to the presence of the 2

factor in the second term. However, it is possible to show that the associated

norm ∥ · ∥H2 is equivalent to the standard one and, hence, nothing changes from

the topological point of view. Indeed, the standard norm is

∥f∥2s =
∫
R3

(
f2 +

3∑
i=1

(∂if)
2 +

3∑
i,j=1

(∂i∂jf)
2
)
,

and it is immediate to see that ∥f∥s ≤ ∥f∥H2 ≤ 21/2∥f∥s.
An important consequence of the fact that we will always work with Hilbert

spaces is the very useful characterization of the elements of their duals furnished

by the Riesz-Fréchet representation theorem that we state in the following form

Theorem 5. Let F : H → R be a linear map on a real Hilbert space H , then

F is continuous if and only if there exists ψ ∈ H such that

F(v) = ⟨ψ, v⟩H , ∀v ∈ H .

Furthermore, ψ is unique and ∥F∥H ∗ = ∥ψ∥H .

In the following, we will mostly deal with real, separable Hilbert spaces. In such

circumstances it will be always possible to find a countable orthonormal basis

(en)n∈N and expand any vector v ∈ H as

v =

∞∑
n=1

⟨v, en⟩H en ,

hence,

F(v) =

∞∑
n=1

⟨v, en⟩H F(en) = ⟨ψ, v⟩H



Poisson brackets in Sobolev spaces: a mock holonomy-flux algebra 7

with

ψ =

∞∑
n=1

F(en)en . (6)

This expansion is often useful to find the Riesz-Fréchet representative of a

continuous, linear functional (see Appendix A). It is also worth pointing out

that a necessary condition for a linear functional F : H → R to be continuous

is ∞∑
n=0

|F(en)|
2 < +∞ (7)

for any orthonormal basis (en)n∈N.

2.2 Differentiability and functional derivatives

Somewhat surprisingly, the word differentiability in the mathematical context

and in the Hamiltonian treatment of gravity (and field theories, in general) has

different meanings, in particular when spacetime boundaries are present.

From a mathematical perspective, a very useful notion is what we will here

refer to as Fréchet differentiability (or differentiability for short). This is a

fundamental concept in analysis upon which many important theorems and

results are based.

In the context of field theories, especially those formulated in manifolds with

boundary, the term differentiability is somewhat more vague, but it is usually

employed to indicate that the variations of certain functionals (given by

integrals) do not have boundary contributions. The justification for this is

the necessity (discussed by Regge and Teitelboim in [10]) to take into account

boundary terms to guarantee that the solutions to the Hamiltonian version of

the Einstein field equations have the correct behaviour in the asymptotially flat

case. In fact, the Regge-Teitelboim procedure gives the correct Hamiltonian

description in this setting.

In our opinion this dichotomy has caused some confusion that we need to dispel

in order to correctly frame some of the ideas that we present in the paper.

We start by recalling the main results about differentiability in the

mathematical sense.

Definition 6 (Fréchet differentiability). Let B1 and B2 be two Banach

spaces with norms ∥ · ∥1 and ∥ · ∥2 respectively. Let A ⊂ B1 be open and let us

consider a function

f : A→ B2 .

We say that the function f is Fréchet differentiable at x ∈ A if there exists a

linear and continuous map dxf : B1 → B2 : h 7→ dxf(h), called the differential
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of f at x, such that

lim
h→0

∥f(x+ h) − f(x) − dxf(h)∥2
∥h∥1

= 0 .

It can be immediately shown that, when it exists, the differential is unique.

A particular simple instance of differentiable functions are those linear and

continuous as can be seen by replacing dxf(h) by f(h) in the definition.

Differentiability is a fruitful concept that allows us to extend many results of

analysis in Rn, n ∈ N (for instance, the chain rule) to infinite dimensional

Banach spaces such as the ones that we use in the paper. Also, this is the kind

of differential used to define the exterior derivative in differential geometry.

In the context of gravitational theories and, more generally, in the discussion

of the Lagrangian and Hamiltonian formulations of field theories defined on

manifolds with boundaries, the word differentiability is sometimes used to refer

to the possibility of writing the variation of a functional S[ϕ] depending on

fields ϕ (usually tensors on a manifold M) in the form

δS =

∫
M

δS

δϕ
δϕ , (8)

requiring, in particular, that no boundary integrals appear in the right hand

side. Notice that, this “definition” is rather vague from the mathematical point

of view as, for instance, no mention is made about the functional space where

the field ϕ lives nor the regularity properties satisfied by S.

We will sometimes refer to this other concept as Regge-Teitelboim or RT-

differentiability (also RT-admissibility) [11, 10, 12]. The formal object δS
δϕ

that

appears in (8) is usually referred to as the functional derivative of S. Several

comments are in order:

• The RT-admissibility condition guarantees that the variational equations

coming from the action do not have boundary contributions that might

clash with the boundary conditions imposed on the fields. This is very

important in the case of asymptotically flat general relativity as discussed

in [10].

• The Fréchet and RT differentiability concepts have very little in common.

The first one has to do with the problem of finding suitable approximations

to functions at points of their domains whereas the other is tied to the

dynamics defined by an action principle. Let us, though, try to compare

them. The field variations in (8) play the role of the h in Definition 6, hence,

in the case of a scalar function S, the variation δS can be interpreted as
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the “action” of a “dual object” of the form∫
M

δS

δϕ
(·)

on h. This action looks like the Fréchet differential in L2 when one uses

the Riesz-Fréchet theorem, so it may be natural to consider the fields as

elements of L2. However this is problematic because, as general elements

of L2, it is then impossible to talk neither about field derivatives nor field

values at boundaries (which we need for some of our arguments).

• The mathematical consequences of Fréchet differentiability are clear and

many theorems rely on this concept. It is quite dangerous to export these

results to situations in which differentiability is understood in the second

sense.

• A situation where the two preceding comments apply is the one

contemplated in this paper: the computation of Poisson brackets in

field theories. In the following, the relevant concept will be Fréchet-

differentiability used in conjunction with the mathematical properties of

the Sobolev spaces that we use as configuration manifolds (and their

cotangent bundles which will be our phase spaces).

In order to avoid any confusion we spell now the definition of functional

derivative that we will use throughout the paper

Definition 7 (Functional derivative). Let us consider a differentiable

function F : H→ R on a Sobolev Hilbert space H. The functional derivative of

F at ψ ∈ H, denoted as DF(ψ), is the unique element of H satisfying

dψF(h) = ⟨DF(ψ), h⟩H ,

for all h ∈ H.

Notice that this is well defined as a consequence of the Riesz-Fréchet

representation Theorem 5 and the fact that the differential is a continuous

linear functional. We will say that the functional derivative DF(ψ) is the Riesz-

Fréchet representative of dψF. Whenever convenient we will drop the point ψ

where the differential is computed. If H is an L2 space, the functional derivative

can be understood in the sense of (8) but we consider other situations.

2.3 The phase space and Poisson brackets

The configuration spaces for field theories are function spaces endowed with

the appropriate topological structures. Although the tangent bundle of such

a configuration space would be the natural setting to describe the Lagrangian
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dynamics of a field system, quite often it is better to employ the so called

manifold-domains. These can be loosely described as bundles for which the

basis manifold is a given function space, but the fibers consist of elements of

a different (larger) function space [13]. For instance, due to the presence of

spatial derivatives, the appropriate domain for the standard Lagrangian of a

scalar field is TH1L2 = H1 × L2, where the base manifold domain is H1, but the

fibers (field velocities) consist of elements of L2 because no spatial derivatives

of the velocities show up in the Lagrangian. In the following, we will work

with tangent or cotangent bundles defined on some particular function spaces.

The readers should always keep in mind that the standard field theories are not

defined on these types of spaces.

If the configuration space Q of a field theory is a Sobolev space H of one of the

types that we are considering here, the cotangent bundle T ∗Q (phase space) is

isomorphic to the Cartesian product H × H∗. The elements of T ∗Q are pairs

(ϕ,π) with ϕ ∈ H and π ∈ H∗ (we will use boldface letters to denote covectors,

i.e. elements of dual Hilbert spaces). As a consequence of the Riesz-Fréchet

representation Theorem 5 there is a unique π ∈ H such that π(·) = ⟨π, ·⟩H.

For (ϕ,π) ∈ T ∗(Q) we will write tangent vectors sitting at this phase space

point as (
(ϕ,π), (X1,X2)

)
∈ T(ϕ,π)T ∗Q .

It is important to notice that the second component of the vector is a covector.

Vector fields are smooth assignments of vectors of the previous type to all the

points of T ∗Q. We will denote the space of such vector fields as X(T ∗Q).

The canonical symplectic form in T ∗Q acts on fields X,Y ∈ X(T ∗Q) as

Ω(X,Y) = Y2(X1) −X2(Y1) . (9)

This result can be obtained by a detailed computation starting from the

symplectic potential θ canonically defined in the cotangent bundle T ∗Q. A

result by Marsden [14] tells us that in the cases considered here (all of them

reflexive Banach manifolds) the symplectic form is strongly non-degenerate. By

using the Riesz-Fréchet representatives of Y2 and X2 we find

Ω(X,Y) = ⟨Y2, X1⟩H − ⟨X2, Y1⟩H . (10)

An important consequence of the strong non-degeneracy of the symplectic form

Ω (9) is the possibility to define the Hamiltonian vector field Xf associated

with a real differentiable function f in phase space as the unique solution to the

equation

ıXf
Ω = df , (11)
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where here d is the exterior differential in T ∗Q.

In order to write the symplectic form in terms of functional derivatives we need

to introduce partial functional derivatives. For instance, for real differentiable

functions on H×H we first introduce the continuous maps

σ1 : H→ H×H : h 7→ (h, 0) ,

σ2 : H→ H×H : h 7→ (0, h) ,

and consider the continuous and linear functionals from H to R

(d (ψ1,ψ2)g) ◦ σ1 ,
(d (ψ1,ψ2)g) ◦ σ2 ,

where g : H×H→ R is a differentiable function (in terms of the natural norms

in H×H and R). We have now

Definition 8. The partial functional derivatives of a differentiable real function

g : H×H→ R at (ψ1, ψ2) ∈ H×H, denoted as D1g(ψ1, ψ2) and D2g(ψ1, ψ2),

are, respectively, the Riesz-Fréchet representatives of the continuous and linear

functionals

(d (ψ1,ψ2)g) ◦ σ1 ,
(d (ψ1,ψ2)g) ◦ σ2 .

In other words

d (ψ1,ψ2)g(h, 0) = ⟨D1g(ψ1, ψ2), h⟩H ,
d (ψ1,ψ2)g(0, h) = ⟨D2g(ψ1, ψ2), h⟩H ,

for all h ∈ H. In general we have

d (ψ1,ψ2)g(h1, h2) = ⟨D1g(ψ1, ψ2), h1⟩H + ⟨D2g(ψ1, ψ2), h2⟩H . (12)

Notice that D1g(ψ1, ψ2) , D2g(ψ1, ψ2) ∈ H. In the following, we will apply the

preceding results to the computation of Poisson brackets.

Definition 9. Given two functions in phase space f, g : T ∗Q→ R their Poisson

bracket {f, g} : T ∗Q→ R is

{f, g} := Ω(Xf,Xg) = df(Xg) = −dg(Xf) , (13)

where Xf and Xg are the Hamiltonian vector fields associated with f and g. Here

we suppose that Ω is strongly non-degenerate.
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In order to compute the Hamiltonian vector field associated with a differentiable

function f : H×H→ R we have to find Xf such that

Ω(Xf,Y) = df(Y) , (14)

for all Y ∈ X(T ∗Q). According to (10), the left hand side of equation (14) is

⟨Y2, Xf 1⟩H − ⟨Xf 2, Y1⟩H .

whereas, according to (12), the right hand side is

df(Y) = ⟨D1f, Y1⟩H + ⟨D2f, Y2⟩H .

We immediately conclude that the components of the Hamiltonian vector field

Xf are

Xf 1 = D2f , Xf 2 = −D1f ,

and the Poisson bracket is defined by

{f, g} = ⟨D1f,D2g⟩H − ⟨D1g,D2f⟩H . (15)

The last equality gives the expression of the Poisson bracket of the phase space

functions f, g in terms of the functional derivatives that we have defined above.

We end this section with the following comment. The Poisson brackets for a

field theory (defined, say, in Rn) are usually written as

{f, g} =

∫
Rn

(
δf

δϕ(x)

δg

δπ(x)
−

δg

δϕ(x)

δf

δπ(x)

)
dnx ,

which, formally, looks like a sum of L2 scalar products of “functional

derivatives”, which are to be understood as “evaluated at arbitrary but fixed

ϕ and π” so that the previous expression can be interpreted as defining a real

function in phase space (i.e. a function of ϕ and π). This expression is usually

thought of as a generalization of the standard formula for finite dimensional

mechanical systems obtained by trading sums for integrals in such a way that,

effectively, the integration variable x becomes a “continuous summation index”.

As we have shown, there is an element of truth in this approach but it must be

phrased in precise mathematical terms.

3 Sample spaces

In this section, we introduce several sample functional spaces and study some

interesting objects defined in them that will play an important role in the

computations of Poisson brackets that we give in the next two sections.



Poisson brackets in Sobolev spaces: a mock holonomy-flux algebra 13

3.1 The H1(0, 1) Sobolev space

As a first example, we consider the Sobolev spaceH1(0, 1) defined on the interval

(0, 1) of the real line with the scalar product given by (2). We will use this space

to illustrate some issues related to the computation of Poisson brackets in a field

theory defined on a manifold with boundary. In the following, we will make use

of the following interesting functions:

1) The evaluation: Let us take x ∈ [0, 1] and consider the following function

Evx : H
1(0, 1) → R : u 7→ ũ(x) ,

where ũ denotes the unique, continuous representative of u ∈ H1(0, 1) whose

existence is guaranteed by Theorem 3. We study now some properties of Evx.

i) For every u ∈ H1(0, 1) it is possible to show that Evx(u) can be written as

a scalar product in H1(0, 1), indeed, let x ∈ [0, 1] and define the function

Ex : [0, 1] → R : t 7→ Ex(t) =


cosh(1− x) cosh t

sinh 1
, t ∈ [0, x]

cosh x cosh(1− t)

sinh 1
, t ∈ [x, 1]

(16)

Then Evx(u) = ũ(x) = ⟨Ex, u⟩H1 . Notice that the Riesz-Fréchet theorem

guarantees the uniqueness of Ex.

In order to prove this, one has first to check that Ex ∈ H1(0, 1). This is

straightforward: on one hand we obviously have Ex ∈ L2(0, 1). On the

other,

E ′
x (t) =


cosh(1− x) sinh t

sinh 1
, t ∈ [0, x)

−
cosh x sinh(1− t)

sinh 1
, t ∈ (x, 1]

,

which is also an element of L2(0, 1). Using now integration by parts (see
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Theorem 4) we get

⟨Ex, u⟩H1 =

∫ 1
0

(
u(t)Ex(t) + u

′(t)E ′
x (t)

)
dt

=

∫ x
0

(
u(t)Ex(t) + u

′(t)E ′
x (t)

)
dt

+

∫ 1
x

(
u(t)Ex(t) + u

′(t)E ′
x (t)

)
dt

= ũ(t)E ′
x (t)

∣∣∣x
0
+ ũ(t)E ′

x (t)
∣∣∣1
x
+

∫ 1
0

u(t)
(
Ex(t) − E ′′

x (t)
)
dt

= ũ(t)
cosh(1− x) sinh t

sinh 1

∣∣∣x
0
− ũ(t)

cosh x sinh(1− t)

sinh 1

∣∣∣1
x

=
ũ(x)

sinh 1

(
cosh(1− x) sinh x+ sinh(1− x) cosh x

)
= ũ(x)

= Evx(u) ,

where we have used Ex(t) − E ′′
x (t) = 0 for t ̸= x, E ′

x |(0, x) ∈ H1(0, x) and

E ′
x |(x, 1) ∈ H1(x, 1). As an interesting remark, it is worth noting that for

x, y ∈ [0, 1] we have Ex(y) = Ey(x).

ii) As a consequence of the previous result we immediately see that Evx is

linear and continuous. This implies that Evx is differentiable and the

differential is given by Evx itself.

duEvx = Evx i.e. duEvx(h) = Evx(h) = h̃(x) , ∀h ∈ H1(0, 1) .

According to Definition 7 the functional derivative of Evx is then

DEvx(u) = Ex ,

which is independent of u ∈ H1(0, 1).
iii) Obviously ⟨Ex,Ey⟩H1 = Ex(y) = Ey(x).

iv) It is not possible to define the evaluation of the derivative of an element

of u ∈ H1(0, 1) despite the fact that the continuous representative of such

an u is absolutely continuous and, hence, differentiable a.e. One way to

convince oneself of the impossibility of such an endeavour is writing the

Riesz-Fréchet representative of this map by introducing an orthonormal

basis as in Theorem 5 and checking that the result is not an element of

H1(0, 1). We discuss this in Appendix A.

2) An integral over (0, 1): Let us study now the function

K : H1(0, 1) → R : u 7→ 1

2

∫
[0,1]

u2 .
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We first show that K is differentiable. In view of

K(u+ h) =
1

2

∫
[0,1]

(
u2 + 2uh+ h2

)
it is natural to postulate

duK(h) =
∫
[0,1]

uh .

This linear functional is continuous because∣∣∣∣∫
[0,1]

uh

∣∣∣∣ = ∣∣∣∣∫
[0,1]

uh+ u ′h ′ − u ′h ′
∣∣∣∣ = ∣∣⟨u, h⟩H1 − ⟨u ′, h ′⟩L2

∣∣
≤
∣∣⟨u, h⟩H1

∣∣+ ∣∣⟨u ′, h ′⟩L2
∣∣ ≤ ∥u∥H1∥h∥H1 + ∥u ′∥L2∥h ′∥L2

≤ 2∥u∥H1∥h∥H1 ,

where we have used the Cauchy-Schwarz inequality and ∥ψ ′∥L2 ≤ ∥ψ∥H1 for

any ψ ∈ H1(0, 1). In order to prove Fréchet-differentiability (6) we compute

lim
h→0

1

∥h∥H1

∣∣∣∣K(u+ h) − K(u) −

∫
[0,1]

uh

∣∣∣∣
= lim

h→0
1

2∥h∥H1

∣∣∣∣ ∫
[0,1]

h2
∣∣∣∣ ≤ lim

h→0
1

2

∥h∥2
H1

∥h∥H1

= 0 ,

(17)

where we have made use of the continuity of the norm ∥ · ∥H1 .

The functional derivative of K can be neatly interpreted and understood by

computing its evaluation at every x ∈ [0, 1]

Evx(DK(u)) = ⟨Ex, DK(u)⟩H1 = duK(Ex) =
∫
[0,1]

uEx

=
cosh(1− x)

sinh 1

∫ x
0

u(t) cosh t dt+
cosh x

sinh 1

∫ 1
x

u(t) cosh(1− t) dt .

Several comments are in order now:

• K(u) can be written as ∥u∥2
L2

.

• It is also possible to write K in the form

K =
1

2

∫ 1
0

Ev2x dx ,

where the integral should be understood as a Bochner integral. This just

means

K(u) =
1

2

∫ 1
0

Ev2x(u) dx =
1

2

∫ 1
0

ũ2(x) dx =
1

2

∫
[0,1]

u2 .
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• K is differentiable both in the Fréchet and Regge-Teitelboim senses.

3) A different type of integral over (0, 1): Let us consider now the non-

linear function

V : H1(0, 1) → R : u 7→ 1

2

∫
[0,1]

(u ′)2 .

This is well defined because u ∈ H1(0, 1).
This is an interesting example because such a function would be considered as

non-differentiable (or non-admissible) in the Regge-Teitelboim sense. Indeed,

the standard computation gives

δV =

∫ 1
0

u ′(δu) ′ = u ′δu
∣∣1
0
−

∫ 1
0

u ′′δu = u ′(1)δu(1) − u ′(0)δu(0) −

∫ 1
0

u ′′δu ,

which is not of the form

δV =

∫ 1
0

δV

δu
δu ,

owing to the presence of boundary terms. Notice, anyway, that the preceding

computation would not be justified if u ′′ is not defined [which it does not have

to for a generic u ∈ H1(0, 1)].
We show now that V is Fréchet-differentiable. Indeed, as

V(u+ h) =
1

2

∫
[0,1]

(
(u ′)2 + 2u ′h ′ + (h ′)2

)
,

it is natural to postulate that

duV(h) =
∫
[0,1]

u ′h ′ .

In order to show that this is indeed the Fréchet-differential of V we have to

check its linearity and continuity and also

lim
h→0

1

∥h∥H1

∣∣∣∣V(u+ h) − V(u) −

∫
[0,1]

u ′h ′
∣∣∣∣ = lim

h→0
1

2∥h∥H1

∣∣∣∣ ∫
[0,1]

(h ′)2
∣∣∣∣ = 0 . (18)

The linearity of duV is obvious. Continuity is proven by∣∣∣∣ ∫
[0,1]

u ′h ′
∣∣∣∣ = ∣∣∣∣ ∫

[0,1]

(
u ′h ′ + uh− uh

)∣∣∣∣ = ∣∣⟨u, h⟩H1 − ⟨u, h⟩L2
∣∣

≤
∣∣⟨u, h⟩H1

∣∣+ ∣∣⟨u, h⟩L2∣∣ ≤ ∥u∥H1∥h∥H1 + ∥u∥L2∥h∥L2
≤ 2∥u∥H1∥h∥H1 ,
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where we have used the Cauchy-Schwarz inequality and the fact that ∥ψ∥L2 ≤
∥ψ∥H1 for every ψ ∈ H1(0, 1). Finally

0 ≤ 1

∥h∥H1

∣∣∣∣ ∫
[0,1]

(h ′)2
∣∣∣∣ ≤ 1

∥h∥H1

∣∣∣∣ ∫
[0,1]

(
h2 + (h ′)2

)∣∣∣∣ = ∥h∥H1 ,

so that the continuity of the norm immediately gives equation (18).

A convenient description of the functional derivative DV(u) ∈ H1(0, 1) can be

obtained by considering its evaluation for x ∈ (0, 1)

Evx(DV(u)) = ⟨Ex, DV(u)⟩H1 = duV(Ex) =
∫
[0,1]

u ′E ′
x

= ⟨Ex, u⟩H1 − ⟨Ex, u⟩L2 = ũ(x) − ⟨Ex, u⟩L2

= ũ(x) −
cosh(1− x)

sinh 1

∫ x
0

u(t) cosh tdt−
cosh x

sinh 1

∫ 1
x

u(t) cosh(1− t)dt .

3.2 The H1(R) Sobolev space

Before we discuss the evaluation in H1(R) we will prove that every element of

this space has a continuous and bounded representative.

Lemma 10. If u ∈ H1(R) then there exists C > 0 such that |ũ(x)| < C for all

x ∈ R.

Proof. We start by noting that, as a consequence of Theorem 3, we have for

every y ∈ R

ũ(x) = ũ(x− y) +

∫y
0

u ′(x− ξ)dξ ,

which implies

|ũ(x)| ≤ |ũ(x− y)|+

∫y
0

|u ′(x− ξ)|dξ .

We average now in y ∈ [0, 1],∫ 1
0

|ũ(x)|dy ≤
∫ 1
0

|u(x− y)|dy+

∫ 1
0

∫y
0

|u ′(x− ξ)| dξ dy ,

so that

|ũ(x)| ≤
∫ 1
0

|u(x− y)|dy+

∫ 1
0

|u ′(x− y)|dy ,

where we have used the fact that for a fixed x ∈ R the maximum in y ∈ [0, 1]

of the integral
∫y
0
|u ′(x − ξ)| dξ is

∫1
0
|u ′(x − ξ)| dξ. Now, as |u(x − y)| ≤
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1
2
+ 1

2
|u(x − y)|2 and |u ′(x − y)| ≤ 1

2
+ 1

2
|u ′(x − y)|2 for every x and y, we

have for all x ∈ R

|ũ(x)| ≤ 1+ 1

2

∫ 1
0

(
|u(x− y)|2 + |u ′(x− y)|2

)
dy ≤ 1+ 1

2
∥u∥2H1(R) <∞ ,

and, hence, we see that ũ is bounded.

We study now the evaluation, that we denote Evx as before, and its Riesz-

Fréchet representative Ex. As we did above, we show that it is possible to write

the evaluation as a scalar product in H1(R). In the present case we have

Ex : R → R : t 7→ 1

2
e−|t−x| .

Indeed, it is easy to check that Ex ∈ H1(R) because it is obviously an element

of L2(R) and its weak derivative E ′(t) = −1
2
sgn(t− x)e−|t−x| is also an element

of L2(R).
Let us take u ∈ H1(R), x ∈ R and compute

⟨Ex, u⟩H1 =
1

2

∫
R
e−|t−x|

(
u(t) − sgn(t− x)u ′(t)

)
dt

=
1

2

∫ x
−∞ e

t−x
(
u(t) + u ′(t)

)
+
1

2

∫∞
x

ex−t
(
u(t) − u ′(t)

)
=
1

2
ũ(t)et−x

∣∣∣∣x
−∞ −

1

2
ũ(t)ex−t

∣∣∣∣∞
x

= ũ(x) −
1

2
lim
t→−∞ ũ(t)et−x −

1

2
lim
t→+∞ ũ(t)ex−t = ũ(x) ,

because ũ is bounded on the real line. As before, this proves that the evaluation

is a linear and continuous function in H1(R). To end this section, we would like

to draw the attention of the readers to the fact that, at variance with the first

case considered in this section, some care is needed to work with Sobolev spaces

defined on R, in particular when performing integrations by parts.

3.3 The H2(R3) Sobolev space

We discuss now the evaluation Ev
(3)
x in the Sobolev space H2(R3) that we will use

in our discussion of the holonomy-flux algebra. In the case of H1(I) or H1(R) we

made use of the existence of continuous representatives for their elements. This

allowed us to define the evaluation in terms of these representatives and prove

its continuity. In the case of H2(R3) the second part of the Sobolev embedding

theorem (see [15]) tells us that H2(R3) is embedded in the Hölder space C0,λ(R3)
(with 0 < λ ≤ 1/2), hence, also in C0(R3), so we have continuous representatives

for the elements of H2(R3). The continuous representative of u ∈ H2(R3) will be
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denoted as ũ. As the standard norm in H2(R3) is equivalent to the one that we

are using for H2(R3) we can rely on the usual results, in particular the Sobolev

embedding theorem, to work in H2(R3). Specifically, we will make use of the

fact that H2(R3) ⊂ L∞(R3) and the inclusion is continuous.

The main result of this subsection is the following

Proposition 11. For a given x0 ∈ R3 the function

E (3)
x0
(x) =

1

8π
e−∥x−x0∥

is an element of H2(R3) and satisfies ⟨E (3)
x0 , u⟩H2 = ũ(x0) for every u ∈ H2(R3)

and x0 ∈ R3.

Proof. In order to prove this claim notice that it suffices to consider x0 = 0

because we can get the general result by a translation. In the following we will

write r := ∥x∥R3 and make use of

E (3)
0 (x) =

1

8π
e−r , ∂iE

(3)
0 (x) = −

xi

r
E (3)

0 (x) ,

∂i∂jE
(3)
0 (x) =

(
1

r2

(
1+

1

r

)
xixj −

1

r
δij

)
E (3)
0 (x) .

It is straightforward to see that E (3)
0 , ∂iE

(3)
0 and ∂i∂jE

(3)
0 are in L2(R3), hence

E (3)
0 ∈ H2(R3). In fact, we have

∥E (3)
0 ∥2H2 = 2

∫
R3

(E (3)
0 )2
(
2+

1

r2

)
=
1

8π
= E (3)

0 (0) .

Let us take now a smooth function with compact support φ ∈ C∞
c (R3) and

compute the scalar product

⟨E (3)
0 , φ⟩H2 =

∫
R3

E (3)
0

(
φ− 2

3∑
i=1

xi

r
∂iφ+

3∑
i,j=1

(
1

r2

(
1+

1

r

)
xixj −

1

r
δij

)
∂i∂jφ

)

=

∫
R3

E (3)
0

(
φ− 2

3∑
i=1

xi

r
∂iφ+

1

r2

3∑
i,j=1

xixj∂i∂jφ+
1

r3

3∑
i,j=1

xixj∂i∂jφ−
1

r
∆φ

)

=

∫
R3

E (3)
0

(
φ−

2

r

(
1+

1

r2

) 3∑
i=1

xi∂iφ+
1

r2

3∑
i,j=1

xixj∂i∂jφ

)

+

3∑
i,j=1

∂i

(
E (3)

0

1

r

(xixj
r2

− δij

)
∂jφ

)
.
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where we have integrated by parts the last two terms in the integral of the

second line. As φ ∈ C∞
c (R3) the integral of the divergence term in the

previous expression vanishes. Using spherical coordinates, ∂rφ =
∑3

i=1
xi
r
∂iφ,

and ∂2rφ =
∑3

i,j=1
xixj
r2
∂i∂jφ we get

⟨E (3)
0 , φ⟩H2 =

∫
R3

E (3)
0

(
φ− 2

(
1+

1

r2

)
∂rφ+ ∂2rφ

)
.

Using the expression for E (3)
0 and denoting by dσ the volume-form of the unit

sphere S2, we find

⟨E (3)
0 , φ⟩H2 =

1

8π

∫
S2
dσ

∫∞
0

dr e−r
(
r2φ− 2

(
1+ r2

)
∂rφ+ r2∂2rφ

)
=

=
1

8π

∫
S2
dσ

∫∞
0

dr ∂r

(
r2∂r(e

−rφ) − 2φe−r(1+ r)
)

=
1

8π

∫
S2
dσ
[
r2∂r(e

−rφ) − 2φe−r(1+ r)
]∞
0

=
1

8π
2φ(0)

∫
S2
dσ = φ(0) .

In the previous computation we have taken advantage of the fact that φ is

smooth with compact support.

To complete the proof (see details in Appendix B) we have to show that the

same result holds for any u ∈ H2(R3). To this end let us take a sequence

of smooth functions with compact support φn ∈ C∞
c (R3) converging to u in

H2(R3) (the existence of such a sequence is guaranteed because C∞
c (R3) is dense

in H2(R3)).
According to the computation above, for every x ∈ R3 we have

φn(x) = ⟨E (3)
x , φn⟩H2

which implies

lim
n→∞φn(x) = lim

n→∞⟨E (3)
x , φn⟩H2 = ⟨E (3)

x , u⟩H2

as a consequence of the continuity of the scalar product.

The fact that φn ∈ C∞
c (R3) converges to u in H2(R3) and the continuous

inclusion of H2(R3) into L∞(R3) implies that the sequence also converges in

L∞(R3), i.e. for every ε > 0 there exists n0 ∈ N such that ∥φn − u∥∞ < ε if

n > n0. By taking the continuous representative ũ of u we have that

∥φn − u∥∞ = ∥φn − ũ∥∞ = sup
x∈R3

|φn(x) − ũ(x)|
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as a consequence of the fact that, for real continuous functions on R3, sup f =

ess sup f. This means that the sequenceφn converges uniformly to ũ and, hence,

also pointwise: limn→∞φn(x) = ũ(x). We then conclude

ũ(x) = ⟨E (3)
x , u⟩H2 .

An interesting observation is that it is not possible to directly guess the form of

the representative of the evaluation Ev
(3)
x in H2(R3) from that of the evaluation

Evx in H1(R) (or in H1(R) for that matter), in particular E (3)
x cannot be simply

written as (Ex ◦ π1) · (Ey ◦ π2) · (Ez ◦ π3) for x = (x, y, z) ∈ R3 and πi : R3 → R
being the projection to the corresponding factor.

4 Poisson brackets in one dimensional examples

In this section, we discuss several sample computations of Poisson brackets in

the phase space H1(0, 1)×H1(0, 1)∗ ∼= H1(0, 1)×H1(0, 1). Our goal is to show

that, despite what many statements found in the literature affirm, there is no

problem in carrying out such computations, even if boundaries are present. In

the following, whenever convenient, we will use the shorthand H1 instead of

H1(0, 1).

Let us introduce the projections

proj1 : H
1(0, 1)×H1(0, 1) → H1(0, 1) : (ϕ, π) 7→ ϕ ,

proj2 : H
1(0, 1)×H1(0, 1) → H1(0, 1) : (ϕ, π) 7→ π ,

and

Φx := Evx ◦ proj1 , Πx := Evx ◦ proj2 ,

with x ∈ [0, 1]. These “partial” evaluations are real differentiable functions in

the phase space H1(0, 1)×H1(0, 1) because both projections proj1, proj2 and the

evaluation Evx are differentiable. The definitions ofΦx and Πx are unambiguous

as a consequence of the uniqueness of the evaluation Evx.

We compute now their Poisson bracket according to equation (15)

{Φx, Πy} = ⟨D1Φx, D2Πy⟩H1 − ⟨D1Πx, D2Φy⟩H1 .

To this end we need the relevant functional derivatives. In order to get D1Φx

we first compute

d (ϕ,π)Φx = d (ϕ,π)(Evx ◦ proj1) = dϕEvx ◦ d (ϕ,π)proj1 = dϕEvx ◦ proj1 (19)



Poisson brackets in Sobolev spaces: a mock holonomy-flux algebra 22

where we have made use of the chain rule and the fact that the projection proj1
is linear and continuous (hence, its own differential). For all h ∈ H1(0, 1), and

using Definition 8 of partial functional derivative, we have

d (ϕ,π)Φx(h, 0) = ⟨D1Φx(ϕ, π), h⟩H1 .

Now, from equation (19) we see that

d (ϕ,π)Φx(h, 0) = dϕEvx(h) = ⟨Ex, h⟩H1 ,

and, hence,

D1Φx(ϕ, π) = Ex .

A similar computation gives D2Πy(ϕ, π) = Ey. The computations of D2Φx and

D1Πy are analogous. For instance,

d (ϕ,π)Φx(0, h) = ⟨D2Φx(ϕ, π), h⟩H1 .

As

d (ϕ,π)Φx(0, h) = dϕEvx(proj1(0, h)) = dϕEvx(0) = 0 ,

we have D2Φx(ϕ, π) = 0 and, analogously, D1Πx(ϕ, π) = 0.

With all this information we then conclude

{Φx, Πy} = ⟨D1Φx, D2Πy⟩H1 − ⟨D1Πx, D2Φy⟩H1 (20)

= ⟨Ex,Ey⟩H1 = Ex(y) = Ey(x) .

Several comments are in order now

• By using the functional derivatives computed above it is straightforward

to see that {Φx, Φy} = 0 and {Πx, Πy} = 0.

• Both Φx and Πx are real functions in phase space. Their Poisson brackets

are also real functions in phase space. Notice that, in the present example,

these functions are constant because they do not depend on the phase space

point (ϕ, π).

• It is very important to remember that the Poisson brackets (20) are

completely determined by the canonical symplectic form in H1(0, 1) ×
H1(0, 1)∗. These can be interpreted as the basic Poisson brackets in this

phase space and play the role of the {ϕ(x), π(y)} = δ(x, y) in the usual

presentations of the Hamiltonian formulation of field theories, with the

replacement of δ(x, y) by Ex(y).
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• It is very important to bear in mind that in the example just discussed

all the objects that we have used are suitably regular, in particular Ex,

which is an element of H1(0, 1). Notice also that, at variance with the

standard interpretation of the basic Poisson brackets for the scalar field,

now {Φx, Πy} is never zero.

After computing the Poisson brackets of the canonical evaluations Φx and Πy
we compute now the Poisson brackets of these objects with the following real

functions in the phase space H1(0, 1)×H1(0, 1)

K = K ◦ proj1 , (21)

V = V ◦ proj1 , (22)

defined in terms of the functions K and V introduced in Section 3.

We compute {Φx,K } as

{Φx,K } = −dK (XΦx) ,

where XΦx ∈ X(H1(0, 1)×H1(0, 1)) is the Hamiltonian vector field determined

by

Ω(XΦx ,Y) = dΦx(Y) , ∀Y ∈ H1(0, 1)×H1(0, 1) .

In order to compute XΦx we write XΦx= (X1, X2), Y = (Y1, Y2). Now,

Ω(XΦx,Y)= ⟨Y2, X1⟩H1 − ⟨X2, Y1⟩H1 ,

dΦx(Y) = (dEvx ◦ proj1)(Y) = dEvx(Y1) = ⟨Ex, Y1⟩H1 ,

hence, XΦx = (0,−Ex), and, remembering that the Poisson bracket is a real

function in phase space,

{Φx,K }(ϕ, π) = −d (ϕ,π)K (XΦx) = −
(
dϕK ◦ proj1

)
(XΦx)

= −dϕK(X1) = −dϕK(0) = 0 .

We then conclude {Φx,K } = 0.

The computation of {Πy,K } is analogous. First we write

{Πy,K } = −dK (XΠy) ,

where XΠy is the Hamiltonian vector field defined by Πy. Writing as above

XΠy= (X1, X2) and Y = (Y1, Y2) we have

Ω(XΠy ,Y)= ⟨Y2, X1⟩H1 − ⟨X2, Y1⟩H1 ,

dΠy(Y) = (dEvy ◦ proj2)(Y) = dEvy(Y2) = ⟨Ey, Y2⟩H1 ,
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hence, XΠy= (Ey, 0). Now

{Πy,K }(ϕ, π) = −d (ϕ,π)K (XΠy) = −
(
dϕK ◦ proj1

)
(XΠy)

= −dϕK(X1) = −dϕK(Ey) = −

∫
[0,1]

Eyϕ .

This can also be written in the form

{Πy,K } = −

∫ 1
0

Ey(x)Φx dx .

Before considering other examples we make some comments:

• It is straightforward to prove that the Poisson brackets computed above are

real Fréchet-differentiable functions in the phase space H1(0, 1)×H1(0, 1).
• As expected, there is a direct and streamlined way to perform the previous

computations:

{Φx,K } = {Φx,
1

2

∫ 1
0

Φ2
ydy} =

∫ 1
0

Φy{Φx, Φy} dy = 0 , (23)

{Πx,K } = {Πx,
1

2

∫ 1
0

Φ2
ydy} =

∫ 1
0

Φy{Πx, Φy} dx = −

∫ 1
0

Ex(y)Φydy , (24)

where we have used the well-known properties of the Poisson bracket. The

reason why we have followed a slightly longer path above is to highlight

how the computations can be performed in terms of Fréchet differentials

and the role played by the scalar product in H1(0, 1).

• The fact that our fields and momenta are defined in a manifold with

boundary (the interval (0, 1)) has very little impact in the previous

computations: nothing strange happens at the points 0, 1.

In the following we will perform similar computations with the function V which

is not RT-differentiable. As we will see, there are no obstructions to get the

Poisson brackets despite the purported lack of regularity and the presence of

boundaries.

We start with {Φx,V } = −dV (XΦx). As before we have XΦx = (0,−Ex) and,

hence,

{Φx,V }(ϕ, π) = −d (ϕ,π)V (XΦx) = −
(
dϕV ◦ proj1

)
(XΦx)

= −dϕV(X1) = −dϕV(0) = 0 ,

i.e. {Φx,V } = 0.
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The computation of {Πy,V } = −dV (XΠy) is carried out in a completely

analogous way by taking into account that we have XΠy = (Ey, 0) and

{Πy,V }(ϕ, π)=−d (ϕ,π)V (XΠy)=−
(
dϕV ◦ proj1

)
(XΠy)=−dϕV(X1)

=−dϕV(Ey)=−

∫
[0,1]

E ′
yϕ

′ .

Several comments are in order now

• There are no obstructions to perform the previous computations, in

particular, the presence of the boundary does not introduce any

complications.

• The resulting Poisson brackets are Fréchet-differentiable functions. In

particular, {Πy,V } is differentiable because it can be written as F = f◦proj1
with

f : H1(0, 1) → R : u 7→ −

∫
[0,1]

E ′
yu

′ ,

linear and continuous because

|f(u)| =

∣∣∣∣ ∫
[0,1]

E ′
yu

′
∣∣∣∣ = ∣∣⟨Ey, u⟩H1 − ⟨Ey, u⟩L2

∣∣ ≤ ∣∣⟨Ey, u⟩H1

∣∣+ ∣∣⟨Ey, u⟩L2∣∣
≤ ∥Ey∥H1∥u∥H1 + ∥Ey∥L2∥u∥L2 ≤ 2∥Ey∥H1∥u∥H1 .

• The impossibility of defining the derivative of the evaluation Φ ′
x as a

continuous linear functional in H1(0, 1) (see Appendix A) precludes us from

writing an expression such as

V =
1

2

∫ 1
0

(Φ ′
x)
2dx ,

and use it to compute Poisson brackets.

5 The mock holonomy-flux algebra

The purpose of this section is to introduce a phase space modelled on Sobolev

spaces of the types introduced above where it is possible to define holonomy and

flux variables which mimic those used in LQG. The main goal of this exercise

is to show that, with some care, and relying on the structures provided by the

functional spaces where the basic variables are defined, it is possible to study

their algebra without encountering any surprises (for instance of the type found

in [3] when looking at the Jacobi identity to justify the necessity of having

non-commuting fluxes).

Let us introduce the phase space H2(R3)9×H2(R3)9∗ ∼= H2(R3)9×H2(R3)9 with

elements that we will write as (Aia, Ê
b
j ). The indices a, b = 1, 2, 3 refer to
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a Cartesian coordinate system in R3, i, j = 1, 2, 3 are internal indices. These

variables will play the role of an SO(3) connection and its canonically conjugate

momentum on the spatial manifold R3.
Holonomies and fluxes will be defined with the help of the evaluation Ev

(3)
x in

H2(R3), discussed in Section 3, and the projections onto the different factors in

each copy of H2(R3)9

proj i
Aa : H

2(R3)9 × H2(R3)9 → H2(R3) : (A, Ê) 7→ Aia ,

proj a
E i : H

2(R3)9 × H2(R3)9 → H2(R3) : (A, Ê) 7→ Êai ,

where Aia and Êai denote the components of the connection A and the triad Ê.

For x ∈ R3 let us define now

A i
xa := Ev(3)

x ◦ proj i
Aa ,

Ê a
x i := Ev(3)

x ◦ proj a
E i .

The basic Poisson brackets of A i
xa and Ê a

x i are

{A i
xa ,A

j
yb } = 0 , (25)

{Ê a
x i , Ê

b
y j } = 0 , (26)

{A i
xa , Ê

b
y j } = δ

b
aδ
i
j E

(3)
x (y) . (27)

These Poisson brackets can be easily computed by using the approach described

in Section 4.

In order to define the flux variables we fix a smooth compact surface S embedded

in R3 and test fields fi ∈ H2(R3). We then introduce the functional

2ES[f] : H
2(R3)9 × H2(R3)9 → R : (A, Ê) 7→ ∫

S

fi Ei , (28)

where the 2-forms Ei are such that the vector fields Êai (x) = Ê a
x i(A, Ê) are

defined by the dual objects (
·∧ Ei
v

)
(see Appendix C for details).

In analogy with the one dimensional examples discussed in Section 4 we write

the phase space functions 2ES[f] in terms of the evaluations Ê a
x i

2ES[f] =

∫
S

fi ıÊi
v , (29)



Poisson brackets in Sobolev spaces: a mock holonomy-flux algebra 27

In order to conform with the standard notations and facilitate the comparison

of our computations with the standard ones we will write (29) in the form

2ES[f] =

∫
x∈S

dSbc(x)fi(x)Êaxivabc(x) , (30)

where, as commented in Appendix C, the volume form v is independent of the

canonical variables.

The holonomies associated with a piecewise smooth curve γ : [0, 1] → R3 can

also be defined in terms of evaluations in the usual way involving a path-ordered

exponential:

hγ : H
2(R3)9 × H2(R3)9 → R : (A, Ê) 7→ P exp

(∫
γ

A

)
. (31)

The holonomies defined on the restriction of γ to the interval (λ1, λ2) with

0 ≤ λ1 < λ2 ≤ 1 will be denoted as hγ(λ2, λ1). They can be written explicitly

in the form

hγ(λ2, λ1) = 1 +

∞∑
n=1

∫ λ2
λ1

dt1

∫ t1
λ1

dt2 ···
∫ tn−1

λ1

dtnγ̇
a1(t1)A

i1
γ(t1)a1

τi1
2
···γ̇an(tn)A in

γ(tn)an

τin
2

= 1 +

∞∑
n=1

∫ λ2
λ1

dt1

∫ t1
λ1

dt2 ···
∫ tn−1

λ1

dtnAγ (t1)···Aγ (tn) (32)

where τj = iσj, the σj are the Pauli matrices, t0 = 1, and

Aγ (tj) := γ̇
aj(tj)A

ij
γ(tj)aj

τij
2
.

It is possible to prove that the Dyson series (32) converges [16]. The variables

used in LQG are traces of holonomies along closed curves Trhγ(1, 0) =: Trhγ.

As the previous expressions are written in terms of the evaluations Ê a
x i and A i

xa ,

the computation of Poisson brackets involving these variables is straightforward

and can be carried out by following essentially the same steps as in the standard

computations [5] (for other approaches see [17, 18]). Notice in particular that

we will always have{2
ES1 [f1],

2 ES2 [f2]
}
= 0 ,

{
Trhγ1 ,Trhγ2

}
= 0 ,

for smooth surfaces S1, S2, test functions f1, f2, and piecewise smooth curves

γ1, γ2.

Proposition 12. The Poisson bracket of an holonomy and a flux is given by

{
hγ(λ2, λ1),

2ES[f]
}
=

∫
x∈S
dSbc(x)fk(x)vabc(x)

∫ λ2
λ1

dtγ̇a(t)E (3)
γ(t)(x)hγ(λ2, t)

τk

2
hγ(t, λ1) .
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Proof. To prove this result we use the definitions of the holonomy (32), of the

flux (30), and the basic Poisson brackets (27){
hγ(λ2, λ1),

2ES[f]
}

=

∫ λ2
λ1

dt1{Aγ(t1),
2 ES[f]}

+

∞∑
n=2

∫ λ2
λ1

dt1

∫ t1
λ1

dt2 · · ·
∫ tn−1

λ1

dtn{Aγ(t1),
2 ES[f]}Aγ(t2) · · ·Aγ(tn)

+

∞∑
n=2

∫ λ2
λ1

dt1

∫ t1
λ1

dt2 · · ·
∫ tn−1

λ1

dtnAγ(t1) · · ·Aγ(tn−1){Aγ(tn),2 ES[f]}

+

∞∑
n=3

n−1∑
k=2

∫ λ2
λ1

dt1

∫ t1
λ1

dt2 · · ·
∫ tn−1

λ1

dtnAγ(t1) · · ·Aγ(tk−1)

× {Aγ(tk),
2 ES[f]}Aγ(tk+1) · · ·Aγ(tn) ,

where

{Aγ(t),
2 ES[f]} =

τk

2
γ̇a(t)

∫
x∈S

dSbc(x)fk(x)E (3)
γ(t)(x)vabc(x) .

As it can be seen, we have split the computation into several pieces because

it is convenient to separately deal with the terms in which the Poisson

brackets {Aγ(tk),
2 ES[f]} appear either at the beginning or the end from

those where this Poisson bracket is embedded in an expression of the form

Aγ(t1) · · ·Aγ(tk−1){Aγ(tk),2 ES[f]}Aγ(tk+1) · · ·Aγ(tn).
By using∫ λ2
λ1

dt1

∫ t1
λ1

dt2 ···
∫ tk−1

λ1

dtk

∫ tk
λ1

dt f(t1 . . . , tk, t) =

∫ λ2
λ1

dt

∫ λ2
t

dt1

∫ t1
t

dt2 ···
∫ tk−1

t

dtkf(t1 . . . , tk, t)

(which can be easily proven by induction and obtained by interchanging

contiguous integrals two at a time), renaming integration variables as needed,

and employing some elementary identities for double sums, it is straightforward

to arrive at the desired result.

Using the proposition 12, we have the following

Corollary 13. The Poisson bracket of the trace of an holonomy and a flux is

given by

{
Trhγ,

2ES[f]
}
=

∫
x∈S
dSbc(x) fi(x)vabc(x)

∫ 1
0

dt γ̇a(t)E (3)
γ(t)(x)Tr

(
hγ(1, t)

τi

2
hγ(t, 0)

)
.
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By using the results obtained so far we are now in the position to explicitly

check that the Jacobi identity is satisfied. Let us write

J :=
{{

Trhγ,
2ES[f]

}
, 2ES[g]

}
+
{{2

ES[f],
2 ES[g]

}
,Trhγ

}
+
{{2

ES[g],Trhγ
}
,2 ES[f]

}
.

(33)

It will be enough to compute just one of the terms{{
Trhγ,

2ES[f]
}
, 2ES[g]

}
=

∫
x∈S

dSbc(x) fi(x)vabc(x)

∫ 1
0

dt γ̇a(t)E (3)
γ(t)(x)Tr

({
hγ(1, t),

2 ES[g]
}τi
2
hγ(t, 0)

)
+

∫
x∈S

dSbc(x) fi(x)vabc(x)

∫ 1
0

dt γ̇a(t)E (3)
γ(t)(x)Tr

(
hγ(1, t)

τi

2

{
hγ(t, 0),

2 ES[g]
})

=

∫
y∈S

dSef(y)gj(y)vdef(y)

∫
x∈S

dSbc(x) fi(x)vabc(x)

×
∫ 1
0

dt

∫ 1
t

ds γ̇a(t)γ̇d(s)E (3)
γ(t)(x)E

(3)
γ(s)(y)Tr

(
hγ(1, s)

τj

2
hγ(s, t)

τi

2
hγ(t, 0)

)
+

∫
y∈S

dSef(y)gj(y)vdef(y)

∫
x∈S

dSbc(x) fi(x)vabc(x)

×
∫ 1
0

dt

∫ t
0

ds γ̇a(t)γ̇d(s)E (3)
γ(t)(x)E

(3)
γ(r)(y)Tr

(
hγ(1, t)

τi

2
hγ(t, s)

τj

2
hγ(s, 0)

)
.

Note that ∫ 1
0

dt

∫ 1
t

ds F(t, s) =

∫ 1
0

ds

∫ s
0

dt F(t, s) , (34)∫ 1
0

dt

∫ t
0

ds F(t, s) =

∫ 1
0

ds

∫ 1
s

dt F(t, s) . (35)

By renaming i ↔ j, x ↔ y, t ↔ s, a ↔ d, b ↔ e and c ↔ f and using

equations (34) and (35) one obtains

{{
Trhγ,

2ES[f]
}
, 2ES[g]

}
=

∫
y∈S

dSef(y)fj(y)vdef(y)

∫
x∈S

dSbc(x)gi(x)vabc(x)

×
∫ 1
0

dt

∫ 1
t

dr γ̇a(t)γ̇d(r)E (3)
γ(t)(x)E

(3)
γ(r)(y)Tr

(
hγ(1, r)

τj

2
hγ(r, t)

τi

2
hγ(t, 0)

)
+

∫
y∈S

dSef(y)fj(y)vdef(y)

∫
x∈S

dSbc(x)gi(x)vabc(x)

×
∫ 1
0

dt

∫ t
0

dr γ̇a(t)γ̇d(r)E (3)
γ(t)(x)E

(3)
γ(r)(y)Tr

(
hγ(1, t)

τi

2
hγ(t, r)

τj

2
hγ(r, 0)

)
=

{{
Trhγ,

2ES[g]
}
, 2ES[f]

}
.
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Since
{{2

ES[f],
2 ES[g]

}
,Trhγ

}
= 0, equation (33) reduces to

J =
{{

Trhγ,
2ES[f]

}
, 2ES[g]

}
+
{{2

ES[g],Trhγ
}
,2 ES[f]

}
=

{{
Trhγ,

2ES[g]
}
, 2ES[f]

}
+
{{2

ES[g],Trhγ
}
,2 ES[f]

}
=

{{
Trhγ,

2ES[g]
}
, 2ES[f]

}
−
{{

Trhγ,
2 ES[g]

}
,2 ES[f]

}
= 0 ,

which was the expected result.

6 Conclusions and comments

In this paper we have discussed the computation of Poisson brackets in a specific

class of field theories in order to dispel some common misconceptions which

originate in the idea (explicitly put forward by Dirac in [19], but probably

very old) that the transition from mechanics to field theory can be made by

adapting in a straightforward way the usual concepts and formulas of the

familiar Hamiltonian treatment of classical mechanics.

In order to convey our message in the clearest way we have employed very well-

behaved functional spaces: Hilbert spaces of the Sobolev type. These spaces

are helpful for several reasons:

• When they are used as the configuration manifolds for field theories,

the canonical symplectic forms on the associated cotangent bundles

are strongly non-degenerate. This means that the computation of the

Hamiltonian vector fields defined by suitably regular functions is completely

direct. The Poisson brackets are always well defined and well behaved.

• As they are Banach spaces with the norm associated with the scalar

product, the standard results about differentiability hold. This is

important, especially for field theories defined on manifolds with boundary

because, in that context, several definitions of differentiability can be found

in the physics literature.

• The embedding theorems guarantee that, with a judicious choice of Sobolev

space, it is always possible to have sufficiently regular representatives of the

basic fields. This makes it possible to define the evaluations of fields and

momenta at spatial points and use these objects as the basic canonical

variables in a rigorous way.

• In many standard treatments of field theories and, in particular, when

discussing the Hamiltonian formulation, the Poisson brackets of the

fields and other objects are written in terms of distributions. Although

distributions are, actually, very smooth objects (for instance, they can

be differentiated any number of times), the topology of the spaces of
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distributions is not as simple as that of Banach and Hilbert spaces. Also,

they have some unpleasant features, for instance, their multiplication is

not always defined.

It is not clear to us that physically interesting field theories can be defined in

the tangent and cotangent bundles of Sobolev spaces in a straightforward way.

As discussed in [20, 13], even for such simple examples as the free scalar field,

the appropriate setting seems to be that provided by the so called manifold

domains in which the fibers are different from the configuration space. We

nonetheless feel that some of our results on the computation of Poisson brackets

in Sobolev spaces provide tantalizing hints about the possibility of avoiding the

appearance of divergent quantities and ill defined objects such as the product

of delta distributions.

In the context of LQG there have been numerous discussions over the

years regarding the apparently counterintuitive non-commutativity of the flux

variables. We have several comments on this issue. The first is that the standard

flux-holonomy algebra is perfectly well defined and its properties understood in

a satisfactory way (see [5, 17]). We are by no means suggesting here that

it should be replaced by a “naive” algebra—which would, in fact, mimic the

primitive proposals for quantum loop variables. Our point is, only, that it is

not possible to justify the necessity of having non Poisson-commuting fluxes

by appealing to some purported violation of the Jacobi identity. In fact, this

violation originates in the non-(Fréchet) differentiability of the fluxes when they

are modeled with the help of L2 spaces. If the Poisson brackets can be computed,

the Jacobi identity will always hold, as we have illustrated with the help of the

mock holonomy algebra discussed in Section 5. By using suitable regularizations

as in [5], differentiability is restored and, hence, the computations leading to

the Jacobi identity can be justified. The regularization process makes use

of functions that depend both on the connection and the triad, so the non-

commutativity of the fluxes is, actually, natural.

As a last comment, in our opinion, it may be worth studying the possibility

of defining physically interesting field theories in the tangent and cotangent

bundles of Sobolev Hilbert spaces, such as the ones used in this paper. This

would make it possible to take advantage of the mathematical structures

available in this setting and the useful properties of the objects that can be

defined in these spaces. It is not clear to us that this can be done in the specific

case of LQG, but it is an idea worth exploring.
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Appendix A The Riesz-Fréchet representative of the evaluation

In this appendix we show how the Riesz-Fréchet representative of the evaluation

Evx can be found. We will concentrate on the evaluation in H1(0, 1), the other

examples can be approached in an analogous way.

An orthonormal basis for H1(0, 1) is

s0(t) =
1√

sinh 1
sinh

(
t−

1

2

)
,

c0(t) = 1 ,

sk(t) =

√
2

1+ 4π2k2
sin(2πkt) , k ∈ N ,

ck(t) =

√
2

1+ 4π2k2
cos(2πkt) , k ∈ N ,

with t ∈ [0, 1]. In terms of this basis, an element f ∈ H1(0, 1) has an expansion

of the form

f(x) =
a0√

sinh 1
sinh

(
x−

1

2

)
+ b0

+

∞∑
k=1

√
2

1+ 4π2k2
(
ak sin(2πkx) + bk cos(2πkx)

)
,

with H1(0, 1) norm given by

∥f∥2H1 =

∞∑
k=0

(a2k + b
2
k) < +∞ .

As a curious side remark, it is interesting to notice that the value of a0 has the

following simple expression, depending only on f̃(0) and f̃(1),

a0 =

√
1

2
coth

1

2

(
f̃(1) − f̃(0)

)
.

This means that the elements f ∈ H1(0, 1) orthogonal to s0 satisfy f̃(1) = f̃(0).
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According to (6) the Riesz-Fréchet representative of the evaluation Evx, x ∈
[0, 1] is given by

Ex(t) = 1+
1

sinh 1
sinh

(
x−

1

2

)
sinh

(
t−

1

2

)
+ 2

∞∑
k=1

cos
(
2πk(x− t)

)
1+ 4π2k2

,

which can be shown to be equal to (16). Its operator norm is

∥Evx∥ = ∥Ex∥H1 =

(
ex + e2−x

e2 − 1
cosh x

)1/2
.

It is instructive to see now why the evaluation of the derivative is not a

continuous linear functional in H1(0, 1) by using (7). Indeed, if we denote

the evaluation of the derivative as Ev ′
x we have

∑
n∈N

∣∣Ev ′
x(en)

∣∣2 = 1

sinh 1
cosh2

(
x−

1

2

)
+

∞∑
k=1

8π2k2

1+ 4π2k2
,

which diverges (here we have denoted the sk and ck, k = 0, 1, . . . collectively as

en). Notice that the series∑
n∈N

Ev ′
x(en)en(t) =

1

sinh 1
cosh

(
x−

1

2

)
sinh

(
t−

1

2

)

+

∞∑
k=1

4πk

1+ 4π2k2
sin
(
2πk(t− x)

)
converges pointwise (as can be seen by using Dirichlet’s convergence criterion)

for every t ∈ [0, 1], but its sum has a jump discontinuity at t = x. For this

reason it is not an element of H1(0, 1).

Appendix B Details for the proof of Proposition 11

Appendix B.1 The continuous inclusion H2(R3) ↪→ L∞(R3)
C∞
c (R3) is dense in H2(R3) =W2,2(R3). This means that given u ∈ H2(R3) we

can find a sequence of smooth functions of compact support (φn)n∈N, converging

to u in H2(R3). Obviously C∞
c (R3) ⊂ H2(R3).

As a consequence of Sobolev’s embedding theorem we have H2(R3) ↪→ L∞(R3)
(i.e. H2(R3) is a vector subspace of L∞(R3) and the inclusion map is continuous).

This means that, given an open set V in L∞(R3), the set V ∩H2(R3) is open in

H2(R3).
Let ε > 0 and u ∈ H2(R3) and consider the open ball B∞(u; ε) in L∞(R3). As the

inclusion of H2(R3) in L∞(R3) is continuous, the intersection B∞(u; ε)∩H2(R3)
is an open subset of H2(R3). This means that we can find an open ball
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B2(u; ε ′) ⊂ H2(R3) (defined in terms of ∥ · ∥H2), with ε ′ > 0, which is contained

in B∞(u; ε). Hence, if a sequence of elements of H2(R3) converges to u ∈ H2(R3)
in the ∥ · ∥H2 norm, it also converges to u in the ∥ · ∥∞ norm. Indeed, given

ε > 0 take the ball B∞(u; ε) and find some B2(u; ε ′) as described above. The

convergence of the sequence in H2(R3) implies the existence of n0 ∈ N such that

if n > n0 then un ∈ B2(u; ε ′) and, hence, un ∈ B∞(u; ε).

Appendix B.2 Supremum, essential supremum and continuous functions

Let U be an open subset of Rn and f : U → R a measurable function (with

respect to the Lebesgue measure). For a ∈ R we have

f−1(a,∞) = {x ∈ U : f(x) > a} .

Notice that f−1(a,∞) = ∅ is equivalent to a ≥ f(x) for all x ∈ U, i.e. a is an

upper bound of f(U). We define now

sup
x∈U

f := inf{a ∈ R : f−1(a,∞) = ∅} ,

ess sup
x∈U

f := inf{a ∈ R : µ(f−1(a,∞)) = 0} .

Notice that µ(∅) = 0 implies

{a ∈ R : f−1(a,∞) = ∅} ⊂ {a ∈ R : µ(f−1(a,∞)) = 0} ,

and, hence,

ess sup
x∈U

f ≤ sup
x∈U

f .

Let us prove now the following

Lemma 14. Let U ⊂ Rn be open and f : U → R continuous, then supx∈U f =

ess supx∈U f.

Proof. We just have to show supx∈U f ≤ ess supx∈U f. We will do it by

contradiction. Let us then suppose

sup
x∈U

f > ess sup
x∈U

f .

This implies the existence of a ∈ R such that ess supx∈U f < a < supx∈U f.

Now, a < supx∈U f implies f−1(a,∞) ̸= ∅ so there is some x0 ∈ U satisfying

a < f(x0) ≤ supx∈U f. Let ε = (f(x0) − a)/2, then, as f is continuous, we can

find δ > 0 such that, for all x ∈ B(x0; δ) ∩ U we have |f(x) − f(x0)| < ε and,

thus, f(x) > a+ ε.

As a consequence, µ(f−1(a + ε,∞)) > 0 (notice that for this to be true it

is crucial that U is open). This implies that a + ε ≤ ess supx∈U f [because
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α > ess supx∈U f ⇒ µ(f−1(α,∞)) = 0 is equivalent to µ(f−1(α,∞)) > 0 ⇒
α ≤ ess supx∈U f] and thus a < ess supx∈U f, which is impossible because

a > ess supx∈U f.

Remark: The hypothesis U open is fundamental as shown by the following

example: The function

χ : U→ R : x 7→ x

with U = Q ∩ (0, 1) is continuous with the natural topologies and

sup
x∈U

χ = inf{a ∈ R : f−1(a,∞) = ∅} = 1 ,

but

ess sup
x∈U

χ = inf{a ∈ R : µ
(
f−1(a,∞)

)
= 0}

does not exist because µ(f−1(a,∞)) = 0 for all a ∈ R.

Appendix C Canonical variables in loop quantum gravity

The symplectic form of LQG can be written in terms of a coframe ei and an

SO(3) connection Ai as

Ω =

∫
Σ

d
(
ϵijkej ∧ ek

)
∧∧ dAi =:

∫
Σ

dEi ∧∧ dAi

(see [21]) with Ei ∈ Ω2(Σ). In order to get a vector field from Ei we introduce

a volume form. Two possible ways to do this are:

• Introduce a fiducial volume form v.

• Build a volume form w from Ei.

In both cases we define Êi and Ẽi as the dual-dual objects

Êi =

(
·∧ Ei

v

)
, Ẽi =

(
·∧ Ei

w

)
,

and work with the vector fields canonically defined by them. Here, for a top

form β and a volume form v we write

β =

(
β

v

)
v.

If α ∈ Ω1(Σ) these satisfy

α(Êi) =

(
α∧ Ei

v

)
= ıÊiα , α(Ẽi) =

(
α∧ Ei

w

)
= ıẼiα .
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The relationship between these fields is simple. As

α(Ẽi) =

(
α∧ Ei

w

)
=

(
α∧ Ei

v

)( v
w

)
= α(Êi)

( v
w

)
,

for any 1-form α ∈ Ω1(Σ), we must have

Ẽi = Êi
( v
w

)
.

This implies

ıẼiw = ıÊiv .

As a consequence, all the dependence in the phase space variables can be

concentrated on the Êi (the volume form is field-independent).

It is interesting to find out the relationship between the divergencies of the

vector fields Êi and Ẽi:

divwẼ
i =

(
dıẼiw

w

)
=

(
dıÊiv

w

)
=

(
dıÊiv

v

)( v
w

)
= divvÊ

i
( v
w

)
.

Notice that, as a consequence of this, it is possible to write the constraints in

the Ashtekar formulationn in terms of either Ẽi or Êi while keeping their form,

for instance, the Gauss law is

0 = divwẼ
i + ϵijkıẼkA

j =
(
divvÊ

i + ϵijkıÊkA
j
) ( v
w

)
.
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