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a b s t r a c t 

Cloud or Centralized Radio Access Networks (C-RANs) are expected to be widely deployed under 5G in order to support the anticipated increased
traffic demands and reduce costs. Under C-RAN, the radio el- ements (e.g., eNB or gNB in 5G) are split into a basic radio part (Distributed Unit, DU),

and a pool-able base band processing part (Central Unit, CU). This functional split results in high bandwidth and delay constrained traffic flows
between DUs and CUs (referred to as fronthaul), calling for the deployment of a specialized network to accommodate them or for integrating them
with the rest of the flows (referred to as backhaul) over the existing infrastructure. This work studies the next generation of transport networks, 
which aims at integrating fronthaul and backhaul traffic over the same transport stratum. An optimization framework for routing and resource

placement is developed, taking into account delay, capacity and path constraints, maximizing the degree of DU deployment while minimizing the
supporting CUs. The frame- work and the developed heuristics (to reduce the computational complexity) are validated and applied to both small and
large- scale (production-level) networks. They can be useful to network operators for both network planning as well as network operation adjusting

their (virtualized) infrastructure dynamically.

1. Introduction and motivation
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According to recent predictions [1] mobile data traffic will in- 

rease 11-fold between 2016 and 2021. In order to serve this in- 

reasing user demand in an environment of reduced revenues per 

ser, a new generation of network designs is required, the so- 

alled Fifth Generation of network architectures (5G). 5G will be 

haracterized by an increased available bandwidth to the users, 

roviding the user with unprecedented speeds, fostering the evolu- 

ion and deployment of new services which were not possible be- 

ore. In addition, to increase the available resources per area unit, 

t is expected that 5G deployments will feature a higher capillarity, 

ffectively increasing the density of the network. Through this den- 

ification, spectrum can be reused in a more effective way, paving 

he way towards higher bandwidths available to the end user as 

oreseen by the Cooper’s law. 1 

One key element to support the increased bandwidth to the 

ser is the transport network that feeds the Radio Access Network 
∗ Corresponding author at: Telematics Department, Avenida de la Universidad 30,

eganes 28911, Spain

E-mail address: aoliva@it.uc3m.es (A. de la Oliva).
1 http://www.arraycomm.com/technology/coopers-law/
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f traffic, with very stringent requirements in terms of latency and 

itter. This will heavily impact on the design of the transport net- 

ork feeding the RAN that must support more demanding trans- 

ort requirements. In addition, RAN designers are looking for inno- 

ative ways of improving the performance achievable by the RAN. 

ne of the mechanisms already identified in the literature is to 

plit the radio elements (e.g., eNB or gNB in 5G) into a small foot- 

rint basic radio part (Distributed Unit, DU), which may include 

owest levels of the protocol stack, and a pool-able base band pro- 

essing part (Central Unit, CU). This technology, known as Cloud 

r Centralized RAN (C-RAN), will be massively used in 5G since it 

elps reduce the costs associated with the RAN and provide an ad- 

itional performance gain due to the pooling of resources and the 

oordinated processing of signals from different cells. The disad- 

antage of the C-RAN technology is the need for a high bandwidth 

nd low delay network connection between the radio and process- 

ng parts. This network segment has traditionally been known as 

ronthaul and has recently been the subject of a lot of research on 

rotocols (CPRI [2],  eCPRI [3])  and analysis of the possible 

unc- tional splits of the protocol stack [4,5].  

In this context, the operator faces a very complex and chal- 

enging network to manage, which is no longer divided into RAN, 
1

https://doi.org/10.1016/j.adhoc.2018.08.025
http://www.ScienceDirect.com
http://www.elsevier.com/locate/adhoc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.adhoc.2018.08.025&domain=pdf
mailto:aoliva@it.uc3m.es
http://www.arraycomm.com/technology/coopers-law/
https://doi.org/10.1016/j.adhoc.2018.08.025


 

 

- 

 

 

 

 

 

 

 

 

 

 

. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

s 

 

, 

 

- 

 

 

 

 

 

 

 

e  

m  

 

 

b  

s  

 

 

 

 

I 

 

 

 

, 

 

 

 

q

c

w  

t

m

p

[

m

d

m

d

d

s  

i  

n

p

t  

m  

t  

m  

a

i  

w  

F

d

g

transport and core domains but places different RAN and core el-

ements within data-centers distributed in the transport network.

This new network, which is being referred to as Crosshaul [6],  en

compasses the front- and back-hauling network segments and re-

quires new approaches for the planning and operation of the net-

work. Operators now need to decide not only on the placement

of each radio node but also whether it should be split, where the

higher layers of such a split should be placed and how the result-

ing traffic sources affect the rest of the links. 

This paper tackles a new methodology for the planning and
operational optimization of the network, focusing on the inte-

grated transport of fronthaul and backhaul traffic, the placement

of the pool-able resources containing the radio nodes’ higher lay-

ers (CUs) and the overall delay achievable in the network. In

Section 2 we provide some background related to our problem

Section 3 presents a mathematical formulation that maximizes the

DU deployment and yields the optimal number of data-centers

containing the pool-able CUs and their location, while taking into

account the stringent delay requirements of the resulting fronthaul

traffic by incorporating proper queuing models. The general for-

mulation is non-convex and non-linear and since non-tractable (as

shown in Appendix A ), certain approximations are also introduced

in Section 3 to yield a tractable formulation that can provide with

reasonable computational complexity for the optimal results, at

least for the case of small scale environments. For larger-scale en-

vironments, a computationally tractable heuristic is introduced in

Section 3.3 that provides for an efficient (though not necessarily 

optimal) solution, achieved in reduced time. In Section 4 the de- 

veloped approaches are validated and applied to both small - and

large - scale (production) networks and some results are presented.

Finally, some conclusions are drawn in Section 5.  

2. Background

The Crosshaul concept results from the convergence of different

concepts that have been incorporated in cellular networks over the

last years. First, the Centralized or Cloud-Radio Access Network (C-

RAN) paradigm has emerged as a significant trend in mobile net-

works in order to reduce CAPEX and OPEX while increasing RAN’s

performance. Second, the evolution of C-RAN technologies from a

serial transmission (CPRI) to fully packetized protocols (eCPRI) al-

lows for the integration of fronthaul and backhaul networks. Fi-

nally, the deployment of intelligence at the edge of the network -

in the form of micro data-centers which can host virtual network

functions including C-RAN baseband processing - has transformed

the network from a mere data pipe into a smart application host-

ing environment. 

Current 4G networks have started deploying the C-RAN

concept in current networks. The seminal paper [7] propose

the use of fronthaul as a mechanism to reduce the CAPEX and

OPEX due to reduced expenses on the site antenna. Later

fronthaul has been 

also proven useful to improve the performance of the air inter- 

face due to the easiness of synchronization of the Central Units, 

allowing the use of CoMP. The main problem with current C-RAN

approaches is the use of CPRI (the predominant fronthaul technol

ogy) which uses a serial transmission, not encapsulated, requiring

of point to point high bandwidth and dedicated fibers between 

the DUs and CUs. This increases the cost of management and 

operation of the network, since the operator now has to face the

operation 

of two different networks, one based on packets (the normal back-

haul or transport network) and a second one using a completely

different technology. This fact has trigger a change in how stan-

dardization bodies has focused on C-RAN for 4G and 5G, work-
ing on solutions based on packets that can use standard switching 

technologies. 
i

o

In the following we present some background information on

ach of these technologies, as well as related works on the opti-

ization of the resulting converged network. The deployment of

the 5G RAN is expected to capitalize on the concept of Centralized

or Cloud-Radio Access Network (C-RAN) [8].  In C-RAN systems the

ase station functionality is split at a certain point of the protocol

tack (such as, for example, the physical layer), and the upper part

is moved to a central unit, typically within or co-located with an

edge data center facility [9,10].  A C-RAN system consists at 

least 

of the following three main components: the distributed units 

im- plementing the radio functions, the central processing units 

which are typically aggregated in pools, and the network 

interconnecting them, typically referred to as fronthaul [11].  The

different points in the protocol stack that determine the 

separation of the functions processed in central or distributed 

units define what is referred to as functional splits [4,12].  The 

implementation of a given functional split uniquely defines the 

properties of the system design [5].  The complexity, benefits and

drawbacks of the distributed and centralized units depend on the

functional split chosen. Currently, the most common functional 

split corresponds to the division at the physical layer (as 

implemented by the Common Public Radio Inter- face, CPRI). CPR

is a non-packetized serial protocol which cannot be integrated 

with other packetized transmissions unless a circuit (e.g., a 

wavelength) is reserved for it. Hence in this work we con- sider 

the recently published evolution of CPRI (eCPRI), which pack- 

etizes the I/Q samples in an Ethernet compatible way. The C-RAN

approach is to benefit significantly through virtual- ization. By 

virtualizing and centralizing the baseband processing of multiple

cells, an operator is able to better manage inter-cell in- terference

and traffic load, as well as reduce overall costs. At the same time

by co-locating multiple centralized units pooling gains appear and

scaling up the system when RAN demands increase is facilitated.

The current trend towards the deployment of Edge data centers, 

aiming at hosting delay constrained applications - such as 

augmented reality - has opened the door for deploying C-RAN 

cen- tralized units in virtualized infrastructure at the edge of the

net- work. 

The efficient design and operation of such an environment re- 

uires a joint consideration of routing, placement of Edge data 

en- ter and C-RAN cell deployment in the presence of traffic 

ith mul- tiple priorities and strict deadlines and, thus, extending

he state of the art. Work related to delay constrained routing 

ay be found in [13].  This work proposes a Djikstra shortest 

ath algorithm that uses link delay as the weight of a link. In 

14],  the authors propose a heuristic algorithm based on the 

inimum delay path and short- est path for networks with time-

ependent edge-lengths. Heuristic algorithms to derive the 

inimum cost (delay) tree between the source and the 

estination can also be found in the work in [15].  Routing with 

elay constraints and analysis of delay variation has also been 

tudied for multicast networks in [16].  The M/G/1 queuing model

s one widely adopted for modeling the queuing delay in network

odes. For instance, in [17],  the authors introduce fixed 

arameters for the arrival rates and exit rates ( λ and μ) in order 
o make the problem tractable. In [18–21] the authors approxi-

ate the delay with non linear equations. In [22] authors deal with

he M/G/1 queueing model with priorities for the problem of the

ixed fronthaul and backhaul networks proving that it is a good

pproximation for this traffic. Authors in [23] used M/M/1 queue- 

ng model for Virtual Network Function (VNF) placement problems

ithout several priorities and dealing with non-linear equations.

inally, works on un-splittable flow problems, such as [24–26],  

e- velop heuristic algorithms for NP-hard problems in the 

eneral case, but these papers do not consider networks 
ntegrating traf- fic with different priorities. 

The unified problem considered in this paper also addresses the 

ptimal placement of the Edge data centers, further enhancing the 
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Fig. 1. The general network environment.
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that the
pplicability and complexity of the work. This problem is related

o the problem of the Virtual Network Embedding (VNE) and the

roblem of placing chains of virtual functions [27].  In our paper

e consider the problem of determining the optimal placement of

he data centers subject to the transformation of fronthaul flows

with special characteristics) into backhaul flows. Finally, work on

ransporting fronthaul traffic over IEEE 802.1Q switches has also

een recently carried out. Works such as Wan and Ashwood-Smith

28] conclude that such a transport is possible through the exten- 

ion provided by 802.1Qbu, 802.1Qbv and by employing buffers at

he receivers. 

Although the past work - as the above - shows that RAN cen-

ralization has many advantages and has been tackled through

ultiple perspectives, this paper, to the best of our knowledge, is

he first to study the complete problem of the joint optimization

f C-RAN deployment and Edge data center placement, taking into

onsideration the stringent fronthaul flow deadlines and the accu-

ulated delay in the switching devices. 

. General problem statement and optimization formulation

Fig. 1 depicts the general environment considered in this

aper, where a number of sources are connected to the Interne

where the potential destination of a source flow is assumed to

eside) through an edge/cloud access network. The sources

epresent ei- ther the base station of a classical RAN (e.g. an eNB

ode) or just a Distributed Unit (DU) of a C-RAN whose uppe

ayer functions are executed somewhere in the Edge/Cloud

etwork by the Cen- tral Units (CUs). The traffic flow departing a

U source (fronthaul)  is typically of high rate (e.g., 0.9Gbps)

lthough its exact band- width depends on the functional spli

sed and the channel band- width use (among others, depending

n the functional split). On the other hand, the traffic flows

eparting an eNB node (backhaul) are of much lower rate, can be

everal and up to a maximum total rate of typically 0.15 Gbps

nder full utilization of the air medium of the eNB node

depending on MIMO and bandwidth configura- tion of the eNB)

his topology of mixed RAN and C-RAN compo- nents is expected

o dominate for the foreseen future, as a pro- gressive migration

rom a RAN to a C-RAN dominated world takes place for the

enefits discussed earlier. 

The main objective in this paper is to provide for efficient o

ptimal designs of such mixed RAN/C-RAN environments. These

ixed environments emerge as operators attempt to maximize

heir adoption of the C-RAN technology in the most effective way
ubject to the constraints imposed by the available supporting in- 
rastructure (explained below). Or, such environments may emerge

n a more dynamic (operation-level) case, where operators may

witch on or off Distributed Units or aggregate them in a lower

umber of Central Units according to the demand to reduce OPEX;

e-optimization of the resulting mixed RAN / C-RAN environment

s then needed as well. 

To facilitate the discussion on the formulation of the optimiza-

ion problem in this section, an originally all RAN environment will

e considered and seek to optimize the degree of migration to-

ards a mixed RAN/C-RAN environment by minimizing the num-

er of (remaining) RAN components and optimizing the C-RAN

eployment in the resulting environment. That is, maximize the

umber of RAN components that are replaced by a DU, while

aximizing the degree of aggregation/pooling of the CU compo-

ents by minimizing the number of locations hosting the CUs.

he latter pooling provides for some wireless capacity enhance-

ent through coordinated signal processing and reduces costs for

he operator. All the co-located CUs will be considered as compo-

ents of a single data-center, to be referred to as Crosshaul Pro-

essing Unit (XPU). The capacity of an XPU is considered to be

qual to the number of CUs available/implemented in the specific

ocation. 

The main challenge in this migration is due to the fact that the

single) flow departing a DU (referred to a fronthaul): (a) has a

much) higher rate compared to that of the original eNB; (b) it

ust be routed towards a XPU (containing a CU) facility to be

rocessed first, before it is transformed into backhaul flow(s) and

e routed from there towards the destination; (c) it has strin-

ent delay requirements for reaching the CU facility. In addition,

he location of the CU facility - where a fronthaul flow is for-

arded to - needs to be determined by minimizing the num-

er of such locations (maximizing CU pooling), or minimizing the

umber of XPU facilities deployed. These challenges are incorpo-

ated and addressed through the optimization formulation devel-

ped and solved in this paper. 

As indicated earlier, this paper considers a single type of pack-

tized fronthaul flow (eCPRI), although the model presented could

e used for any other kind of packetized fronthaul. This flow exists 

nly over the path between the generating DU and the associated

PU and it becomes a standard backhaul flow over the path be-

ween the XPU and its destination. Such standard backhaul flows

re also generated by the classical RAN nodes (e.g., eNBs) and will

coexist with fronthaul flows. The key parameters of the two types

of flows that are considered in this paper are given in Table 1 

from [2] and [29].  A quick comparison of the two flows shows 
3



Table 1

Parameters of fronthaul and backhaul traffic considered.

Flow Value Delay Class

Fronthaul (eCPRI) 900 Mbps 250 μs 1

Backhaul (fronthaul after XPU usage) 150 Mbps 100 ms 2

Backhaul 15 Mbps 100 ms 2

Table 2

Parameters employed in the formulation of the optimization.

F set of sources

fl Rate of fronthaul source/flow l , l ∈ F (Mbps) 

f l+ Rate of fronthaul flow l , l ∈ F, after using its CU (Mbps) 

b l 
k 

Rate of flow k of backhaul source l , l ∈ F (Mbps) 

pl Packet size of fronthaul flow l (0.012 Mbits = 1500bytes) 

p l 
k 

Packet size of flow k of backhaul source l (0.012 Mbits)

D l− Delay constraint of fronthaul flow l , to reach its CU

Dl Delay constraint of fronthaul flow l

D l 
k 

Delay constraint of flow k of backhaul source l

E Set of links of access/edge network

c ij Capacity of link ( i, j ) (Mbps)

μij Capacity of link ( i, j ) (in packets/sec)

L i, j Length of link ( i, j )

X Set of available XPU facilities

N r Capacity of XPU r , r ∈ X (in CUs) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

- 

 

 

o 

 

 

 

 

 

 

 

 

 

 

 

f 

. 
 

Table 3

List of main binary variables (b.v.) and other variables employed in the

formulation of the optimization.

I
l b.v. indicating if source (flow) l is a DU (fronthaul), l ∈ F

(if not, it is an eNB)

I
l
i j

b.v. indicating if link ( i, j ) is used by fronthaul flow l ,

before reaching its CU, l ∈ F
I 
l+
i j

b.v. indicating if link ( i, j ) is used by fronthaul flow l ,

after leaving its CU, l ∈ F,

(and has then been transformed into a backhaul flow)

I
l
i jk

b.v. indicating if link ( i, j ) is used by flow k

of backhaul source l , l ∈ F
I 
XPU
r b.v. indicating if XPU r is used

I 
XPU,l
r b.v. indicating if XPU r is used by flow l , l ∈ F
λn 
i j 

Rate of priority class n entering link ( i, j ) (in packets/sec)

dl Delay of fronthaul flow l , l ∈ F
d l− Delay of fronthaul flow l , l ∈ F, until it reaches its CU

d l 
k 

Delay of flow k of backhaul source l , l ∈ F

3
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fronthaul flow is of much higher rate and has much less delay re-

quirements. This large asymmetry in these parameters leads to a

number of observations and design considerations. 

As a fronthaul flow has very stringent delay requirements (com-

pared to a backhaul flow) it will be treated as a class of traffic of

(non-preemptive) priority 1. A severe consequence of changing an

eNB node to a DU+CU is that a high rate increase will be observed

in the links departing the eNB/DU node towards the location of the

associated CU (XPU to be determined). This severe increase in the

rates along with the stringent delay requirement over that part of

the network constraint the migration from a RAN to a fully C-RAN

environment. Finally, the high rate asymmetry makes the approxi-

mation of considering in our optimization formulation a single (as

opposed to multiple) backhaul flow departing the associated CU a

reasonable one, as it is expected to have only minor impact on the

solution of the optimization problem, which is primarily shaped by

the pre-XPU part of the access network. 

The notation for the various parameters employed in the for

mulation of the optimization are shown in Table 2.  Notice that a

fronthaul source generates one flow, while a backhaul source gen-

erates up to K flows, denoted by k,  0 ≤ k ≤ K.  It is also worth t

mention that the work performed in this article assumes values

for the air interface in line with 4G deployments, since right now

there are no deployments of 5G C-RAN or even 5G air interfaces.

However, the moment 5G is deployed, operators will need to en-

hance their transport networks, that now need to transport much

more capacity to the RAN. In that moment, these values may differ

from the ones we chose but this is just a parameter of the model,

which can be easily changed and simulations re-run, yielding to

different results in terms of total air capacity or number of XPUs.

Therefore, the operators will only have to perform the simulations

with the new values, but the main contribution, the mathematical

model, heuristics and tendencies on the results will be the same. 

Let I∗
 denote a binary variable (b.v.) assuming the value 1 i

an event
∗∗
 specified through ∗∗  and ∗ has occurred, and 0 otherwise

The main binary and other variables employed in the formulation

of the optimization problem are defined in Table 3.  
.1. Formulation of the optimization problem 

In this subsection we employ the notation presented above to

ormulate the optimization problem by presenting the objectives,

he various traffic and resource constraints and the supporting

quations. The treatment of the delay constraints is deferred to the

ext subsection. 

A set of locations of the sources of traffic are given (whose type

ronthaul/backhaul is to be determined), along with the Edge/Cloud

etwork topology (link capacities and lengths), the set of network

odes which are capable of hosting an XPU facility and the maxi-

um number of XPUs to be possibly deployed. The solution of the

ptimization problem will determine the type of each one of the

ources, while maximizing the number of fronthaul traffic sources

nd minimizing the number of XPUs deployed whose location is

lso determined. As discussed earlier a source can be accepted as

 fronthaul source only if it is supported by a non-dedicated XPU,

o yield some pooling gain; that is, if its CU can be hosted in an

PU (location) that supports at least one more CU serving another

ronthaul source. The available link capacity between the sources

nd the XPU location will be the constraining factor determining

hether CU collocation is possible or not. 

To ensure that the maximum number of DU sources is de-

ermined under the constraint that all of them are supported by

on-dedicated XPUs, the following objective function is defined for

ome g > 1. 

ax 

{
g ·

∑ 

l

I 
l −

∑ 

r

I 
XPU 
r

}
(1)

Notice that the above objective function prescribes the follow-

ng gains or penalties: (a) maximizes the number of DUs in the

etwork, (b) minimizes the number of XPUs that are used for those

Us, and (c) if a source is an eNB source, it is not associated with

ny XPU and, thus, it does not contribute to the objective function

its gain is zero). Notice that, based on the above, an eNB source

is preferable over a DU source supported by a dedicated XPU, be-

cause in the constraint (10) we impose that the XPUs cannot be

edicated to one DU. Similarly, a DU supported by a non-dedicated

XPU is preferable over (yields a higher gain than) an eNB source

Consequently, the objective in Eq. (1) ensures that the solution to

he maximization will not contain any DU source that is supported

y a dedicated XPU, the number of DUs will be maximized and

he number of XPUs will be minimized. The latter is the case since

t can be easily shown than the resulting gain associated with M 1 

on-dedicated XPUs is higher than that associated with M 2 non-

edicated XPUs for M 1 < M 2,  for the same number of DUs. 
4



Table 4

Summary of main constraints of the optimization.

Constraint Function

To determine if a source is an eNB or a RU

To assure the traffic that uses a link does not

surpass its capacity

To assure all the traffic reaches its destination

To assure the fronthaul flows are processed

in a XPU

To assure non loss of traffic

To assure single path for all the flows

in the network

To compute the delay of the traffic

Source constraints 
Eqs. (2) and (3)

Link capacity

Eq. (4)

Destination constraint 
Eq. (5)

XPU constraints

Eqs. (6) –(17)

Node constraints Eqs.
(20) –(22)

Single path

Eqs. (23) –(25)

Delay constraints Eqs.
(26) –(39)
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In order to accommodate the various resource constraints and

ther specific requirements, various equations and constraints are

ntroduced next and summarized in Table 4.  

The requirement for single path routing implies that all the traf-

c of any source leaves the source through a single link, as cap

ured by Eqs. (2) and (3).  

 

l = 

∑ 

j

I 
l 
l j ∀ l ∈ F ∀ (l, j) ∈ E (2)

(1 − I 
l ) = 

∑ 

j

I 
l 
l jk ∀ f low k of source l ∈ F (3)

The link capacity constraints are captured by Eq. (4). 
 

l

f l · I 
l 
i j + 

∑ 

l

f l+ · I 
l+ 
i j

+ 

∑ 

l,k

b l k · I 
l
i jk ≤ c i j ∀ (i, j) ∈ E (4)

l,k

I 
l 
k + 

l

I 
l = 

i, j Int ,l,k

I 
l 
i j Int k + 

As the design space in this paper is the Edge/Cloud network

nd the deployed C-RAN, it is assumed that the destination of each

ow is beyond this network and is referred to as “the Internet”; let

he superindex in j mark a (fictitious) node representing that Inter-

et destination of the flow. Notice also that a fronthaul flow 

lways 

eaches its (Internet) destination as a backhaul flow. Eq. (5) cap- 

ures the balance of flows entering and exiting the edge/access 

et- work. 
 ∑ ∑ ∑ 

i, j Int ,l

I 
l+
i j Int

(5)

Eq. (6) captures the requirement that a fronthaul flow must 

e routed through a node hosting an XPU. 

 

l = 

∑ 

r

I 
XPU,l 
r ∀ l ∈ F (6)

Eq. (7) imposes the requirement that a fronthaul flow l,  l ∈ F
hat uses XPU r , r ∈ X , must use one (and only one) of the in-

oming links attached to the node hosting the XPU (referred to as

j XPU r ); if flow l does not use this XPU, it may still use one of its

ncoming links. 

 

XPU,l 
r ≤

∑ 

i

I 
l 
i j XPU r ∀ r ∈ X , ∀ l ∈ F (7)

Eq. (8) captures the capacity constraint of an XPU r 
 

l

I 
XPU,l 
r ≤ N r ∀ r ∈ X (8)

An XPU is considered to be utilized as long as at least one fron-

haul source uses it. On the other hand, an XPU has to be used by

t least two fronthaul sources. These constraints are captured by

qs. (9) and (10).  

 

XPU,l 
r ≤ I 

XPU 
r ∀ r ∈ X (9)
 · I 
XPU 
r ≤

∑ 

l

I 
XPU,l 
r ∀ r ∈ X (10)

A fronthaul flow l entering node j XPU r hosting XPU r , will ap-

ear at an outgoing link as either a transformed backhaul flow if it

s processed by XPU r , or as the same fronthaul source otherwise;

his is captured by Eq. (11) . A fronthaul flow l that has been trans-

ormed into a backhaul flow (having been processed by another

PU) entering node j XPU r hosting XPU r , will appear unmodified at

 

i

I 
l 
i j XPU r = 

∑ 

i

I 
l+
j XPU r i

· I 
XPU,l 
r + 

∑ 

i

I 
l 
j XPU r i

an outgoing link; this is captured by Eq. (12). ( ) ( )
·
(
1 − I 

XPU,l 
r 

)
(11) 

 

i

I 
l+
i j XPU r

= 

(∑ 

i

I 
l+
j XPU r i

)
·
(
1 − I 

XPU,l 
r 

)
(12) 

Notice that the above constraints are non-linear and would in-

rease the complexity of the optimization machinery to be em-

loyed. As we aim at keeping the computational complexity low

nd use linear programming tools, we linearize these constraints

s described below. To facilitate the presentation, we use the no-

ation shown below for the two terms in the right hand side of

q. (11),  which is rewritten as in Eq. 

13) ∑ 

i

I 
l 
i j XPU r 

= αr f l+ + αr f l (13) 

here αr f l + is bounded from above and below by the linear ex

ressions shown in Eqs. (14) and (15) and αr f l  is bounded from

bove and below by Eqs. (16) and (17).  Notice that it is possible

o linearize αr f l + and αr f l  because all the variables involved in th

bove bounds are binary. The exact values of αr f l  and αr f l +
re completely determined from the bounds shown in Eqs. (14) –

17),  all involving binary variables. 

r f l+ ≤
( ∑ 

i

I 
l+
j XPU r i

+ I 
XPU,l
r

)
/ 2 (14) 

∑ 

i

I 
l+
j XPU r i

+ I 
XPU,l 
r − 1 

)
/ 2 ≤ αr f l+ (15) 

r f l ≤
(∑ 

i

I 
l 
j XPU r i + 1 − I 

XPU,l
r 

)
/ 2 (16) 

∑ 

i

I 
l 
j XPU r i

+ 1 − I 
XPU,l 
r − 1 

)
/ 2 ≤ αr f l (17) 

The additional constraints (18) and (19) linearize the constraint

12) involving binary variables.

 

i

I 
l+
i j XPU r

≤
(∑ 

i

I 
l+
j XPU r i

+ 1 − I 
XPU,l
r 

)
/ 2 (18) 

∑ 

i

I 
l+
j XPU r i

+ 1 − I 
XPU,l 
r − 1 

)
/ 2 ≤

∑ 

i

I 
l+
i j XPU r

(19) 

Eqs. (20) –(22) capture the requirement of flow continuity in t

ntermediate nodes of the access/edge network. 
 

i

I 
l 
i j = 

∑ 

i

I 
l 
ji (20) 

 

i

I
l+ 
i j

= 

∑ 

i

I
l+
ji

(21)
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∑ 

i

I 
l 
i jk = 

∑ 

i

I 
l 
jik (22)

Eqs. (23) –(25) capture the requirement of single path 

routing assumed in this paper. ∑ 

j

I 
l 
i j ≤ I 

l ∀ i node, ∀ f ronthaul f low l (23)

∑ 

j

I
l+ 
i j 

≤ I 
l ∀ i node, ∀ f ronthaul f low l (24)

∑ 

j

I 
l 
i jk ≤ 1 − I 

l ∀ i node, ∀ backhaul f low k of source l (25)

Finally, we also impose that some of the variables of the model

are binary, 

I 
l ∈ { 0 , 1 } ∀ f l f low 

I 
l 
k ∈ { 0 , 1 } ∀ b l k f low 

I 
l 
i j , I 

l+
i j

∈ { 0 , 1 } ∀ (i, j) l ink, ∀ f l f l ow

I 
l 
i jk ∈ { 0 , 1 } ∀ (i, j) l ink, ∀ b l k f l ow

I 
XPU,l 
r ∈ { 0 , 1 } ∀ r X P U, ∀ f l f low 

I 
XPU 
r ∈ { 0 , 1 } ∀ r X P U 

A major challenge in the general C-RAN deployment problem

considered in this paper is to accommodate the stringent delay 

re- quirements of the fronthaul traffic (see Table 2 ). 

Consequently, the 

delay constraints should also be incorporated in the optimization.

The following subsection presents the formulation of the (non

linear) delay constraints and the derivation of linear approxima

tions to allow for employing linear programming solution tools. 

3.2. Incorporation of delay constraints 

There are 3 delay components that every packet experiences

between the completion of its arrival to a network node, say i , and

that to the next node along its path, say node j . These delays will

be attributed to link/port ( i, j ) and are determined by the trans-

mission capacity (referred to as the transmission delay), the length

(referred to as the propagation delay) and the queuing phenomena

(referred to as the queuing delay) of link ( i, j ). Other sources of ad-

ditional delay, such as that of processing time at the nodes or an

XPU, will be considered to be relatively small and will be ignored.

The consideration of the aforementioned 3 components will estab-

lish the impact of distances, capacities and traffic loads in a C-RAN

environment, which is of utmost interest to the network opera-

tors. The transmission and propagation delays are easily derived,

as the packet sizes, link distances and transmission capacities are

assumed to be known. The challenge here is to derive the queu-

ing delay in a way that is easily incorporated in the optimization

formulation. 

As the challenge in the C-RAN deployment is to ensure that the

stringent delay constraints of the fronthaul flows is satisfied, a pri-

ority queuing scheme will be adopted giving non-preemptive prior-

ity to fronthaul packets over the backhaul ones. Although the sizes

of the packets are considered to be fixed, we will adopt a queuing

model with general service time, to keep the treatment more gen-

eral. On the other hand, the arrival process will be considered to

be Poisson, which is considered to be a reasonable model captur-

ing the superposition of independent packet streams arriving over

different input links to an outgoing link. Thus, we will consider an

M/G/1 queuing model with 2 priority classes [30].  The packet 
ar- rival rates of priority n , λn

i j
 

 

, can be expressed by Eq. (26). 
1 
i j =

∑ 

l

f l /p l · I 
l 
i j , λ

2 
i j =

∑ 

l

f l+ /p l · I 
l+ 
i j

+ 

∑ 

k,l

b l k /p 
l 
k · I 

l
i jk (26)

Let ρn 
i j 

= λn 
i j 
/μi j denote the traffic intensity at link ( i, j ) due to

he incoming flows of priority class n . The classical queuing results

rovide for the mean queuing delay of packets of priority n , de-

oted by W 

n i j
 

 , described in Eqs. (27) and (28),  where R ij describ

he mean remaining time till the completion of the transmission of

he packet being transmitted upon a packet’s arrival to node i;  no-

ice that since the packet size and link capacities are fixed, the sec

nd moment of the service time in (28) is equal to and has been 

eplaced by 1 /μ2
 

i j
 

. 

 

n 
i j = 

R i j 

(1 − ρ1 
i j 

− . . . − ρn 
i j 
)(1 − ρ1 

i j 
− . . . − ρn −1 

i j 
) 

(27)

 i j = 

∑ 

n λ
n 
i j 
/μ2

i j

2 
(28)

Considering the packet transmission, queuing and propagation

delay components over all links traversed by the flow (given by

q. (27) ), the delay of a fronthaul packet in reaching its XPU is de-

ived and given by Eq. (29).  This delay is subject to the most 

trin- gent constraint, as shown in Table 1.  Considering the 

orrespond- ing delay components similarly, the delay of a packet 

enerated by a fronthaul source in reaching its destination is 

iven by Eq. (30),  considering also its path (as a backhaul packet)

rom its XPU to its destination. Similarly, the delay experienced by 

 packet generated by a backhaul source is derived and given by 

q. (31).  Notice that a fronthaul packet has priority n = 1 while a

ackhaul packet has priority n = 2.  

 

l− = 

∑ 

i, j

I 
l 
i j

μi j 

+ 

∑ 

i, j

W 

1 
i j · I

l 
i j +

∑ 

i, j

L i j 

v l 
· I 

l
i j (29)

 

l = d l− + 

∑ 

i, j

I 
l+ 
i j

μi j 

+ 

∑ 

i, j

W 

2 
i j · I

l+ 
i j

+ 

∑ 

i, j

L i j 

v l 
· I

l+
i j

(30)

 

l 
k =

∑ 

i, j

I 
l 
l jk

μi j 

+ 

∑ 

i, j

W 

2 
i j · I

l
i jk +

∑ 

i, j

L i j 

v l 
· I 

l
i jk (31)

Notice that the delay expressions above include the non-linear

unctions W 

n 
i j 

(with respect to ρ ij or λij ) which would not allow

or the incorporation of linear programming tools for the solution

f our optimization problem, even if most of the variables involved

re binary. To address this problem, a linear approximation based

n Taylor expansion along with an iterative procedure are adopted

nd are described next. 

By considering the first terms of a Taylor expansion of W 

n 
i j

round some point ( ρ1 , 0 
i j 

, ρ2 , 0 
i j 

) we get the approximation ˜ W 

n 
i j

hown in Eq. (32) 

˜ 
 

n 
i j = 

1

2 μi j 

·
{
a n 0 + a n 1 · (ρ1 

i j − ρ1 , 0 
i j 

) + a n 2 · (ρ2 
i j − ρ2 , 0 

i j 
) 
}

(32)

By substituting W 

n 
i j 

by ˜ W 

n 
i j 

in Eqs. (29) –(31) we end up with

ome products of variables. Since one of them is bounded ( ρn 
i j 
),

nd the other one is binary (I l 
i j
 

 

or Il +
 

 or Il 
i jk
) we can linearize suc

i j

roducts by introducing some additional variables, as shown for

he case of the product in Eq. (29) next. 

 

l,n 
i j 

= I 
l 
i j · ρn

i j (33)

 

l,n 
i j 

≤ I 
l 
i j (34)
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Algorithm 1. Heuristic 1.
 

l,n 
i j 

≤ ρn 
i j = 

λn
i j

μi j 

(35) 

 

l 
i j + ρn 

i j − 1 ≤ y l,n 
i j 

(36) 

Finally, the following constraints are imposed on the delay of

he fronthaul packets in reaching their XPU and their destination

nd the backhaul packets in reaching their destination. 

 

l− ≤ D 

l− · I 
l (37) 

 

l ≤ D 

l · I 
l (38) 

 

l 
k ≤ D 

l 
k ·

(
1 − I 

l 
)

(39)

Since the linearized formula for the queuing delays shown in Eq

(32) requires some (arbitrary) initial input for the class 1 and

 traffic, some discussion on the impact of the particular approx-

mation on the accuracy of the solution derived through the opti-

ization framework is in order. A (first) solution to the optimiza-

ion problem is obtained by considering an arbitrary initial value

or the loads (ρ1 , 0 
i j 

, ρ2 , 0
i j 

 ) in Eq. (32).  This solution determines also

he loads and delays associated with all links. In the sequel, these

oads are used for the calculation of the link delays based on the 

xact formula in Eq. (27) and the result is compared with that re

urned by the solution to the optimization problem. If the devia-

ion exceeds some threshold, then the new loads are considered

s 

he initial values in Eq. (32) and a new solution to the optimiza

ion problem is obtained yielding new loads and delays. The pro

edure continues until the aforementioned delay deviation is be

ow some accuracy threshold and the solution regarding the

eter- mined DUs and XPUs remains unchanged. A specific

pplication of 

his approach is reported in Section 4.1. 

.3. Heuristic solution for the optimization problem 

As it is proven in Appendix A the optimization problem con

idered in this paper is NP-complete. As a result, the computa

ional complexity would be very high when large scale environ

ents are considered. For such environments, an efficien

euristic of low computational complexity is proposed for solving

he op- timization problem prescribed in (1).  The efficiency o

he heuris- tic, which may yield the optimal or a suboptima

olution, is as- sessed in Section 4.  The heuristic algorithm is

escribed in detail in Algorithm 1 and it is outlined next. 

The algorithm aims at determining the best placements for the

XPUs (supporting 2 or more DUs) while trying to accommodate a

any DUs as possible. The algorithm starts by trying to accom

odate the largest possible number of DUs that can be supported

y one only XPU and determine the (best) placement of that one

PU. To accomplish this, the algorithm starts assuming that al

he sources are DUs and the algorithm computes the paths and

he associated loads/delays from the sources to each candidate

PU placement. The placement determined and the supported

Us are kept as the baseline for the next round of the algorithm

n the next round, the placement of one XPU that can

ccommodate the largest number of the remaining DUs is

etermined. Following this, the new loads and delays are

ecalculated and the latest solution is accepted only as long as

revious solutions are not invalidated; 

hat is, the delay requirements of the flows whose paths were de

ermined previously are not violated due to the new loads of the 
aths determined by the latest round. These rounds are repeated 

ntil the sources are exhausted or no more XPUs can be placed 

ithout invalidating previous placements. 
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Fig. 2. Small scale validation environment.

Fig. 3. Optimization vs Heuristic 1 comparison.

c  

t  

3

s

r 

t  

n  

m  

t f 

t l 

f  

1  

c  

b . 

W l 

fl s 

o

f 

e  

a  

a  

b  

t s 

l r 

o

u  
At this point the XPUs and the supported DUs have been deter-

mined, including the paths from the DUs to the supporting XPU

(fronthaul flow) and the path from the XPU to the destination

(backhaul flow). The backhaul flows from the remaining sources

(which are eNBs) are then routed to their destination; notice that

the delay constraints are not as stringent for backhaul flows and

that their loads are substantially less than that of the DU sources

(fronthaul). Shortest path routing is considered for these backhaul

flows, taking into account the remaining capacity of the links af-

ter having accommodated the flows of the DU sources. If the delay

requirement of previously routed flows is not violated due to the

shortest path routing of a backhaul flow, the determined path is

accepted for the current flow. If the delay requirement of a previ-

ously routed flow is violated, the responsible links are “removed”

(i.e., cannot be part of the route for the current flow) and the

shortest path algorithm is reapplied until a path is found. 

If no path is found for at least one (eNB) flow, we consider the

XPU that accommodates the largest number of DUs and we switch

one of those DUs to an eNB. The flow of that DU is removed, as

well as the flows of all the eNBs routed before. If that XPU ac-

commodates only two DUs, the XPU is removed and both DUs are

removed since an XPU cannot support only one DU. The procedure

for routing the eNB flows is then started again and is repeated un-

til all such flows are routed. 

At the end of this heuristic algorithm we obtain the largest pos-

sible number of DUs that can be accommodated, the number and

placement of the supporting XPUs and the routes for all flows. This

solution (regarding the number of DUs and XPUs) will be com-

pared for some network topologies and scenarios against that re-

turned by the optimal one obtained with a much higher computa-

tional complexity. 

4. Validation/application of the approaches - numerical results

The optimization framework and the heuristic approach devel-

oped in this work are validated and evaluated by applying them

over some topologies of practical interest in a Matlab environment.

In our research to find the best topology for the testing of our

algorithms, we found that there is no single common topology

used for the transport network of operators. Based on the avail-

able fiber deployment and geographical characterization, the oper-

ator may choose one topology or another. The only common rule

followed is the use of aggregation of ring topologies, in which rings

with lower bandwidths are aggregated in larger rings with higher

capacity. Hence, following this spirit, we have selected a ring topol-

ogy that is computationally feasible to validate the heuristic re-

sults compared with the linearized problem results. Moreover, to

test the algorithm proposed we have selected a synthetic topology

that follows the same principles given by the operators and the

works [31] and [32],  and can be characterized by a set of param-

eters which can be modified to assemble an operator deployment.

Thus, the topology used for the experiments can be perfectly an

example of a real operator deployment or can be parametrized to

be similar to a real one. 

4.1. Small-scale topology 

First, a relatively small scale environment is considered in or-

der to derive results under the optimization framework in reason-

able computational time. That is, to determine the maximum num-

ber of DUs that can be accommodated with the minimum num-

ber of necessary XPUs each of which supporting two or more DUs.

The derived solution is compared against that obtained under the

heuristic approach introduced in Section 3.3 to assess the poten-

tial effectiveness of the heuristic. The network topology considered
i

onsists of a ring of 7 nodes connected with 10 Gbps (per direc-

ion) bi-directional links and each of these nodes is connected to

 traffic sources via a 1 Gbps access link to each one of them, as 

hown in Fig. 2.  

A quick back-of-the-envelop calculation easily reveals that fo

he capacities and topology shown in Fig. 2,  the maximum

umber of DUs is 21 (all of the sources can be DUs) and the

inimum number of XPUs is 1 (supporting all 21 DUs). Due to

he symmetry in the topology, this XPU may be placed in any o

he 7 nodes of the ring. The XPU will receive 9 of the non-loca

ronthaul flows (of a rate of 0.9Gbps each) over the clock-wise

0Gbps ring and the other 9 non-local fronthaul flows over the

ounter-clock-wise ring of 10Gbps; the 3 local DUs are supported

y the XPU without creating fronthaul traffic over the ring

ithout loss of generality it is assumed that the 21 backhau

ows exiting the XPU facility are forwarded to destination

utside the shown network topology. 

The aforementioned back-of-the-envelop result is just a way o

xplaining the results obtained by simulation and are the same

s the ones obtained by solving the optimization problem and by

pplying the heuristic approach, validating both approaches. The

ack-of-the-envelop results are shown in Fig. 3 and correspond to

he value of ρ = 1 (denoting that the full capacity of the 10 Gbp

inks is available, see discussion below). Notice that the numbe

f XPUs is 1 and the total Air Bandwidth is equal to 4200 Mbps 

nder both the optimization and the heuristic approaches. Assum-
ng a cell Air Bandwidth of approximately 150 Mbps (LTE eNB node 
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using 2 × 2 MIMO and 20 MHz channel) and that a 33% Air 
Band- width gain is achieved when the eNB is replaced by an DU
(which benefits from coordinated processing of its signals with 

those from at least one more cell [33] ), then the total Air 
Bandwidth achieved by the 21 DUs is 21 × 20 0 = 420 0 Mbps, 

as shown in Fig. 3 for ρ = 1.  

As an iterative approach is needed for obtaining the optimiza-

ion solution due to the queuing delay approximation (see discus-

ion at the end of Section 3.2 ), the following may be reported 

or the solution obtained under the aforementioned experiment.

he initial value for the loads are set to (ρ1 , 0 
i j 

, ρ2 , 0 
i j 

) = (0 . 25 , 0 . 25) ).

hen, the loads in all links are determined. Their average values

ver all ρ ij tuples were equal to (ρ1 , 1 
i j 

, ρ2 , 1 
i j 

) = (0 . 2280 , 0 . 0101) and

he maximum value for ρ1 , 1 
i j 

appeared in the tuple of (ρ1 , 1 
i j 

, ρ2 , 1 
i j 

) =
(0 . 9900 , 0 . 0750) ; notice the lower values of load for the backhaul

raffic (class 2) as this traffic imposes a lighter load and the solu-

ion determines that all the sources become DUs (generating fron-

haul traffic till their CUs). With the new load values we iterate

ne more time and the final solution is reached and remains there

fter unchanged. 

In order to test the performance of the developed approaches

urther, we expand the scenario considered in Fig. 2 by consid

ring that only ρ, 0.5 ≤ ρ ≤ 1, of the ring capacity is available. As
bserved in Fig. 3,  the results obtained under both approaches

oincide, demonstrating again the effectiveness of the heuristic

pproach. It may be noted that all 21 sources can be DUs, as

he achieved Air Bandwidth remains equal to 4200 Mbps, for

.5 ≤ ρ ≤ 1. This fact, indicates that the same level of DU aggre-

ation results are obtained by the application of the heuristic ap-

roach and the optimization framework. On the other hand the

umber of XPUs (i.e. XPU locations) required increases from 1 to

, as the ring capacity decreases and the resulting fronthaul traf-

c cannot be forwarded to a single node any more. Note that al-

hough the numbers of XPUs and Air Bandwidth are the same for

oth approaches, some result details such as the location of the

XPUs differ in both solutions. In addition, the resulting graphs in

ig. 3 completely overlap due to the designed topology, which al-

ows the deployment of all base stations as DUs. 

.2. Large-scale topology / practical crosshaul transport network 

In this subsection a large-scale network topology - that is likely

to encounter in real environments - and some scenarios of poten-

tial interest to operators are considered. Due to the high compu-

tational complexity of the optimization framework, results are ob-

tained by employing the heuristic approach of Section 3.3.  These

results turn out to provide for efficient deployment of C-RAN 

(that is, improved placement of the XPUs and accommodation of

a large number of DUs). To this end, the Crosshaul transport 

etwork de- picted in Fig. 4 is considered that represents a rea

production transport network deployed in north Italy. This 

network has been provided by operator involved in the 5G-

Crosshaul project [34].  It is based on a number of optical rings 

where the base stations are connected to. Each blue point in the

rings of Fig. 4 corresponds to an Edge data center (potential host

of an XPU facility). The length of each ring varies depending on 

the geographical area, ranging from 3Km to 100Km. This is the 

reference topology considered in this subsection. 

Based on the scenario depicted in Fig. 4,  we have generated 

synthetic Ring-Tree based topologies as shown in Fig. 5.  Their 

con- figuration parameters (number of base stations, possible 

location 

for Edge data centers, radius of the links, etc.) are generated ran-

domly. The generation process begins by forming hexagonal cells
that form groups of size A 1. Each of these hexagonal cells are sup- 

ported by either a complete eNB node or by a DU. 

c

c

Each of these cells is connected via a 1 Gbps link to one of the

 2 nodes that reside on a ring of capacity of 10Gbps, which node

s common to all the cells belonging to the same A 1 group. A 3 of

hose rings of A 2 nodes are connected via in a ring of capacity of

0 Gbps. Finally, CR of those rings of A 3 nodes are connected via a

ingle ring CR (of capacity of 100 Gbps). Any of these CR nodes of

he central ring would be considered to be the exit to the Internet

here the destination of any flow generated within this topology

ould reside. Finally, any of the nodes residing in any of the rings

s a potential host of an XPU. For the rest of the section we will as-

ume a topology with 339 nodes in total ( CR = 3,  A 3 = 5,  A 2 = 4

 1 = 6 ). The objective of this section is to evaluate how a large

cale operator network can be optimized based on our approach.

n order to do so, we will stress the network based on 2 scaling

arameters: i) the maximum end to end propagation delay in the

etwork and ii) the maximum allowed capacity used in the links

f the network, ρ , as we also did in the small scale environment

ase. With the first of these parameters we control the diameter

f the network. This way, we can possibly have all XPUs placed in

he central ring if the propagation delay is below the stringent de-

ay constraint and the available capacities permit it; With the sec-

nd parameter we control the available capacities in the network,

hich would also affect the placement of XPUs, depending on the

nduced queuing delays. 

In the first of the experiments of this section, we derive and

resent results by applying Heuristic 1 (see Section 3.3)  to the

arge scale network described above. Heuristic 1, determines the 

eployment mix of eNBs and DUs (and their placement) aiming at

aximizing the Air Bandwidth (or number of DUs deployed), while

minimizing the number of deployed XPUs. Fig. 6 presents the re-

sults of Heuristic 1 for the Air Bandwidth ( Fig. 6 (a)) and the Num-

ber of XPUs required ( Fig. 6 (b)). Considering the Number of XPUs,

Fig. 6 (b) shows how the number of XPUs deployed increases with

he maximum propagation delay. The main reason for this behav-

or is that due to the delay increase, the aggregation of the flows

f a high number of DUs in the higher aggregation rings (A3 and

R, in Fig. 5)  is not possible, requiring more XPUs and

istributing them over the lower aggregation rings (A2 in Fig. 5

o meet the fronthaul delay constraints. To illustrate this, conside

he curve for 

 = 1 and compare the result corresponding to a propagation de

ay of 250 μs with that of 1 ms. For the case of 1 ms, Heuristic 1

esults in 12 XPUs: 3 XPUs placed in rings A3 and 9 in A2. Fo

he case of 250 μs, Heuristic 1 places a total of 3 XPUs, placed 1

n the central ring and 2 in the A3 rings. As explained earlier, the

eason for this difference is that when delay constraints are met

he best solution is to aggregate in the higher aggregation rings. 

Following a similar line of reasoning, when the maximum ca- 

acity of the links is reduced, from ρ = 1 to ρ = 0.  25,  the 

ron- thaul traffic cannot be pushed deeper into the network, due
o the saturation of the links in the aggregation rings. For this 

eason, the number of XPUs required increases while ρ decreases. 
o illustrate this, consider the result under a propagation delay of

00 μs for ρ = 0.  25 and ρ = 1.  For the case of ρ = 1,  the 

otal number of XPUs is 6, placing 1 in a A3 ring and 5 of them 

n the A2 rings. For the case of ρ = 0.  25,  Heuristic 1 results in

7 XPUs, placing 1 in the central ring, 5 in A3 rings and 21 in A2
ings. As explained, the lower the bandwidth available (lower ρ), 

he more the XPUs required and the less the aggregation. 

Fig. 6 (a) shows the resulting total Air Bandwidth of all DUs 

nd eNBs, whose numbers are determined by Heuristic 1. As ex-

ected, Heuristic 1 achieves a higher level of aggregation under

ower maximum propagation delay, determining a lower number

f XPUs placed deeper in the network. For instance, under 500 μs

nd 1 ms maximum propagation delays, the number of XPUs in-
reases (and they are pushed towards the edge of the network), 

ompared with that under 250 μs. As a result, the number of DUs

9



Fig. 4. Reference topology.

Fig. 5. Synthetic Ring-Tree based topology.
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be DUs also and this is the reason it modifies the Air Bandwidth. 
deployed will be decreased under low maximum propagation de-

lay, since the fronthaul flows will share the bandwidth with back-

haul flows for longer paths deeper into the network and the total

Air Bandwidth will decrease, for all values of ρ . In addition, as ex-

pected, as ρ decreases, the resulting Air Bandwidth decreases ac-

cordingly. Note that this seems a different behavior from the one
in Fig. 3 where the air bandwidth does not decrease, it remains 

the same (4200 Mbps) for every value of ρ . It is not a different
ehavior, but in Fig. 3 for the values of ρ selected the transport
apacity still allows that all the sources are DUs, but due to the

ack of transport bandwidth (lower ρ means lower link capacity)

hen ρ decreases the number of XPUs required to maintain the

ame air bandwidth has to increase. Here, in Fig. 6 (a) the lack of
andwidth in the links affects to the number of sources that can
10



Fig. 6. Comparison of Heuristic 1 and a generic Operator deployment.

Fig. 7. Comparison of Heuristic 2 and a generic Operator deployment.
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Finally, in Fig. 6,  we also provide a base-line to compare to

The line corresponding to the Operator topology represents the 

re- sults that will be obtained by an operator deploying the same

net- works as used for Heuristic 1, but considering that the 

perator deploys just 1 XPU in the first point aggregating the DUs

(point corresponding to A1 in Fig. 5 ), resulting in a higher 

number of XPUs (see Fig. 6 (b) and (a)) compared to the case 

under Heuris- tic 1. In addition, since the operator does not try to

aggregate DUs, the pooling gain and Air Bandwidth gains based o

cooperative sig- nal processing cannot be obtained and the total 

Air Bandwidth is lower. 

The proposed Heuristic 1 tries to optimize the network both in

erms of Air Bandwidth (by choosing if a RAN element must be

eployed as a eNB or a DU) and reduced number of XPUs. Thi

s possible only if the RAN has not been already deployed or i

he deployed RAN elements can be flexibly configured as eNBs o

Us. Since this is not always possible, as part of this work we

ave also developed a modification of Heuristic 1, called Heuristic

 (see Appendix B ), which takes as input a given topology with

xed RAN elements (i.e., whether they are eNB or DUs and thei

ositions) and computes the minimum number of required XPUs

esults for Heuristic 2 are presented in Fig. 7.  As in Fig. 6

e derive and 

resent the Number of XPUs deployed in Fig. 7 (b) and the achiev- 

ble total Air Bandwidth in Fig. 7 (a), for different values of the
aximum propagation delay and different values of ρ. In order to 
v  
uild the simulated topologies we use the same ones as in Fig. 6

ut considering a probability of choosing eNB or DU p DU = 0,  5

esulting in an average of 144 DUs. The results in Fig. 7 (b) show

hat the Number of XPUs can be significantly reduced by applying

he solution obtained by Heuristic 2, compared with the generic

perator deployment. Notice also a similar trend and for the same

easons as for Heuristic 1: the number of required XPUs increases

ith the maximum propagation delay and ρ . Regarding the Air

andwidth, since all RAN elements are fixed, the bandwidth ob-

ained by Heuristic 2 is similar to the Operator deployment, with

 small gain due to the higher aggregation of DUs achieved. This

mall gain is already obtained with the lower value of ρ , thus the

nly value that changes when we increase the ρ is the number of

PUs required. 

. Conclusion

This paper has developed a framework for the joint optimiza-

ion of an integrated networking and edge/cloud environment sup-

orting two diverse classes of flows (fronthaul/backhaul) under

ath and delay constraints. This framework is directly applicable to 

he optimal design or dynamic management of a mixed Radio Ac-

ess Network (RAN) and Cloud/Centralized-RAN (C-RAN) environ-

ents, foreseen on the road to 5G networking. These mixed en-

ironments emerge as operators attempt to maximize their adop-
11
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tion of the C-RAN technology in the most effective way, subject to

the constraints imposed by the available supporting infrastructure.

Or, such environments may emerge in a more dynamic (operation-

level) case, where operators may switch on/off Distributed Units
(DUs), such as Remote Radio Heads, or aggregate them in a lower

number of Central Units (CUs), such as Base Band Units, according

to the demand to reduce OPEX, necessitating the re-optimization

of the resulting mixed RAN / C-RAN environment. The 5G networks

incorporating a mixed RAN and C-RAN environment (where some

nodes are split while others are not), will face planning and de-

ployment challenges, requiring mechanisms to decide on the most

appropriate RAN element to split and the placement of the sup-

porting CUs in the edge/cloud. It is also important to highlight that

the use of split RAN elements requires the transport of the gener-

ated fronthaul flows characterized by more stringent throughput

and delay requirements (than the RAN-generated backhaul flows)

all the way to their CUs. 

This paper provides an optimization framework and computa-

tionally less intensive heuristics to tackle exactly the aforemen-

tioned problems. The main contributions of this work are: i) an op-

timization framework for joint routing and resource placement is

developed, taking into account delay, capacity and path constraints,

maximizing the degree of DU deployment while minimizing the

supporting CUs, ii) an efficient heuristic approach for solving the

optimization problem in large scale environments, allowing the op-

erator to derive solutions aiming at maximizing the Air Bandwidth

(that is boosted by properly splitting a RAN element) while mini-

mizing the number of XPUs (edge/cloud nodes hosting an array of

CUs) by determining the placement of XPUs and the RAN elements

that can be split into DUs and iii) a heuristic allowing the oper-

ator to compute the minimum number of XPUs and their place-

ment for a given mixed RAN/C-RAN deployment. The approaches

have been applied to both small scale and large scale/production

level environments, demonstrating the effectiveness of the heuris-

tics and the optimization approach and yielding potentially large

gains in terms of reduced number of required Edge data-centers

and increased Air Bandwidth. 
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Appendix A. NP-completeness 

The developed optimization framework suffers from an expo-

nential explosion of variables with respect to network size and

the number of flows. By relating it to the multi-commodity flow

problem with integer constraints (known to be NP-complete), it is

shown in this Appendix to be NP-complete. 

A multi-commodity flow problem involves a collection of sev-

eral networks whose flows must independently satisfy conserva-

tion of flow constraints, but are coupled through some other con-

straints or the cost function. Consider a directed graph (N , A ),  and

a finite collection of flow vectors x (m ),  m = 1,  ..., M, on that graph,

where M is a given integer. Let x(  m)  denote the flow vector of

commodity m,  and let x = (x (1),  ..., x (M)) denote the collection o

all commodity flow vectors. Each flow vector x(  m)  must satisfy its

own conservation of flow constraints ∀i  ∈ N, m = 1,  ..., M, 
∑ 

 j | (i, j ) ∈ A } 
x i j (m ) −

∑ 

{ j| ( j,i ) ∈ A } 
x ji (m ) = s i (m ) (A.1)

here s i ( m ) are given supply scalars. Furthermore, the commod-

ty flows must together satisfy x = (x (1) , ..., x (M)) ∈ X, where X

s a constraint set, which may impose additional restrictions on

he various commodities. For example, to force a commodity m to

void some arc ( i, j ), the constraint x i j (m ) = 0 may be introduced.

n this way, one can model situations where each commodity is

estricted to use only a subgraph of the given graph. 

The feasible set is 

 = { x ∈ X | x satis f ies Equation (A. 1) } ,
nd the cost function is of the form f (x ) = f (x (1) , ..., x (M)) . 

The general convex multi-commodity flow problem is defined as 

minimize f (x ) 

ubject to x ∈ F 

here it is assumed that F is convex and f is convex over F. 

Note that x may be viewed as a flow vector in an expanded

raph consisting of M (disconnected) copies of the original graph

(N , A ) . With this interpretation, it is seen that the only coupling

etween the commodities comes through the cost function and the

onstraint x ∈ X . 

The version of the multi-commodity problem that is most

menable to analysis and algorithmic solution is the convex sep-

rable multi-commodity flow problem. In this problem the set X

as the form 

 = { x | x i j (m ) ∈ X i j (m ) , ∀ (i, j) ∈ A, m = 1 , ..., M} (A.2)

here X ij ( m ) are intervals of the real line and the cost function has

he form 

f (x ) = 

∑ 

(i, j) ∈ A
f i j (y i j ) (A.3)

∑ M

here y ij is the total flow of arc ( i, j ), y i j = m 

 

=1 x i j (m ) and each
f i j : R → R is a convex function of y ij.  Note here that the cos
unction is not separable with respect to the commodity flows
 ij ( m ), but only with respect to the total flows y ij.  There is also

 constraint-separable version of the multi-commodity flow prob- 

em, where the constraint set X has the form of Eq. (A.2) but the

ost function f does not have the separable form of Eq. (A.3). 

In the separable multi-commodity flow problem, commodities

re coupled only through the total arc flows y ij that appear in the

eparable cost function. Another type of commodity coupling in

ulti-commodity problems arises when the set X includes addi-

ional upper bounds on the total flows of the arcs: 

 = { x|  x i j (m ) ∈ X i j (m ),  y i j ≤ c i j },
or all (i, j) ∈ A, m = 1,  ..., M, where X ij ( m)  are given intervals of th

eal line, and c ij are given scalars representing arc “capacities”. The
onvex separable version of the resulting problem is referred to

s a convex separable multi-commodity flow problem with arc ca-

acities. This problem may also be viewed as a special case of the

onvex network problem with side constraints, where the side con-

traints are the capacity constraints y ij ≤ c ij.  The described multi-

ommodity flow problem is NP-complete when integer binary con-

traints are imposed on the side constraints. 

In the sequel, the optimization problem considered here will be

educed to the multi-commodity flow problem to establish its NP-

ompleteness. To this end, we employ the definition of the prob-

em we know is NP-complete, the definition we have just given 

rom [35],  and then we construct our problem from the defini- 

ion of the multi-commodity flow problem. In fact, the variant of
12
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Algorithm 2. Heuristic 2.

R

 

his problem we use is the un-splittable flow problem because our

ows have to follow a single path; that is, each flow can leave a

ode only through one link and cannot be split to follow several

inks or paths. The definition is the same but adding the constraint

hat flows cannot be split. 

On one hand, we consider three types of flows (a fronthaul

ow before reaching a CU (1), after leaving a CU (2) and backhaul

ow (3)), and we consider one source that mixes all our sources,

ne destination that mixes all our destinations and one XPU that

ixes all the XPUs, so the collection of all commodity flow vec-

ors will be x = (x (1) , x (2) , x (3)) ( x (1) = x (2) ), then each vector

 i ∈ N, m = 1 , 2 , 3 

∑ 

 j | (i, j ) ∈ A } 
x i j (m ) −

∑ 

{ j| ( j,i ) ∈ A } 
x ji (m ) = s i (m ) (A.4)

s i (1) = 

{ 

0 i f i is an int ermediat e node 

x (1) i f i is a source, 

−x (1) i f i is a XP U 

s i (2) = 

{ 

0 i f i is an int ermediat e node 

x (2) i f i is a XP U, 

−x (2) i f i is a dest inat ion 

s i (3) = 

{ 

0 i f i is an int ermediat e node or XP U 

x (3) i f i is a source, 

−x (3) i f i is a dest inat ion 

In addition, we need to add a constraint in the set of constraints

 to prevent the backhaul flows from entering XPUs, 

∑ 

 j | (i, j ) ∈ A } 
x i j (m ) = 0 , ∀ i a X P U, m = 3 (A.5)

On the other hand, we need to add the constraint for the capac-

ties of the links as in the multi-commodity flow problem with arc

apacities. The constraint will be introduced as follows: y ij is the

otal flow of arc ( i, j ) y i j = 

∑ 3 
m =1 x i j (m ) and the side constraints

re the capacity constraints y ij ≤ c ij , where c ij is the capacity of the

ink ( i, j ). Also, the rest of the constraints in our framework will be

ntroduced in the set X as constraints of each type of commodity. 

Furthermore, as with the multi-commodity flow problem, the

ommodity flows must together satisfy x = (x (1),  x (2),  x (3)) ∈ X,

here X is a constraint set, which may impose additional restric-

ions on the various commodities beyond those in Eq. (A.5).  

The feasible set is 

 = { x ∈ X | x satis f ies ( A . 4 ) and the capacities of links }
nd the cost function is of the form f (x ) = f (x (1) , x (3)) . 

f (x (m )) = 

{ −1 i f the source is a DU 

1 i f the node is an XP U 

0 otherwise 

And the general multi-commodity flow problem becomes 

minimize f (x ) 

ubject to x ∈ F 

here we assume that F is convex and f is convex over F . 

Concluding, since we can reduce the multi-commodity flow

roblem with side constraints with integer values to our problem

nd the first one is NP-complete, our problem is also NP-complete.
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