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Wave propagation and absorption in a Helicon plasma thruster and its plume

Pedro Jiménez,∗ Mario Merino, and Eduardo Ahedo
Equipo de Propulsión Espacial y Plasmas (EP2),

Universidad Carlos III de Madrid, 28911 Leganés, Spain

ABSTRACT:

A two-dimensional, full-wave, frequency domain, cold
plasma model is used to study electromagnetic power
propagation and absorption in a helicon plasma thruster,
including its far plume region and surrounding space. Re-
sults show that a fraction of power is absorbed in the
plume region, and that power deposition in the source
is essentially unperturbed by the simulation domain size,
the presence of metallic obstacles, or the plasma den-
sity in the environment. An electron-cyclotron reso-
nance (ECR) surface always exists downstream that ef-
fectively prevents radiation to the space beyond along
the plume. In the presence of an overdense environmen-
tal plasma, like the one expected in a vacuum cham-
ber, fields are fully evanescent beyond this transition,
and vacuum chamber boundary conditions affect but lit-
tle the wavefields before this surface. In the absence of an
environmental plasma, a double wave regime transition
exists at the interface between the plasma and vacuum
that hinders accurate numerical simulation in the plume
region.

I. INTRODUCTION

Helicon Plasma Thrusters (HPTs) are electric propul-
sion devices currently under research and development
[1–9]. Their operation relies on the heating of a
magnetically-confined plasma in a cylindrical vessel via
oscillating electromagnetic fields generated with an in-
ductor/antenna [10, 11], and the expansion and accelera-
tion of that plasma in an external magnetic nozzle (MN),
where magnetic thrust is generated before detachment
occurs [12–14]. Being electrodeless, HPTs promise cer-
tain advantages compared to traditional electric propul-
sion technologies such as gridded ion thrusters or Hall
thrusters, such as a potentially enhanced lifetime and the
simplification of the overall system and electrical archi-
tecture [15]. The ease of control of the magnetic noz-
zle topology suggests a high throttlability. Moreover,
the absence of hollow cathodes with sensitive material
inserts opens the possibility of using alternative propel-
lants. However, reported thrust efficiencies are still bel-
low 20% [6, 16], and there are still open questions in the
understanding of the physical mechanisms that drive the
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performance of the HPT, in particular the problem of
plasma heating by the electromagnetic waves.

The propagation and absorption of the electromagnetic
fields is central to the operation of the device, and consti-
tutes the object of study of the present work. These pro-
cesses depend on the antenna geometry and currents, the
shape of the source, the magnetic topology and strength,
the plasma density map and, to a lesser extend, on the
plasma temperature affecting the effective collisionality.
In turn, the electromagnetic power deposition determines
the plasma properties in the device. While the two as-
pects are intimately coupled, the timescale of the elec-
tromagnetic problem (10−7 s, or tens of MHz) is much
faster than that of the plasma transport problem (ion
transit times are in the order of 10−5 s). This enables
the approximate study of these phenomena separately,
an approach that has been successfully used to analyze
the slow plasma dynamics in the source on the one hand
[17–20], and the internal electromagnetic field problem
on the other hand [21, 22].

At the MHz-level frequencies used, typically 13.56
MHz, the ion response to the fast fields is negligible, and
the electron response determines the propagation and ab-
sorption characteristics. For plasma densities n greater
than 1012–1013 m−3 and applied magnetic field strengths
Ba greater than 1–10 G, the excitation frequency ω is
smaller than the electron plasma frequency ωpe and the
electron cyclotron frequency ωce, i.e. ω < ωpe, ωce.
This means that the left-hand polarized (L) wave is
evanescent and only the right-hand polarized (R) whistler
wave propagates inside the HPT plasma, and only if its
wavevector k falls within a cone of half angle αc about
the magnetic field vector Ba [23]. On the surface of this
cone, k →∞ and therefore it is referred to as a resonance
cone. Traditionally, this wave has been called helicon (H)
wave [10, 24] (longer wavelengths) when k is essentially
parallel to Ba, and Trivelpiece-Gould (TG) [25] waves
(shorter wavelengths) when k is essentially parallel to the
resonance cone (and therefore has an important k⊥ com-
ponent). For high Ba, both types of R waves are present,
meaning that there are some values of k‖ for which there
are two solutions of k⊥, one associated to the H wave
and another to the TG wave. This is known as the dou-
ble wave regime (DWR) [26]. In contrast, at lower Ba,
only a single value of k⊥ exists for each propagating k‖,
this is known as the single wave regime (SWR). In gen-
eral, both H and TG waves contribute to plasma heating,
but a larger share of the power deposition is sometimes
attributed to TG waves, especially near the surface of the
plasma [27].

As the plasma expands into the MN, the magnetic field
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strength and plasma density gradually decrease. At some
surface downstream in the plume, the electron-cyclotron
resonance (ECR) eventually takes place where ω = ωce.
With the typical operating frequency the resonant mag-
netic field strength is 4.84 G. Beyond the ECR surface,
and as long as the plasma continues to be overdense
(ω < ωpe), the fields become evanescent. Eventually,
the critical density transition (ω = ωpe) is also reached,
albeit typically this happens much farther out from the
device.

Also, part of the electromagnetic excitation may leak
out into the surrounding peripheral space. The situation
here depends on the environmental conditions: in a per-
fect vacuum, both L and R waves propagate equally and
unaffected by Ba, with speed c and wavelength of tens
of meters, obviously much larger than the device dimen-
sions. At the interface between the dense HPT plasma
and the vacuum, the L wave cutoff and the critical den-
sity transition are quickly traversed in succession.

However, in an the environment with a tenuous
plasma, propagation continues to be determined by n
and Ba. The ECR transition also exists in the periph-
eral space, and may affect the wavefields substantially. In
particular, for plasma densities higher than the critical
one, the propagation regime for R waves is qualitatively
the same as inside the device—whistler waves propagat-
ing up to an angle with Ba, and evanescence beyond the
ECR surface And, for densities roughly twice the critical
value, the L wave does not propagate. These environmen-
tal conditions are relevant to experiments in laboratory
vacuum chambers, which are intended to be representa-
tive of in-flight conditions, but where only a non-perfect
vacuum may be achieved.

The simplest 1D radial models already show the pres-
ence of H and TG waves inside the cylindrical plasma
source [21, 28, 29]; however, they miss the effect of axial
nonuniformities in n and Ba. Full-wave 2D asymmet-
ric codes have been developed in the past to tackle this
problem [30, 31], but under the assumption of an axially-
aligned magnetic field Ba = Baz1z. Recently, Tian et al.
[32] relaxed this limitation and included a small portion
of the diverging MN plume in the model, enabling the
analysis of the influence of the magnetic field topology on
the wave propagation. Melazzi et al. [21] used a different
approach relaying on the Method of Moments to solve for
the surface electric current density on the antenna and
the volume polarization current within the plasma. Re-
latedly, Sánchez-Villar et al. [33] presented a full-wave
Finite Element Method (FEM) tool that has been suc-
cessfully used for the simulation of a different type of
electrodeless thruster, the Electron Cyclotron Resonance
Thruster (ECRT).

Existing studies of the electromagnetic fields in HPTs
have been restricted to the plasma source and the very
near plume. This leaves out several major questions on
the propagation and absorption problem, such as whether
this limited simulation domain is sufficient to understand
power absorption by the plasma as a whole; or whether

part of the radiofrequency (RF) radiation can escape
downstream along the plume and be absorbed there. The
role of the distant ECR surface has not been considered,
to the best of our knowledge, in the operation of HPTs.
Finally, it is relevant to ask what are the effects of the
surrounding environment, i.e. whether a tenuous plasma
or metallic obstacles can change the performance of the
absorption by opening/closing propagation paths.

This work extends the 2D Finite Difference Frequency
Domain (FDFD) model of [32] with an improved numer-
ical implementation and interpolation routines for larger
domains, and uses it to simulate the propagation and ab-
sorption of the RF fields in the source, surroundings, and
far plume of an HPT, beyond the ECR surface, increas-
ing the axisymmetric domain size from 15 cm to 67 cm
axially and 2 cm to 20 cm radially, enabling the full sim-
ulation of the ECR transition. Furthermore, instead of a
simple expansion for the plasma density and a constant
collision frequency in the whole domain, a realistic map
of plasma density is obtained from transport codes, one
for the internal plasma dynamics [34], and another for
the external expansion in the MN [12], and a collision-
ality map based on this density is used. Four different
simulation cases are used to explore the questions above.
Finally, we identify and comment on the modeling and
numerical difficulties found when solving for the wave-
fields in the presence of critical density transition that
takes place between the dense HPT plasma and a perfect
vacuum.

The device of reference for the study is a medium size
HPT (about 350–500 W) similar to the HPT05 prototype
developed jointly by SENER Aeroespacial and UC3M
[35].

The rest of this paper is structured as follows: Section
II describes the plasma-wave model, the numerical im-
plementation, and the the geometry and plasma profile
inputs to the simulations. Section III provides a discus-
sion of the electromagnetic fields and power deposition
profiles obtained in four different simulation cases. Fi-
nally the difficulties of modeling and simulating the elec-
tromagnetic fields across critical density transitions, and
the convergence of the numerical results, are surveyed
in Section IV. Section V gathers the conclusions of this
work.

II. ELECTROMAGNETIC MODEL

The 2D, frequency-domain, electromagnetic model
considers the physical domain represented in figure 1.
The HPT source and its near plume are labelled as re-
gion 1, the magnetically guided far plume as region 2,
and the periphery of the device as region 3. An axisym-
metric plasma of known properties fills regions 1 and 2.
The regions are determined based on the plasma trans-
port code used to obtain the input profiles to the wave
code as described in section II B. Additionally, an envi-
ronmental plasma may exist in region 3, depending on

Page 2 of 13AUTHOR SUBMITTED MANUSCRIPT - PSST-104848.R2

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

Acc
ep

ted
 M

an
us

cri
pt



3

the study case. With the exception of the axis of sym-
metry, the domain is terminated at metallic walls rep-
resenting a vacuum chamber, which can be considered
perfect conductors. Additionally, the magnetic coils and
the HPT support equipment box (power processing unit,
gas feed system, etc) inside the domain are treated as
perfect-conductor metallic boxes.

The domain of figure 1 is excited by a known applied
electric current J a at frequency ω/(2π) = 13.56 MHz in
the half-helical antenna located around the source. The
applied magnetic field Ba is also shown in the figure. The
Ba topology is slowly converging inside the source and
diverging in the plume, with the magnetic throat placed
approximately at the exit of the thruster tube. As the
magnetic field strength decreases away from the source,
an electron-cyclotron resonance surface appears on which
ω = ωce. Following the nomenclature of [26], the plasma
source and part of the plume is in the DWR, and only as
Ba decreases, the plasma enters the SWR (near the ERC
surface).

The HPT dimensions and characteristics are displayed
in table I. Four simulation cases are defined as follows:

Case R: This is the main simulation case and used as
reference in the discussion. Region 3 is filled with
a tenuous plasma of density n = 1014 m−3, a rea-
sonably low value for a typical laboratory vacuum
chamber operation. This results in an overdense
plasma in the peripheral space of the thruster. The
internal metallic elements (coils, electronics ...) are
treated as perfect electric conductors.

Case T: This case is identical to Case R, except that the
internal metallic boxes are removed from the sim-
ulation and therefore are transparent to the fields.
The comparison of this case with Case R illustrates
the effect of obstacles on the propagation of the
electromagnetic fields.

Case V: The difference with respect to Case R is that
the plasma density in region 3 is removed, n = 0,
i.e. region 3 is a perfect vacuum. The comparison
of this case with Case R shows the influence of the
environmental plasma, and the complexities associ-
ated with the critical density transition that takes
place at the plasma-vacuum edge.

Case S: This smaller version of Case R restricts the in-
tegration domain to region 1 and just the minimal
part of region 3 to make the domain rectangular,
with size [20–40] cm ×[0–4] cm.

In the following, we employ a cylindrical right-handed
vector basis {1z,1r,1θ}. The unitary vectors parallel and
perpendicular to the locally applied magnetic field also
allow forming an auxiliary vector basis, {1‖,1⊥,1θ}.

FIG. 1: (top). Simulation regions, applied magnetic
field strength and field lines. The red line is the limit
between the 3 different domains considered, the solid

section corresponding to the plasma source. The green
line depicts the electron cyclotron resonance location.

The antenna is highlighted in magenta. The black
dashed lines are additional conductor boundaries that
represent thruster subsystems like the magnetic coils,
structure, power processing unit, etc. (bottom). Zoom

of Region 1.

Parameter
Full simulation domain size 67 cm × 20 cm
Chamber length lc 12.5 cm
Chamber radius rc 1.25 cm
Antenna type Half-turn Helical
Coil current 11 · 103 Ampere-turn
Antenna frequency f = ω/(2π) 13.56 MHz
Antenna Power 350 W
Antenna loop radius ra 1.75 cm
Antenna length la 7.5 cm
Antenna central position za 27.5 cm
Antenna thickness dt 0.5 cm
Propellant species Xe
Propellant mass flow rate 1.0 mg/s

TABLE I: Design and operational parameters.
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A. Model formulation

A cold plasma model is used to describe the linearized
plasma response to the electromagnetic fields. While
the plasma itself is axisymmetric, we allow for non-
axisymmetric fields, which we decompose into azimuthal
m modes. Any vector quantity F(z, r, θ, t) is expressed
as the real part of a superposition of such modes,

F(z, r, θ, t) = <

[ ∞∑
m=−∞

Fm(z, r) exp(−iωt+ imθ)

]
,

(1)

where Fm(z, r) is the complex magnitude vector at t =
0, θ = 0 for mode m. We do this, in particular, for the
fast electric and magnetic fields E and B. Under these
premises, the m-th complex amplitude of the electric dis-
placement field D can be expressed as

Dm(z, r) = ε0κ(z, r) ·Em(z, r), (2)

where κ(z, r) is the (axisymmetric) local cold plasma di-
electric tensor [23], whose components in the vector ba-
sis {1‖,1⊥,1θ}, after neglecting the contribution of ions,
are:

κ(z, r) =

P 0 0
0 (R+ L)/2 −i(R− L)/2
0 i(R− L)/2 (R+ L)/2

 , (3)

with

R = 1−
ω2
pe

ω(ω + iν − ωce)
,

L = 1−
ω2
pe

ω(ω + iν + ωce)
,

P = 1−
ω2
pe

ω(ω + iν)
;

where the electron cyclotron and plasma frequencies are
defined as

ωce(z, r) =
eBa
me

, ωpe(z, r) =

√
ne2

meε0
; (4)

and the rest of symbols are conventional. The elec-
tron cyclotron and plasma frequencies, ωce ∝ Ba and
ωpe ∝ n−1/2, are the main plasma parameters in the
electromagnetic model, while the electron collisionality,
ν, is secondary as long as ν/ω � 1. The ECR transition
occurs when ω = ωce and R→∞, while the critical den-
sity transition occurs when ω = ωpe and P → 0. The L
wave cutoff takes place when L = 0. The tensor κ is ro-
tated to the cylindrical vector basis used in the problem
discretization.

To model the antenna current J a, we define the he-
licity number h as the number of complete turns of the

antenna wire around the cylindrical source; for a half-
turn helical antenna, h = 0.5. Inside the antenna, for
z ∈ [za − la/2, za + la/2] and r ∈ [ra − dt/2, ra + dt/2],
the axial current density is proportional to

Jza ∝ δ
(
θ − 2πh

la
(z − z1)

)
− δ

(
θ − π − 2πh

la
(z − z1)

)
,

(5)

where δ is the Dirac delta distribution and z1 = za−la/2.
This equation represents the two wires of the antenna as
they wind about the cylindrical source a number of turns
determined by the helix number (one full turn for h=1).
The antenna is 1D in the z, θ plane and has thickness
dt in the radial direction. For further reference in the
modelling of helical antennas see [31, 36]. The radial
current density Jar is zero, and the azimuthal current
density is determined by continuity, ∇ ·J a = 0 [32]. As
the electromagnetic problem is linear, the total current
in the antenna is normalized to 1 A to compute the fields
response.

Faraday’s and Ampère’s laws in (ω,m) space yield the
following equations on the complex field amplitudes:

im

r
Emz −

∂

∂z
Emθ − iωBmr = 0, (6)

∂

∂z
Emr −

∂

∂r
Emz − iωBmθ = 0, (7)

1

r

∂

∂r
(rEmθ )− im

r
Emr − iωBmz = 0, (8)

im

r
Bmz −

∂

∂z
Bmθ + iωµ0D

m
r = µ0J

m
ar, (9)

∂

∂z
Bmr −

∂

∂r
Bmz + iωµ0D

m
θ = µ0J

m
aθ, (10)

1

r

∂

∂r
(rBmθ )− im

r
Bmr + iωµ0D

m
z = µ0J

m
az, (11)

As boundary conditions, the lateral and top walls in
cases R, T, V and S are modelled as Perfect Electric Con-
ductors (PEC), and so are the support equipment boxes
in cases R and V. PEC boundaries are characterized by
a null tangential electric field E × 1n = 0 and a null
normal magnetic field B · 1n = 0., where 1n is the unit
normal vector to the domain boundaries. At the axis of
symmetry, the following smoothness conditions apply for
each mode m for any field Fm [37],

Fmr = Fmθ = 0 for m = 0,

Fmr = ∓iFmθ , Fmz = 0 for m = ±1,

Fmr = Fmθ = Fmz = 0 for |m| > 1

(where the components of F correspond to either E or
B).

The plasma current density induced by the wave elec-
tric field is

Jmp = iωε0(1− κ) ·Em, (12)
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where 1 is the identity tensor and the time-averaged
power density deposited into the plasma by mode m is
Qma = R

(
(Jmp )∗ ·Em/2

)
. The total resistive power seen

at the antenna can be computed as the sum of the volume
integral over the simulation domain for all the azimuthal
modes,

Pa =
∑
m

∫
Ω

Qma dΩ. (13)

While we used a total power of 350 W to obtain the
realistic plasma profiles from the transport simulations,
observe that the wave problem is linear, and therefore
fixing the antenna current at 1 A makes Pa numerically
equal to the total resistance of the plasma, as seen by the
antenna, and makes Qma numerically equal to the local
plasma resistivity, in SI units.

In the light of previous studies [20, 38] showing that the
vast majority of the plasma resistance corresponds to the
interaction of the electromagnetic fields with the currents
in the azimuthal mode m = 1, this work focuses on this
mode; the importance of higher modes is evaluated in
section III.

B. Magnetic field and plasma profiles

The cold plasma dielectric tensor κ at each point de-
pends on the applied magnetic field Ba, the plasma den-
sity n, and—to a lesser extent—the effective electron col-
lisionality ν. The magnetic field Ba, already shown in
figure 1, is obtained analytically by modeling the mag-
netic coils of the device as a collection of current loops.

The plasma density n inside the source region 1, shown
in figure 2, is obtained from the simulation of the plasma
transport with the HYPHEN hybrid code [20]. The full
details of HYPHEN can be found in [39]. This code solves
the plasma properties in the source and near plume treat-
ing heavy species (ions and neutrals) kinetically and mag-
netized electrons as a fluid. Neutral gas injection, plasma
sheaths, recombination at the walls and both elastic col-
lisions and ionization are included in the model. Once
HYPHEN reaches a stationary solution, the plasma den-
sity and ion flux at the right border of region 1 are
used as the input to the open-source magnetic nozzle
DIMAGNO code [12], which solves the plasma trans-
port in region 2. DIMAGNO uses a fluid formulation
for partially-magnetized ions and fully-magnetized elec-
trons. The plasma collisions are neglected in the plume,
and the supersonic plasma expansion is propagated using
the method of characteristics. Notice that the HYPHEN
domain (region 1) is polygonal while the DIMAGNO do-
main (region 2) follows the magnetic topology. A con-
stant plasma density is imposed in region 3, which is
outside of the domain of the transport codes, the value of
this background density depends on the simulation case.

This approach combines the strengths of both trans-
port codes, each specialized in one of the regions. As

expected, the denser plasma is located in the source with
values in the order of 1019 m−3 and decays rapidly in the
plume to values near 1014 m−3 in the outer section. Fi-
nally, a low but nonzero constant value of n = 1014 m−3

is prescribed in region 3 in simulation Cases R, T and S,
representative of the operation inside a vacuum chamber
with imperfect vacuum, while n = 0 is used in Case V.

FIG. 2: (top). Plasma density for the reference Case R
in the simulation domain. (bottom). Zoom at Region 1.

While HYPHEN evaluates several collisional elastic
and inelastic processes in region 1, DIMAGNO assumes
negligible collisionality in region 2 to compute the plasma
transport solution. Since an effective electron collision
frequency map ν is needed in the full domain of the
wave code, HYPHEN’s collisionality map is used in re-
gion 1, whereas in region 2 (and region 3 in simulation
cases R, T, S), the map for e-i elastic collisions are used,
ν = νei ∼ nRei, with

Rei =

(
1eV

Te

)3/2

× ln Λ× 2.9 · 10−12 m3 s−1 (14)

where ln Λ ≈ 10 is Coulomb’s logarithm. A reference
value, based on the conditions in the outer far plume
of region 2, Te = 1 eV is used in region 3. The rea-
son to consider νei as the relevant map in these regions
is that e-i collisions already dominate clearly compared
to the second most important process, namely, e-n elas-
tic collisions, at the interface between regions 1 and 2
(where the average values are νei = 7.3 · 105 Hz and
νen = 3.8 ·104 Hz) and the difference is expected to grow
along the plume. Finally, as explained at length in sec-
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tion IV and after checking that this does not perturb the
essential electromagnetic field solution nor the power de-
position maps, collisionality is scaled up by a factor of 20
to improve numerical convergence. Figure 3 displays the
used map of ν in the wave code.

FIG. 3: Effective collision frequency map. The
numerical scaling factor has already been applied.

C. Numerical integration

The numerical implementation of the model follows the
general outline of [31, 32]. A brief summary of the main
aspects of the integration approach are summarized next
for self-completeness.

The numerical solution of the electromagnetic fields in
the frequency domain is obtained with a frequency do-
main Finite Difference method (FDFD), in particular,
a modification of the well-known Yee’s method [31, 40].
The use of staggered grids, on which only some compo-
nents of the fields are stored, and depicted by different
symbols in figure 4, allows for the direct discretization
of equations (6) to (11) and for the easy implementa-
tion of boundary conditions. A major difference of a
plasma with vacuum arises from the non-diagonal nature
of tensor κ, which couples each component of D with all
components of E. This complicates the process of com-
puting D as only some components of E are known on
each node.

While in [38] this is accomplished by interpolating
(κi,jEi) from the surrounding nodes to the desired po-
sition, in this work we interpolate Ei only, and then mul-
tiply by the value of κi,j at the desired position. The ap-
proach of [38] leads to good results when κ varies slowly,
however, it was found to produce unacceptable high fre-
quency noise at sharp transitions, and in particular at
the critical density transition present in Case V, when
the mesh is not aligned with the transition. This is at-
tributed to the imbalance between some of the compo-
nents κi,j used for the interpolation. Although the issue
does not completely disappear with the new scheme, as
further discussed in section IV, a numerical investigation
has shown a reduction in the noise across this transition
with the new interpolation scheme.

FIG. 4: 2D staggered grid and electromagnetic fields.
Each cell comprises a central node and four border

nodes. Eθ is located in the blue X, Ez and Br in the
red circle, Er and Bz in the purple square and finally

Bθ in the green triangle.

For a domain discretization with Nz cells in the axial
direction and Nr cells in the radial direction, the set of
6×Nz×Nr equations (including boundary conditions) is
assembled into the a linear system form Ax = b, where
A is the matrix of coefficients and b is the forcing vector
(containing the prescribed currents in the antenna). A
direct solver is applied to obtain the electric and magnetic
field components contained in the solution vector x.

The results presented in the following section corre-
spond the azimuthal mode number m = 1, with a grid
a resolution of 1000 × 1000 cells. The total number of
degrees of freedom is 6 million and the computation time
using a direct parallel linear solver was on the order of
100 min in a 32 core, 200 GB RAM computing node.

III. RESULTS AND DISCUSSION

In the reference simulation Case R the plasma is over-
dense everywhere, i.e. ωce > ω. Additionally, as ex-
plained in section 6, the metallic obstacles in the sur-
roundings of the source are present in the simulation.
The first row of figure 5 displays the magnitude and phase
of E1

θ , i.e. the azimuthal electric field of mode m = 1.
The RF field is clearly constrained by the ECR surface,
as it must be evanescent beyond it. Overall, the field
is strongest inside the cylindrical source (region 1), sug-
gesting good coupling with the dense plasma. While the
fields decay in the plume (region 2) and the periphery
(region 3), it is evident that they are not zero: the elec-
tromagnetic fields propagate in these regions and are not
confined to the source. Fields are small in the rear part
of the cylindrical source. There is a partially-standing
wave structure inside the plasma source, as evidenced by
the localized drop in magnitude and the near 180 deg
step. From the monotonic phase along the axis in re-
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7

gion 2, a rightward-traveling wave exists up to the ECR
surface, with an essentially-axial propagation direction.
It is possible to estimate its wavelength to be around
20 cm by taking the distance for a full 360 deg phase
cycle in the phase diagrams of figure 5. Notice that the
wavelength is larger than the source tube due to the high
magnetic field. This corresponds well with the analytical
wavelength expression for H waves, λ ≈ 2πde

√
ωce/ω,

where de = c/ωpe is the local electron skin depth, for a
plasma density n ≈ 5 · 1017 m−3 and a magnetic field
intensity Ba ≈ 100 G (resulting in ωpe = 4.0 · 1010rad/s
and ωce = 1.8 · 109rad/s), which are characteristic values
near the axis at z ≈ 40 cm. Interestingly, the analyti-
cal wavelength varies very little as both the density and
magnetic field decrease along the plume.

Away from the axis, this axial wave develops a non-
negligible k⊥ wavevector with increasing r, i.e., its prop-
agation takes place at an angle with the magnetic field
vector. The larger fields in the plume exist in a magnetic
tube in this lateral region, indicating that Ba defines to
some extent the propagation paths of the electromag-
netic fields. Propagation stops at the ECR surface, and
the field magnitude drops quickly beyond it.

The electric field in region 3 is not negligible, especially
close to the antenna, and its propagation is also affected
by the direction of Ba. Small wavelength structures of
low magnitude can be observed in the space above the
magnetic coils, where radiation is diffuse and standing
wave patterns form. This radiation seems to be con-
fined between the ECR surface in region 3 and the denser
plasma of regions 1 and 2.

The power deposition profile, Q1
a is shown in the first

panel of figure 6. The largest absorption is not corre-
lated with the largest fields, and takes place inside the
dense plasma in the cylindrical source (∼ 95 %). A non-
negligible part of the power is absorbed downstream in
the MN, before the ECR surface, indicating the relevance
of including this region 2 in the model to understand the
power absorption.

A thin absorption layer exists at the ECR surface; how-
ever, this layer curves away from the ECR in the top part
of the domain, in region 3, partially guided by the mag-
netic field vector. Less than 0.6% of the power emitted
by the antenna is absorbed in the space beyond the ECR
surface, where the solution is evanescent. This result sug-
gests that the ECR surface acts as an efficient shield to
prevent radiation losses when operating in free space, i.e.
to stop RF power from escaping the HPT plasma and its
neighborhood, as long as the environment is overdense.

The removal of the metallic parts inside the domain in
simulation Case T does not result in any major changes
in the wavefields nor the power deposition profile, as can
be observed in the second row of figure 5 and 6. The only
apparent difference is a slightly higher RF field traveling
toward the rear part of the device, previously blocked by
a metallic obstacle, and some additional absorption in the
rear part of region 3. The small effect of these metallic
boxes suggests that obstacles of this type essentially do

not affect the solution.

Changing the environment into a perfect vacuum in
Case V has a far more dramatic effect on the RF fields
(and on the accuracy of the numerical solution). This
case is represented in the last row of figures 5 and 6.
Firstly, the absence of plasma in region 3 also removes
the possibility of a resonance at the ECR surface in this
region, which now becomes transparent to the fields. In-
deed, in the absence of plasma density, the value and
direction of Ba becomes irrelevant for the wave propaga-
tion problem. This means that the fields have access to
the metallic boundary conditions that represent the vac-
uum chamber. Note that, in free space, any power travel-
ing outward would give rise to radiation losses; however,
in the present setup, representative of the operation in a
laboratory vacuum chamber, this power is reflected back
toward the domain by the boundary conditions, until all
power is absorbed by the plasma in regions 1 and 2. The
short-wavelength structures that existed in the presence
of a tenuous plasma in region 3 in Case R disappear in
Case V, and radiation is partially delimited by the con-
ductive boxes immersed in the domain. The ECR surface
continues to be active in region 2, however. Secondly,
fields in regions 1 and 2 become essentially a standing
wave as evidenced by the node lines where E1

θ = 0 in
the magnitude plot of figure 5, suggesting that wall re-
flection indeed plays a role in this case. The propagation
direction develops a major perpendicular component k⊥
to Ba, and shorter wavelengths are observed, especially
in the peripheral part of the MN plume. This suggests
a more relevant role of the TG mode, which corresponds
with shorter wavelenghts and more perpendicular propa-
gation than the H mode. As in previous cases, propaga-
tion within the plasma plume ends at the ECR. Thirdly,
the importance of the fields in the plume is larger than
in the previous cases, especially downstream, and so is
the power absorption.

Notwithstanding these general observations, it is noted
that simulation Case V does not show the same numeri-
cal convergence characteristics in the plume region with
mesh refinement as in the other cases. This issue, and its
putative causes are discussed in section IV.

Figure 7 displays a zoomed view of the power depo-
sition profile inside this region, and includes the short-
domain simulation of Case S. The four solutions show
that the power absorption profile is essentially indepen-
dent of the simulation case. This conclusion is valuable
for two reasons. First, it supports the robustness of
the modeling procedure, as changes in the details of the
surrounding of the thruster have no major influence on
the computation of power deposited inside the source,
which accounts for the larger share of absorption. In
fact, the power inside the source appears almost inde-
pendent of the chamber conditions and the propagation
in the plume. Second, these results show that when only
the computation of the power absorbed in the source is
needed, it can be reliably obtained with a smaller simula-
tion domain containing only this region (simulation Case
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FIG. 5: E1
θ field magnitude (left) and phase angle (right) for different simulation cases, for a total antenna current

of 1 A. The electron cyclotron resonance line is depicted in green and the limit of the dense plasma in red.

FIG. 6: Power absorption maps Q1
a for the different

simulation cases.

S).

Compared to the absorption map presented in [32] in
which 2 to 3 stationary Helicon wave cycles are visible
inside the source, the deposition in figure 7 shows just
one high absorption region covering much of the source.
This is consistent with the plasma conditions used in this
work (in particular, ' 1500 Gauus at the axis), which
differ from those of [32] (' 150 Gauss at the axis), which
result in an increase of the Helicon mode wavelength.

To conclude this section, the relevance of the azimuthal
mode m = 1 is briefly discussed. Previous studies [10, 32]
have already established the dominance of the m = ±1
azimuthal modes in the power coupling for different an-
tenna types of helicon sources. Indeed, this antenna is
designed to excite predominantly the +1 mode. Accord-
ingly, the results presented above have considered this
dominant mode only. To assess the validity of this ap-
proach, figure 8 compares the power absorption associ-
ated to m = ±1,±3 in the whole domain of the simula-
tion Case R (the helical antenna only excites odd modes).
As it can be inferred, after mode m = +1 the next mode
in importance is m = −1. The power absorption of
higher m modes drops quickly.
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FIG. 7: Power absorption maps Q1
a for the different

simulation cases. Zoom at Region 1.

FIG. 8: Fraction of total power (red) and fraction of
power deposited inside the source (region 1, blue) for

different azimuthal mode numbers, m.

IV. CRITICAL DENSITY TRANSITION AND
NUMERICAL CONVERGENCE

The critical density transition takes place when ω =
ωpe, or equivalently, when P = 0 in equation (3). For an
excitation frequency of 13.56 MHz, this happens when
the plasma density drops below roughly 2.3·1012 m−3. In
our simulations, this occurs only at the plasma-vacuum

interface in Case V.

The treatment of this transition presents a twofold dif-
ficulty. First, in the cold plasma dielectric tensor model
and in the collisionless limit, the dispersion relation for
an infinite uniform plasma with the critical density be-
comes singular, the P = 0 condition being a cutoff or a
resonance depending on the direction of the propagation
of the waves, given by the wavevector k [23]. This con-
ditional/directional limit disappears strictly when colli-
sions are present, but for small ν, the dielectric tensor
κ retains its wild, directional variation in the neighbor-
hood of the transition. Indeed, near the critical den-
sity, electrostatic electron oscillation modes exist, whose
description needs from thermal corrections. Therefore,
the study of the electromagnetic fields in the vicinity of
ω = ωpe cannot be properly approached from within the
cold plasma model, and electron temperature effects need
to be taken into account.

Second, but related to the first point above, the numer-
ical discretization of the problem becomes ill-conditioned
when the P = 0 transition is inside the domain, as in
Case V. Numerical analysis shows that this situation can
give rise to spurious, highly oscillating fields near the
transition, with wavelengths comparable to the numeri-
cal mesh. This problem is aggravated in the Cartesian
numerical discretization employed in Yee’s method wher-
ever the grid directions differ substantially from the ap-
plied magnetic field direction at the transition (“staircase
conditions”). Indeed, small wavelength structures are ob-
served in Case V in the plume-vacuum edge in region 2
(figure 5) that are linked to a high localized power depo-
sition density (figure 6). These structures are insidious
and could not be fully resolved with the available com-
putational resources. They are seen to be smaller than
the mesh size even in the finest simulation reported here.
This phenomenon is not present near other regime tran-
sitions such as the ECR surface downstream (R → ∞),
where the fields are well-behaved in all simulations.

Figure 9 displays the error in the integrated power ab-
sorption of Case R and Case V for different grid sizes
(mesh #), relative to the finest mesh simulations that
was carried out (which are the ones reported in previous
section),

|
∫
Q1
a(mesh #)dΩ−

∫
Q1
a(best mesh)dΩ|∫

Q1
a(best mesh)dΩ

.

In the light of the relevance of the power deposition in
the source region 1, the convergence of this quantity is
plotted too.

As it can be observed, the reference Case R gradu-
ally converges, with errors below 2% inside the source
for 1 million degrees of freedom, as shown in figure 9b.
Cases T and S behave essentially identically to Case R,
regarding convergence. This behavior gives confidence
on the numerical convergence of the method, and the
error trend agrees with the expected one for the used nu-
merical scheme. On the other hand, the vacuum Case
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FIG. 9: (top). Error to the most accurate simulation of
the power deposited in the full domain as a function of
the degrees of freedom of the system (i.e. 6 times the

number of Yee cells). Cases R (blue, ◦) and V (red, 4)
The error with the previous interpolation scheme from
[32] for Case V is also shown for comparison (yellow,
�). (bottom). Error for the power integrated only in

Region 1

.

V behaves differently. While the error in the source de-
creases roughly as in Case R, indicating similar conver-
gence characteristics there, the error in the whole domain
does not diminish as the grid is refined. Far from it, the
power deposited in the whole domain exhibits unsatisfac-
tory values, driven by the spurious fields existing in the
plume edge.

This convergence behavior was only observed in Case
V, and demonstrates the modeling and numerical diffi-
culties commented on above in the neighborhood of the
critical plasma density transition. In all other simula-
tion Cases this interface is not associated to a parametric
regime transition, and the only existing transition is the
ECR surface downstream.

It is noted that smoothing out the plasma density pro-
file near the edge does not solve the issue, as the P = 0
transition remains sharp and the κ coefficients continue
to vary rapidly across it. Several strategies are proposed
to mitigate problems associated with these abrupt tran-
sitions, without requiring abandoning the cold plasma
tensor formalism. Firstly, it is noted that increasing
the imaginary component of P through added damping
moves the zero away in the complex plane, improving

the mathematical conditioning of the problem. A larger
damping also helps suppress the small-wavelength noisy
fields in a shorter distance. However, while this may
be desirable to mitigate these oscillations, an excessively
larger damping might hide some physical short wave-
length structures. For this reason, after some numerical
experimentation, a factor of 20 was used to scale col-
lisionality in the problem, which improved convergence
without altering essentially the solution.

Secondly, the transition noise was seen to be highly
dependent on the interpolation strategy used in the Yee
method to fix the value of D at the nodes. It was ob-
served that the interpolation scheme introduced in this
work reduces the noise level and the error with respect to
the former approach, proposed in [31] and used in [32].
The improvement is shown by the convergence lines of
figure 9, specially by the faster convergence of the new
scheme (red ◦) in the source with a limited number of
degrees of freedom when compared to the former inter-
polation strategy (yellow �). The enhanced convergence
is directly linked to a reduction of noise along the P = 0
surface. It is hypothesized that further exploration in
this direction, as well as in the addition of auxiliary di-
vergence equations near and at the transition, may help
further improve the issue [41].

Thirdly, the fact that the mesh direction relative to
Ba affects the appearance of noise suggests that a mesh-
aligned numerical discretization may also be instrumen-
tal in tackling it. Unfortunately, in the general case this
would require irregular and non-structured meshes, for
which finite difference methods are hard to implement.
Much progress has been carried out in the field of finite el-
ements for electromagnetic problems in the last decades,
notably since the introduction of vector elements very
successful in full-wave simulations [42]. This formula-
tion is more suitable for non-structured and adaptable
meshes. Indeed, finite elements have already been used
with success to simulate the electromagnetic fields of
other electric thrusters [33].

To conclude, it is noted that, in spite of this unsolved
problem, the error associated to it seems to be local to a
small region in the plume of Case V. As shown in figure
9, this noisy region does not invalidate the convergence
of the power deposited inside the source and near plume.
While the solution in the plume region of Case V is not
acceptable and must be revisited in future work, the con-
clusions pertaining the power deposition in the source ex-
hibit good convergence with mesh size and seem robust.

V. CONCLUSION

A finite-difference, frequency-domain, full-wave model
has been used to investigate the propagation and absorp-
tion of electromagnetic fields in an HPT, including the
far plume region and the surrounding space, with the
goal of understanding the amount of power deposited in
the plume and the influence of the environment in the
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electromagnetic problem. Plasma density and applied
magnetic field coming from plasma transport simulations
of a thruster similar to the HPT05 prototype were used
as inputs in the study. While most of the power ab-
sorption occurs inside the cylindrical source, the fraction
of power taken in by the plasma plume is not negligi-
ble. The fields propagate along the magnetic nozzle up
to the electron-cyclotron resonance surface that always
exists downstream. The wavelength and propagation di-
rection corresponds to a helicon wave around the axis of
the device. In the plume periphery, waves have a shorter
wavelength and more important perpendicular wave vec-
tor component, approaching the Trivelpiece-Gould mode.

A tenuous plasma of density n > 2.3 · 1012 m−3 in
the neighborhood of the device and its plume suffices to
make that region overdense (ωpe > ω) for the usual ex-
citation frequencies (13.56 MHz). This is the usual situ-
ation in laboratory vacuum chamber experiments, where
pumping is not perfect. Even in a space environment,
a faint low density plasma may envelope the thruster,
keeping the effect of the ECR surface in the surrounding
space active. In these conditions, the ECR surface has
been shown to concentrate some of the power absorption
and to play a fundamental role in confining the radiation
away from the device, as the fields become evanescent be-
yond it. This, in particular, has great relevance for the
“free space” representativeness of vacuum chamber ex-
periments which are normally made of conductive metal,
and therefore constitute a closed, reflective cavity for the
fields. If the ECR surface is located within the chamber,
the effect of these reflective walls on the fields becomes
negligible, as they are in contact only with the region of
space where fields are evanescent.

In strict vacuum, the ECR surface plays no role in the
surrounding space, as in this case there are no electrons
to resonate with the fields, and a path for radiation losses
opens up in the radial direction away from the thruster
(but not along the plume, where the plasma continues
to be overdense and fields continue to be evanescent be-
yond the ECR transition). Indeed, the propagation and
absorption maps change and exhibit standing-wave struc-
tures as a consequence of the reflective bounding box used
in the simulation.

The influence of reflective boxes inside the domain
(representing support equipment of the thruster) was
seen to be small. Moreover, the power absorption in
the source region was seen to be stable and essentially
the same across simulations, suggesting that all aspects
that affect the plume and the environmental region are
superfluous for the source power absorption. This adds
confidence to the small-domain, source-only simulations

carried out in previous works, albeit they miss the infor-
mation of the power absorption in the plume.

Finally, numerical convergence studies showed good
convergence characteristics for all cases except the
vacuum environment one, where the strong and ill-
conditioned critical density transition surface at the in-
terface between the plasma plume and vacuum, plus the
numerical staircase mesh conditions there, are identified
as the sources of small-scale numerical noise. The im-
plementation used in this work is based on a new inter-
polation scheme which partially mitigates this problem
and restricts noise to a small region without affecting re-
sults much elsewhere. Notwithstanding this, future work
must address the theoretical modeling and the numerical
treatment of these transitions. Some additional avenues
of research have been suggested in section IV, namely the
use of enhanced damping in this region, and aligning the
mesh geometry to the transition, perhaps by switching
to other schemes such as finite elements to simplify the
implementation of unstructured meshes.

The validation against experimental data of the
present wave model requires direct measurement of the
electromagnetic fields and their phase, notably inside the
plasma source, without perturbing the operation of the
thruster. Currently, no such data is known to exist to the
authors. However, coupled plasma transport and wave
simulations (employing the same FDTD solver as this
work) compare reasonably well to experimental studies
with a similar HTP setup in terms of indirect measure-
ments such as thrust and several efficiencies. In particu-
lar for the HPT05 prototype, numerical [20] and exper-
imental [6] results show about 30% relative discrepancy
in key performance figures like thrust efficiency in sim-
ilar operation regimes (although the comparison is not
perfect, as the configuration of [6] has a slightly higher
antenna power). Further work in this direction and new,
more precise experimental measurements, are still neces-
sary to close the validation gap.
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E., and Voss, U., “Divergence correction techniques for
Maxwell solvers based on a hyperbolic model,” Journal
of Computational Physics, Vol. 161, No. 2, 2000, pp. 484–
511.
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