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#### Abstract

Large-scale problems have attracted much attention in the last decades since they arise from different applications in several fields. Moreover, the matrices that are involved in those problems are often sparse, this is, the majority of their entries are zero. Around 40 years ago, the most common problems related to large-scale and sparse matrices consisted in solving linear systems, finding eigenvalues and/or eigenvectors, solving least square problems or computing singular value decompositions. However, in the last years, large-scale and sparse problems of different natures have appeared, motivating and challenging numerical linear algebra to develop effective and efficient algorithms to solve them.

Common difficulties that appear during the development of algorithms for solving modern large-scale problems are related to computational costs, storage issues and CPU time, given the large size of the matrices, which indicate that direct methods can not be used. This suggests that projection methods based on Krylov subspaces are a good option to develop procedures for solving large-scale and sparse modern problems.

In this PhD Thesis we develop novel and original algorithms for solving two large-scale modern problems in numerical linear algebra: first, we introduce the R-CORK method for solving rational eigenvalue problems and, second, we present projection methods to compute the solution of T-Sylvester matrix equations, both based on Krylov subspaces.

The R-CORK method is an extension of the compact rational Krylov method (CORK) [104] introduced to solve a family of nonlinear eigenvalue problems that can be expressed and linearized in certain particular ways and which include arbitrary polynomial eigenvalue problems, but not arbitrary rational eigenvalue problems. The R-CORK method exploits the structure of the linearized problem by representing the Krylov vectors in a compact form in order to reduce the cost of storage, resulting in a method with two levels of orthogonalization. The first level of orthogonalization works with vectors of the same size as the original problem, and the second level works with vectors of size much smaller than the original problem. Since vectors of the size of the linearization are never stored or orthogonalized, R-CORK is more efficient from the point of view of memory and orthogonalization costs than the classical rational Krylov method applied to the linearization. Moreover, since the R-CORK method is based on a classical rational Krylov method, the implementation of implicit restarting is possible and we present an efficient way to do it, that preserves the compact representation of the Krylov vectors.

We also introduce in this dissertation projection methods for solving the TSylvester equation, which has recently attracted considerable attention as a consequence of its close relation to palindromic eigenvalue problems and other applications. The theory concerning T-Sylvester equations is rather well understood, and,


before the work in this thesis, there were stable and efficient numerical algorithms to solve these matrix equations for small- to medium- sized matrices. However, developing numerical algorithms for solving large-scale T-Sylvester equations was a completely open problem. In this thesis, we introduce several projection methods based on block Krylov subspaces and extended block Krylov subspaces for solving the T-Sylvester equation when the right-hand side is a low-rank matrix. We also offer an intuition on the expected convergence of the algorithm based on block Krylov subspaces and a clear guidance on which algorithm is the most convenient to use in each situation.

All the algorithms presented in this thesis have been extensively tested, and the reported numerical results show that they perform satisfactorily in practice.
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## Chapter 1

## Introduction and summary of main results

In recent years, problems with large-scale matrices have attracted the interest of many researchers. Several of these problems arise from applications in different fields, which makes imperative to develop methods to work with large-scale matrices. When a matrix is really large, some problems like the computation of their eigenvalues or the solution of a linear system associated to the matrix can be a very challenging problem and, for example, the computation of its complete spectrum is out of the question. Very large matrices that arise in applications are almost always sparse. This means, the majority of their entries are zero. The most common issues with large matrices are related to storage. For example, consider a square tridiagonal matrix of size $10^{6}$. In the conventional way, if all the entries are stored, it is necessary to store $10^{12}$ numbers. If, in order to store these numbers, we consider double precision real numbers, we need $8 \times 10^{12}$ bytes, this is, 8000 gigabytes. However, if we consider a special data structure that only stores the nonzero entries of the matrix, only $3 \times 10^{6}-2$ numbers need to be stored. Then, we have to store only about 24 megabytes. However, these are not all the numbers that need to be stored, for each entry that we store, we have to store its row and column position, in order to know where the number belongs in the matrix. Multiplying by two, we can see that we will need around $48 \times 10^{6}$ bytes or 48 megabytes to store the matrix with this special data structure, which results in an improved and manageable file.

Direct methods can not be used for large-scale and sparse matrices for two main reasons, first, these methods usually need to store the matrices that perform the transformations at each step, which results impractical since we are storing more matrices of large size, and, second, since they are usually based on similarity transformations and, as each similarity transformation causes fill-in, the introduction of nonzeros in positions that previously contained zeros makes that, after few similarity transformations, the matrix becomes completely full, and hence unstorable.

Thus, similarity transformations can not be performed for large-scale and sparse
matrices and it is natural to think in other kind of methods. Since the multiplication of a large-scale and sparse matrix by a vector can be performed very efficiently, because the amount of work is proportional to the number of nonzeros in the matrix, it is natural to think in Krylov subspaces. Let $A \in \mathbb{C}^{n \times n}$ be a large-scale and sparse matrix, and $v \in \mathbb{C}^{n}$. If we multiply $A$ by $v$ to get $A v$, and then we multiply $A$ by this vector to get $A^{2} v$ we can create a Krylov sequence

$$
v, A v, A^{2} v, \ldots
$$

using only matrix-vector products.
If we continue this sequence until compute the vector $A^{m-1} v$, we can define the Krylov subspace

$$
\begin{equation*}
\mathcal{K}_{m}(A, v)=\operatorname{span}\left\{v, A v, A^{2} v, \ldots, A^{m-1} v\right\} \tag{1.1}
\end{equation*}
$$

and then, we can use the subspace $\mathcal{K}_{m}(A, v)$ to obtain approximations for a particular problem. Most of the times, Krylov subspaces are used combined with projection methods. A projection method consists of approximating the exact solution, by a solution that belongs to some subspace $\mathbb{K}$. Projection methods that choose Krylov subspaces as the subspace $\mathbb{K}$ to project the problem, are called Krylov subspace methods or directly Krylov methods.

For the last 50 years, Krylov methods have been developed to solve several problems in numerical linear algebra. Among these problems, Krylov methods are used to solve four of the most common problems in this field: linear systems [84, 105], classic eigenvalue and eigenvector problems [86], [113, Chapter 9], singular values and SVD decomposition [68], and least square problems [84, Chapter 8]. Also, in the last two decades, Krylov methods have been developed to solve modern problems in numerical linear algebra (the adjective "modern" will be used throughout this work to refer to these recent problems; however, it is not habitual to use it in the common bibliography), such as nonlinear eigenvalue problems [8, 63, 75, 100, 71, 104] and matrix equations [89, 90]. In this work, we will focus on two of these problems and we will develop new, novel, and efficient algorithms to solve them.

### 1.1 First problem: rational eigenvalue problems

For the first problem, we consider the rational eigenvalue problem (REP)

$$
\begin{equation*}
R(\lambda) x=0 \tag{1.2}
\end{equation*}
$$

where $R(\lambda) \in \mathbb{C}(\lambda)^{n \times n}$ is a nonsingular rational matrix, i.e., the entries of $R(\lambda)$ are scalar rational functions in the variable $\lambda$ with complex coefficients and $\operatorname{det}(R(\lambda)) \not \equiv$ 0 is not identically zero, and $x \in \mathbb{C}^{n}$ is a nonzero vector. More precisely, we consider that $R(\lambda)$ is given as

$$
\begin{equation*}
R(\lambda)=P(\lambda)-\sum_{i=1}^{k} \frac{f_{i}(\lambda)}{g_{i}(\lambda)} E_{i} \tag{1.3}
\end{equation*}
$$

where $P(\lambda) \in \mathbb{C}[\lambda]^{n \times n}$ is a matrix polynomial of degree $d$ in the variable $\lambda, f_{i}(\lambda)$, $g_{i}(\lambda)$ are coprime scalar polynomials of degrees $m_{i}$ and $n_{i}$, respectively, $m_{i}<n_{i}$ and $E_{i} \in \mathbb{C}^{n \times n}$ are constant matrices for $i=1, \ldots, k$. We emphasize that it is well known that every rational matrix can be written in the form (1.3) 60, 80 (see also [4. Section 2]) and that such form appears naturally in many applications (99].

The REP has attracted considerable interest in recent years since it arises in different applications in some fields such as vibration of fluid-solid structures [108], optimization of acoustic emissions of high speed trains [72], free vibration of plates with elastically attached masses [94], free vibrations of a structure with a viscoelastic constitutive relation describing the behavior of a material [76, 77], and electronic structure calculations of quantum dots [49, 109]. In addition, REPs are often used to approximate other types of nonlinear eigenvalue problems through rational interpolation [45].

A first idea to solve REPs is a brute-force approach, since one can multiply by $\prod_{i=1}^{k} g_{i}(\lambda)$ to turn the rational matrix (1.3) into a matrix polynomial of degree $d+n_{1}+\cdots+n_{k}$. The common approach to solve a polynomial eigenvalue problem (PEP) is via linearization (see, for instance, [31, [73, [76]), this is, by transforming the PEP into a generalized eigenvalue problem (GEP) and then applying a wellestablished algorithm to this GEP, as for instance the QZ algorithm in the case of dense medium sized problems [44] or some Krylov subspace method for large-scale problems. However, this brute-force approach is only useful when $n_{1}+n_{2}+\cdots+n_{k}$ is small compared with $d$. So, if $k$ or some $n_{i}$ are big, then the degree of the matrix polynomial associated to the problem is also big, and this makes the size of the linearization too large, which is impractical for medium to large-scale problems. This drawback has motivated the idea of linearizing directly the REP [99]. The linearization for $R(\lambda)$ in (1.3) constructed in 99 has a size much smaller than the size of the linearization obtained by the brute-force approach. Nonetheless the increase of the size of the problem is still considerable, so for large-scale rational eigenvalue problems, a direct application of this approach, i.e., without taking into account the structure of the linearization, is also impractical. This idea of taking advantage of the structure of the linearization for solving large-scale REPs is closely connected to the intense research effort developed in the last years by different authors for solving large-scale PEPs via linearizations and that is briefly discussed in the next paragraph.

Several methods have been developed to solve large-scale PEPs numerically by applying Krylov methods to the associated GEPs obtained through linearizations [18, 104, 63]. In this approach, the key issues to be solved for using Krylov methods for large-scale PEPs are the increase of the memory cost and the increase of the orthogonalization cost at each step, as a consequence of the increase of the size of the linearization with respect to the size of the original problem. In order to reduce these costs, different representations of the Krylov vectors of the linearizations have been developed. First, the second order Arnoldi method (SOAR) [8] and
the quadratic Arnoldi method (Q-Arnoldi) [75] were developed to solve quadratic eigenvalue problems (QEP), introducing a new representation of the Krylov vectors. However, both methods are potentially unstable as a consequence of performing implicitly the orthogonalization. To cure this instability, the two-level orthogonal Arnoldi process (TOAR) [100, 71] for QEP proposed a different compact representation for the Krylov vectors of the linearization and, combining this representation with the linearization and the Arnoldi recurrence relation, resulted in a memory saving and numerically stable method. Extending the ideas of a compact representation of the Krylov vectors and of the two levels of orthogonalization from polynomials of degree two (TOAR) to polynomials of any degree, the authors of [63] developed a memory-efficient and stable Arnoldi process for linearizations of matrix polynomials expressed in the Chebyshev basis. In 2015, the compact rational Krylov method (CORK) for nonlinear eigenvalue problems (NLEP) was introduced in [104. CORK considers particular NLEPs that can be expressed and linearized in certain ways, which are solved by applying a compact rational Krylov method to such linearizations. A key feature of the CORK method is that it works for many kinds of linearizations involving a Kronecker structure, as the Frobenius companion form or linearizations of matrix polynomials in different bases (as Newton or Chebyshev, among others [3). CORK reduces both the costs of memory and orthogonalization by using a generalization of the compact Arnoldi representation of the Krylov vectors of the linearizations used in TOAR [100, 71], and gets stability through two levels of orthogonalization as in TOAR.

In this dissertation, we develop a rational Krylov method that works on the linearization of REPs introduced in [99] to solve large-scale and sparse $n \times n$ REPs. To this aim, we introduce a compact rational Krylov method for REPs (R-CORK).

In the spirit of TOAR and CORK, we will work with two levels of orthogonalization, and, as in CORK, we adapt the classical rational Krylov method [82, 83, 104] on the linearization to a compact representation of the Krylov vectors and to the two levels of orthogonalization.

One of the advantages of rational Krylov subspace (RKS) methods is that different shifts can be chosen at each iteration, in order to compute eigenvalues close to these shifts. Therefore, a shift-and-invert step needs to be computed. We can perform the shift-and-invert step by solving linear systems of size $n$. To this purpose, the linearization introduced in [99] is preprocessed in a convenient way and, then, an ULP decomposition is used, this is, a decomposition that involves the product of an upper triangular matrix, a lower triangular matrix and a permutation matrix. This decomposition is similar to the one employed in [104] directly on the linearizations of the NLEPs considered there. Once this step is performed, we start with the two levels of orthogonalization.

The first level involves an orthogonalization process with vectors of size $n$ and in the second level of orthogonalization we work with vectors of size much smaller than $n$, so this level is cheap compared with the first level. As a result, we develop a
stable method that allows us to reduce the orthogonalization cost and the memory cost by exploiting the structure of the matrix pencil that linearizes the REP and using the rational Krylov recurrence relation.

The new method R-CORK for large-scale and sparse REPs is developed in Chapter 4 of this dissertation.

### 1.2 Second problem: T-Sylvester equations

As we mentioned before, Krylov methods have also been developed to solve largescale matrix equations, paying particular attention to the most important among these equations, the so called Sylvester equation: $A X+X B=C$, which appears in many applications where $C$ has low rank [89, 90]. In this context, as a second problem, we have studied for the first time in the literature the numerical solution of large-scale real square $T$-Sylvester equation

$$
\begin{equation*}
A X+X^{T} B=C \tag{1.4}
\end{equation*}
$$

where $A, B, C \in \mathbb{R}^{n \times n}$ are given, $C$ has low rank and $X \in \mathbb{R}^{n \times n}$ is the unknown. The study of theoretical properties for this equation goes back to at least 1962, when Taussky and Wielandt 101 analyzed the linear map $X \mapsto A X+X^{T} B$ for the special case $B=A^{T}$. Conditions for the existence of solutions in the general case were established by Wimmer in the early '90s [114]. Recently, there has been renewed interest in studying (1.4) see, e.g., [21, 27, 28, 29, 30, (33, 39. To some extent, this has been sparked by the close relation of (1.4) to palindromic eigenvalue problems of the form $G+\lambda G^{T}$. For example, the solution of (1.4) is needed to determine the first-order perturbation expansion for a deflating subspace of $G+\lambda G^{T}$ [16]. In turn, a Newton method for computing such a deflating subspace would require the repeated solution of possibly large T-Sylvester equations, similar to the methods presented in [19, 25] for standard eigenvalue problems. Equations of the form (1.4) also arise as auxiliary problems in a structure-preserving QR algorithm [64] for solving palindromic eigenvalue problems. Applications that involve (1.4) with $B= \pm A^{T}$ arise from Hamiltonian systems [15], time-varying singular value decompositions [10], and quadratic inverse eigenvalue problems [115.

Finding solutions of (1.4) becomes rather simple for the special case $B= \pm A^{T}$, $C= \pm C^{T}$ [15]. For example, if $A$ is invertible then $X=\frac{1}{2} A^{-1} C$ is trivially a solution. In the general case, however, solutions of (1.4) do not admit such a simple expression. For small- to medium-sized matrices, extensions of the Bartels-Stewart algorithm for solving standard Sylvester equations 9 have been proposed for solving numerically T-Sylvester equations in [28, 21, 107]. A whole class of iterative methods can be derived by viewing (1.4) as an $n^{2} \times n^{2}$ linear system in the entries of $X$ and applying an existing iterative solver for linear systems, see [112] for an example. Still, the need for storing all entries of the approximate solution limits these methods to $n \lesssim 10^{4}$.

In this work, we develop novel projection methods that iteratively construct low-rank approximations to the solution of possibly large-scale T-Sylvester equations with a low-rank right-hand side matrix $C$. Based on Krylov subspaces, our methods only require matrix-vector multiplications and the solution of linear systems with $A, B$, which makes them applicable to equations with large and sparse coefficient matrices. Similar projection methods are routinely used for approximating the solution of large Sylvester and Lyapunov equations [90]. As we will see in Chapter 5 of this dissertation, the extension of these existing projection methods to (1.4) is by no means straightforward.

Throughout this dissertation, we restrict our attention to T-Sylvester equations with real coefficient matrices. However, our results and numerical methods can be easily adapted to complex coefficients, for which the transpose in (1.4) is replaced either by the complex transpose or by the conjugate transpose, see [28] and the references therein.

We emphasize that, to the best of our knowledge, the algorithms presented in Chapters 4 and 5 of this dissertation, dealing respectively with large-scale rational eigenvalue problems and T-Sylvester matrix equations, are completely new contributions that solve for the first time these problems in a reliable way without using previous approximations. Moreover, these results can be seen as new contributions to the broad literature on Krylov methods for modern problems in numerical linear algebra.

### 1.3 Structure and organization of the thesis

This dissertation is organized as follows. Chapter 2 presents some preliminary concepts and it is divided in four parts. Section 2.1 is devoted to summarize matrix eigenvalue problems and it covers from the classic eigenvalue problem up to the two most important nonlinear eigenvalue problems, i.e., polynomial and rational, which share the key property that both can be linearized. So, in this section we also introduce the concept of linearizations for polynomial and rational matrices, and some of the most important properties and examples of these linearizations. In Section 2.2. basic concepts on Krylov methods are presented. Particularly, we introduce the Arnoldi method [7, 86] and the rational Krylov method [82, 83, 104 f for solving standard eigenvalue problems (SEPs) and GEPs, respectively. These procedures have allowed to develop memory-efficient algorithms to solve several kind of large-scale problems among the last twenty years. In Section 2.3 we present a brief survey of numerical methods to solve QEPs based on the Arnoldi method. As we mentioned before, we detail some modern methods presented recently in the literature: SOAR [8], Q-Arnoldi [75] and TOAR [100, 71] to solve quadratic eigenvalue problems. TOAR is a method based on the Arnoldi method applied to a linearization and it represents the Krylov vectors in a different way than SOAR and Q-Arnoldi (which
is also based on linearizations), which allows to develop a stable and efficient algorithm. Since the representations of the Krylov vectors in Q-Arnoldi or TOAR can be generalized to linearizations of matrix polynomials of any degree, we present in Section 2.4 the P-Arnoldi method and the TOAR method for polynomial eigenvalue problems, both generalized for matrix polynomials expressed in the Chebyshev basis in [63]. Finally, we present the CORK method [104] for polynomial eigenvalue problems, which is based on the classical rational Krylov method and a compact decomposition of the Krylov vectors.

In Chapter 3 we discuss about matrix equations and we present some basic concepts related to both the Sylvester equation and the $\star$-Sylvester equation, and the conditions for existence and uniqueness of solution for both equations. Section 3.1 presents the most important aspects of the Sylvester equation, and also presents the well-known Bartels-Stewart algorithm [9] to solve the Sylvester equation for small to medium size matrices. Section 3.2 summarizes the most important results for the $\star$-Sylvester equation and presents the algorithm introduced in [28] to solve the $\star$-Sylvester equation, which is based on the generalized Schur decomposition and it is developed (as the Bartels-Stewart algorithm) for small to medium size matrices. Finally, in Section 3.3, we present some extensions of Krylov subspaces: the block and the extended Krylov subspaces, and a brief summary of Krylov methods for solving the Sylvester equation [53, 90].

Chapter 4 is devoted to present our R-CORK method for large-scale and sparse rational eigenvalue problems. R-CORK is a novel method based on the CORK method for polynomial eigenvalue problems and, as CORK, works with a compact representation for rational Krylov subspaces of a linearization which in our case is associated to the rational matrix [99]. In particular, Section 4.1 presents a compact decomposition of the Krylov vectors of this linearization in order to save memory and orthogonalization costs. In this section, we also introduce a ULP decomposition of a preprocessing of the linearization of the rational matrix, and, by using the ULP decomposition, we can perform efficiently the shift-and-invert step in the rational Krylov method. Many of the results presented in this section are closely related to the CORK method, however, some important differences appear from the presence of the strictly rational part in the rational matrix.

Section 4.2 explains in detail the R-CORK method, and we show in this section the development of the so-called two levels of orthogonalization [100, 71, 63, 104]. The first level works with vectors of the same size as the original problem, and the second level works with vectors of a size smaller than the original problem. Also in this section we discuss about computational costs, particularly orthogonalization and memory costs. The implementation of the two levels of orthogonalization is a considerable improvement since the orthogonalization cost of the second level is negligible compared with the cost of the first level while simultaneously avoiding the loss of orthogonality observed in methods like SOAR [8] or Q-Arnoldi [75. In Section 4.3 we will also show that in terms of memory storage, the R-CORK method
is much more efficient than the classic rational Krylov method applied directly to the linearization. Section 4.4 presents the implementation of implicit restarting for the R-CORK method, which is possible since the R-CORK method is based on a rational Krylov method [32, but require some effort in order to preserve the compact representation of the Krylov vectors after the restarting. The implicit restarting follows the spirit of the Krylov-Schur procedure [98] (see also [97, Section 5.2]) that is used for the TOAR method in [63]. Finally, in Section 4.5, some numerical tests are presented, in order to show the efficiency of the R-CORK method. These tests conclude that, indeed, the R-CORK method is a memory saving method that converges satisfactorily in practice to the targeted eigenvalues. All the original results in this chapter are included in [34.

The goal of Chapter 5 is to present the results obtained for solving the $\star$-Sylvester equation, with $\star=T$, and where $A, B$ in (1.4) are large, sparse, and real coefficient matrices. Section 5.1 presents a general projection framework for the T-Sylvester equation, and, in our case, we suppose that the right-hand side matrix $C$ in (1.4) has low-rank since otherwise is not possible to store the solution. This framework is based on the approach for large-scale Sylvester equations, however, a PetrovGalerkin condition is considered on a tensor product of low-dimensional subspaces instead of the classic Galerkin condition that is considered for Sylvester equations [13, 55, 87], [90, Section 4.4.1]. Section 5.2 presents the specific block Krylov subspaces we use for solving the T-Sylvester equation. In this section we also bring the algorithmic details of the block Krylov subspace method (BK) and some important details in the implementation that makes that the BK method works efficiently. Since this is a projection method, and at some point of the algorithm we solve a projected reduced T-Sylvester equation, a brief discussion of the solvability of the reduced equation is also presented in this section. Section 5.3 presents a projection method to solve the T-Sylvester equation based on extended Krylov subspaces. Since extended Krylov methods (EK) are used in modern algorithms for solving large-scale Sylvester equations [89], [90, Section 4.4.1], it is natural to extend this idea for the T-Sylvester equation. This section presents the details of the algorithm and develops some important results to implement it in an efficient way. In both methods (block Krylov and extended Krylov) we compute the Frobenius norm of the classic residual matrix, and we show an efficient way to compute it that works only with matrices of a size much smaller than the size of the original problem, reducing in this way the computational costs of the algorithm. In Section 5.4, we present a relation between a T-Stein equation and a fixed point iteration that offers a motivation for choosing the appropriate Krylov subspaces we use, and also proves some convergence results that we expected. These results are confirmed in Section 5.5. which is the section for numerical tests. Since we establish a relation between a certain standard Sylvester equation and the T-Sylvester equation we study, in Section 5.5. we compare our algorithms for the T-Sylvester equation with the extended block Krylov subspace method applied to this standard Sylvester equation [90, Sec-
tion 4.4.1] in several numerical tests. The results obtained in these numerical tests show the good performance of our algorithms, as well as the poor performance of the method based on transforming the problem into a standard Sylvester equation. The original results introduced in this chapter are included in [35].

Chapter 6 discusses the main conclusions and novel results introduced in this PhD Thesis (see Section 6.1), a list of publications that contains the main contributions summarized in this dissertation (see Section 6.2), a list of contribution to conferences where our results were presented (see Section 6.3) and some open problems motivated by the results obtained in this thesis (see Section 6.4).

### 1.4 Notation and list of acronyms

### 1.4.1 Notation

We denote vectors by lowercase characters, $u$, and matrices by capital characters, A. Block vectors and block matrices are denoted by bold face fonts, $\mathbf{u}$, and $\mathbf{A}$, respectively, and the $i$-th block of $\mathbf{u}$ is represented by $u^{(i)}$. The conjugate transpose of $A$ is denoted as $A^{*}$. The $i \times j$ matrix with the main diagonal entries equal to 1 and the rest of entries equal to zero is represented by $I_{i \times j}$. In the particular case of $i=j$ this matrix is the identity matrix and is denoted by $I_{i}$. The vector $e_{j}$ represents the canonical vector associated to the $j$-th column of the identity matrix and $0_{i \times j}$ represents the zero matrix of size $i \times j$, which in the particular case $i=j$ is denoted simply by $0_{j}$. The matrix $U_{j}$ represents a matrix with $j$ columns and $u_{i}$ represents the $i$-th column of $U_{j}$. We omit subscripts when the dimensions of the matrices are clear from the context. We consider the usual Euclidean vector norm

$$
\|v\|_{2}:=\left(\sum_{i=1}^{n}\left|v_{i}\right|^{2}\right)^{1 / 2}
$$

where $v \in \mathbb{C}^{n}$ and $v_{i}$ denotes the $i$-th coordinate of $v$, and the spectral and Frobenius matrix norms [51, Ch. 5]:

$$
\|A\|_{2}=\left(\rho\left(A^{*} A\right)\right)^{1 / 2}=\sigma_{\max }(A), \quad\|A\|_{F}=\sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n}\left|a_{i j}\right|^{2}}=\sqrt{\operatorname{trace}\left(A^{*} A\right)},
$$

where $A=\left[a_{i j}\right] \in \mathbb{C}^{m \times n}$, and, for any square matrix $B, \rho(B)$ denotes the spectral radius of $B$, i.e.,

$$
\rho(B)=\max \{|\lambda|: \lambda \text { is an eigenvalue of } B\},
$$

and $\sigma_{\max }(A)$ denotes the largest singular value of $A$.

The Kronecker product of two matrices is denoted by $A \otimes B$ and its definition can be found in 52]. The set of $n \times n$ complex rational matrices in the variable $\lambda$ is denoted by $\mathbb{C}(\lambda)^{n \times n}$ and the set of $n \times n$ complex polynomial matrices in the variable $\lambda$ (or, equivalently, matrix polynomials) is denoted by $\mathbb{C}[\lambda]^{n \times n}$. Also, given a matrix $G$, the subspace spanned by the columns of $G$ is denoted by range $(G)$. For any subspace $\mathbb{V} \subseteq \mathbb{R}^{n}$ and any matrix $A \in \mathbb{R}^{n \times n}$, we set $A \mathbb{V}:=\{A x: x \in \mathbb{V}\} \subseteq \mathbb{R}^{n}$. The field of values of a matrix $A$ is given by $\mathcal{F}(A):=\left\{x^{*} A x: x \in \mathbb{C}^{n}, x^{*} x=1\right\}$, where $x^{*}$ is the conjugate-transpose vector of $x$.

Standard MATLAB notation for submatrices is used, i.e., given a matrix $M \in$ $\mathbb{R}^{m \times n}$, the expression $M(i: j ; k: l)$, where $1 \leq i \leq j \leq m$ and $1 \leq k \leq l \leq$ $n$, denotes the submatrix of $M$ consisting of the intersection of rows $i$ up to and including $j$ of $M$ and of columns $k$ up to and including $l$ of $M$.

### 1.4.2 List of abbreviations

The following table describes the significance of various abbreviations and acronyms used throughout the thesis. The page on which each one is defined is also given.

| Abbreviation | Meaning | Page |
| :---: | :--- | :---: |
| BK | Block Krylov Subspace | 71 |
| CGS | Classical Gram-Schmidt | 22 |
| CORK | Compact Rational Krylov | 46 |
| EK | Extended Krylov Subspace | 72 |
| GEP | Generalized Eigenvalue Problem | 11 |
| HQR | Householder QR | 22 |
| MGS | Modified Gram-Schmidt | 22 |
| NLEP | Nonlinear Eigenvalue Problem | 46 |
| P-Arnoldi | Polynomial Arnoldi | 38 |
| PEP | Polynomial Eigenvalue Problem | 13 |
| Q-Arnoldi | Quadratic Arnoldi | 29 |
| QEP | Quadratic Eigenvalue Problem | 25 |
| R-CORK | Compact Rational Krylov method for REPs | 75 |
| REP | Rational Eigenvalue Problem | 17 |
| RKS | Rational Krylov Subspace | 23 |
| SEP | Standard Eigenvalue Problem | 11 |
| SOAR | Second Order Arnoldi | 26 |
| TOAR | Two-level Orthogonal Arnoldi | 32 |

Table 1.1: List of abbreviations and their meanings

## Chapter 2

## Preliminaries on eigenvalue problems and Krylov methods

In this chapter, we present a brief summary on eigenvalue problems and also, the most modern methods based on Krylov subspaces to solve them when they are very large.

Section 2.1 introduces some preliminaries concepts related to matrix eigenvalue problems, starting with the standard eigenvalue problem (SEP), which is a particular case of the generalized eigenvalue problem (GEP), and finalizing with two of the most studied problems in linear algebra during the last decades: the polynomial eigenvalue problem (PEP) and the rational eigenvalue problem (REP), which are particular cases of nonlinear eigenvalue problems (NLEP). In this section we also present the most common way for solving numerically PEPs and REPs, which is via linearization. This process constructs a GEP with the same eigenvalues and multiplicities of the original problem. Several linearizations for PEPs have been developed during the past decade 31, 72, 73, and also, more recently, many linearizations for REPs have been studied [2, 4, 36, 99].

In Section 2.2 some basic concepts on Krylov methods are presented. In particular, the Arnoldi method and the rational Krylov (RKS) method are addressed. Both methods compute an orthonormal basis of a Krylov subspace, and then, solve a projected problem which is usually of much smaller size than the original problem. In this section, we are focused on using Krylov methods for solving matrix eigenvalue problems, computing approximate eigenvalues and eigenvectors (usually called Ritz pairs in the literature) of a given problem.

However, the structure of the Krylov vectors computed by either Arnoldi or RKS can be exploited in order to obtain efficient representations of these vectors, which allows to develop memory saving algorithms. Sections 2.3 and 2.4 are devoted to solve numerically QEPs and PEPs, respectively, by exploiting the structure of the Krylov vectors and the structure of the matrices involved in the original problem, resulting in memory efficient procedures.

### 2.1 Basics on eigenvalue problems

### 2.1.1 The generalized eigenvalue problem (GEP)

In this section, we consider the GEP

$$
A x=\lambda B x, \quad x \neq 0
$$

where $A, B \in \mathbb{C}^{n \times n}, \lambda \in \mathbb{C}$ and $x \in \mathbb{C}^{n}$. First, we give some basic concepts for the standard eigenvalue problem (SEP), which is the case when $B=I_{n}$, and then some concepts related to GEPs are introduced.

Definition 2.1. Let $A \in \mathbb{C}^{n \times n}$. If a scalar $\lambda \in \mathbb{C}$ and a nonzero vector $x \in \mathbb{C}^{n}$ satisfy the equation

$$
A x=\lambda x, \quad x \neq 0
$$

then $\lambda$ is called an eigenvalue of $A$ and $x$ is called an eigenvector of $A$ associated with $\lambda$. The pair $(\lambda, x)$ is an eigenpair for $A$. The set of all $\lambda \in \mathbb{C}$ that are eigenvalues of $A$ is called the spectrum of $A$ and it is denoted by $\Lambda(A)$.

An important concept related to eigenvalue problems is the characteristic polynomial of a matrix $A$.

Definition 2.2. Let $A \in \mathbb{C}^{n \times n}$. The characteristic polynomial of $A$ is

$$
p_{A}(\lambda)=\operatorname{det}\left(A-\lambda I_{n}\right) \in \mathbb{C}[\lambda] .
$$

It is important to remark that the characteristic polynomial $p_{A}(\lambda)$ of each matrix $A \in \mathbb{C}^{n \times n}$ has degree $n$, and also, $p_{A}(\lambda)=0$ if and only if $\lambda \in \Lambda(A)$.

Given $A, B \in \mathbb{C}^{n \times n}$ and $\lambda \in \mathbb{C}$ we define the matrix $A-\lambda B$, which is called a matrix pencil. Definition 2.3 introduces the concept of regularity for matrix pencils.

Definition 2.3. Let $A-\lambda B$ be a matrix pencil with $A, B \in \mathbb{C}^{n \times n}$. If $\operatorname{det}(A-\lambda B)$ is not identically zero, the pencil $A-\lambda B$ is said to be regular; otherwise, it is said to be singular.

Throughout this work, we will only focus on regular matrix pencils.
Definition 2.4. A nonzero vector $x \in \mathbb{C}^{n}$ is a generalized eigenvector of the pair $(A, B)$ with $A, B \in \mathbb{C}^{n \times n}$ if there exists a scalar $\lambda \in \mathbb{C}$, called a generalized eigenvalue, such that

$$
\begin{equation*}
A x=\lambda B x, \quad x \neq 0 . \tag{2.1}
\end{equation*}
$$

The set of all $\lambda \in \mathbb{C}$ that satisfy (2.1) is denoted by $\Lambda(A, B)$.

When the context is such that no confusion can arise, the adjective "generalized" is usually dropped. Equation (2.1) can be rewritten as

$$
\begin{equation*}
(A-\lambda B) x=0, \quad x \neq 0 \tag{2.2}
\end{equation*}
$$

a square system of homogeneous linear equations. It is immediate to see that if the system (2.2) has a nontrivial solution, then $\lambda$ is an eigenvalue of (2.1) and the matrix pencil $A-\lambda B$ is singular in that particular $\lambda$. Therefore, $\lambda$ is an eigenvalue of a regular matrix pencil $A-\lambda B$ if and only if $\operatorname{det}(A-\lambda B)=0$. As with the standard eigenvalue problem, we can define the characteristic polynomial of the pair $(A, B)$ in terms of the determinant of the associated pencil $A-\lambda B$.
Definition 2.5. Let $A, B \in \mathbb{C}^{n \times n}$. The characteristic polynomial of the matrix pencil $A-\lambda B$ is defined by

$$
p_{A, B}(\lambda)=\operatorname{det}(A-\lambda B) \in \mathbb{C}[\lambda],
$$

and the roots of $p_{A, B}(\lambda)$ are the finite eigenvalues of the pair $(A, B)$.
Remark 2.6. In general, when $B$ is nonsingular, $p_{A, B}(\lambda)$ is a polynomial of degree $n$, and hence there are $n$ finite eigenvalues associated with the pencil $A-\lambda B$.

Remark 2.6 shows that, unlike the SEP, a regular matrix pencil $A-\lambda B$ can have $k<n$ finite eigenvalues, with $k=0, \ldots, n-1$. Example 2.7illustrates this situation [65, Chapter 12].
Example 2.7. [65, Chapter 12] Suppose

$$
A=\left[\begin{array}{ll}
1 & 0 \\
0 & \alpha
\end{array}\right], \quad B=\left[\begin{array}{ll}
1 & 0 \\
0 & \beta
\end{array}\right]
$$

where $\alpha, \beta \in \mathbb{C}$. Then, the characteristic polynomial of $A-\lambda B$ is

$$
p_{A, B}(\lambda)=(1-\lambda)(\alpha-\beta \lambda),
$$

and, by using $p_{A, B}(\lambda)$, we can compute the eigenvalues of the pair $(A, B)$, and there are different cases to consider:
Case 1: $\alpha \neq 0, \beta \neq 0$. There are two finite eigenvalues, 1 and $\frac{\alpha}{\beta}$.
Case 2: $\alpha=0, \beta \neq 0$. There are two finite eigenvalues, 1 and 0 .
Case 3: $\alpha \neq 0, \beta=0$. There is only 1 finite eigenvalue, 1. In this situation it is said that $A-\lambda B$ has also 1 eigenvalue at $\infty$.

Case 4: $\alpha=0, \beta=0$. In this case the pencil is said to be singular and the eigenvalues cannot be defined through the characteristic polynomial. In fact, the only eigenvalue of $A-\lambda B$ is $\lambda=1$, since $\operatorname{rank}(A-B)<\operatorname{rank}(A-\lambda B)$ for $\lambda \neq 1$. Singular pencils are not considered in this work.

Case 3 in Example 2.7 has helped us to introduce the concept of eigenvalue at $\infty$. However, this concept, among others, can be generalized for PEPs, and they will be summarized in Section 2.1.2.

### 2.1.2 The polynomial eigenvalue problem (PEP)

In this section, we study $n \times n$ matrix polynomials written in the form

$$
\begin{equation*}
P(\lambda)=\sum_{i=0}^{d} \lambda^{i} P_{i}, \quad P_{i} \in \mathbb{C}^{n \times n}, \quad P_{d} \neq 0_{n}, \tag{2.3}
\end{equation*}
$$

where $d$ is called the degree of $P$. In particular, if $\operatorname{det}(P(\lambda))$ is not identically zero for all $\lambda \in \mathbb{C}, P(\lambda)$ is called a regular matrix polynomial, otherwise, is called singular. In this thesis, we only consider regular matrix polynomials.

Definition 2.8. If $\lambda \in \mathbb{C}$ and a nonzero vector $x \in \mathbb{C}^{n}$ satisfy

$$
\begin{equation*}
P(\lambda) x=0 \tag{2.4}
\end{equation*}
$$

where $P(\lambda) \in \mathbb{C}[\lambda]^{n \times n}$ is a matrix polynomial, then $x$ is said to be an eigenvector of $P$ corresponding to the eigenvalue $\lambda$.

In this thesis, we only consider regular matrix polynomials, for such polynomials the finite eigenvalues are precisely the roots of the scalar polynomial $\operatorname{det}(P(\lambda))$. Sometimes, it is also useful to consider $\infty$ as an eigenvalue of $P$, to understand this notion it is necessary to introduce the concept of reversal of matrix polynomials.

Definition 2.9. For a matrix polynomial $P(\lambda)$ of degree $d$ as in (2.3), the reversal of $P(\lambda)$ is the matrix polynomial

$$
\operatorname{rev} P(\lambda):=\lambda^{d} P(1 / \lambda)=\sum_{i=0}^{d} \lambda^{i} P_{d-i} .
$$

Observe that the nonzero finite eigenvalues of rev $P$ are the reciprocals of those of $P$. Definition 2.10 is based on the relation between 0 and $\infty$ as reciprocals.

Definition 2.10. Let $P(\lambda)$ be a regular matrix polynomial of degree $d \geq 1$. Then $P(\lambda)$ is said to have an eigenvalue at $\infty$ with eigenvector $x$ if $\operatorname{rev} P(\lambda)$ has the eigenvalue 0 with eigenvector $x$.

The classical approach to solve the polynomial eigenvalue problem (PEP) 2.4, where $P(\lambda)$ is a regular matrix polynomial, is via linearization, this is, the matrix polynomials are converted into matrix pencils (via unimodular matrices) with the same eigenvalues and multiplicities [41, 73], and then, one works with these pencils.

Definition 2.11. Let $E(\lambda)$ be an $n \times n$ matrix polynomial. $E(\lambda)$ is called a unimodular matrix polynomial if $\operatorname{det}(E(\lambda))$ is a nonzero constant.

Definition 2.12. Let $P(\lambda)$ be an $n \times n$ matrix polynomial of degree $d \geq 1$ and $L(\lambda)=\mathbf{A}-\lambda \mathbf{B}$ be an $n d \times$ nd matrix pencil. The pencil $L(\lambda)$ is called a linearization of $P(\lambda)$ if there exist unimodular matrix polynomials $E_{1}(\lambda), E_{2}(\lambda)$ such that

$$
\left[\begin{array}{cc}
P(\lambda) & 0 \\
0 & I_{(d-1) n}
\end{array}\right]=E_{1}(\lambda)(\mathbf{A}-\lambda \mathbf{B}) E_{2}(\lambda) .
$$

Some linearizations of matrix polynomials of degree $d$ and size $n \times n$, very useful in practice, are called structured linearizations pencils [104, Definition 2.2] and they have the form as the pencils in Definition 2.13.
Definition 2.13. [104, Definition 2.2] Let $P(\lambda) \in \mathbb{C}[\lambda]^{n \times n}$ be a regular matrix polynomial, i.e., $\operatorname{det}(P(\lambda))$ does not vanish identically, of degree $d \geq 2$ and size $n \times n$. $A d n \times d n$ matrix pencil $L(\lambda)$ of the form

$$
\begin{equation*}
L(\lambda)=\mathbf{A}-\lambda \mathbf{B} \tag{2.5}
\end{equation*}
$$

where

$$
\mathbf{A}=\left[\begin{array}{cccc}
A_{0} & A_{1} & \cdots & A_{d-1}  \tag{2.6}\\
\hline & M \otimes I_{n}
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{llll}
B_{0} & B_{1} & \cdots & B_{d-1} \\
\hline & N \otimes I_{n}
\end{array}\right]
$$

and $A_{i}, B_{i} \in \mathbb{C}^{n \times n}, i=0,1, \ldots, d-1$, and $M, N \in \mathbb{C}^{(d-1) \times d}$, is called a structured linearization pencil of $P(\lambda)$ if the following conditions hold

1) $L(\lambda)$ is a linearization of $P(\lambda)$,
2) $M-\lambda N$ has rank $d-1$ for all $\lambda \in \mathbb{C}$, and
3) $(\mathbf{A}-\lambda \mathbf{B})\left(f(\lambda) \otimes I_{n}\right)=e_{1} \otimes P(\lambda)$ for some function $f: \mathbb{C} \rightarrow \mathbb{C}[\lambda]^{d}, f(\lambda) \neq 0$ for all $\lambda \in \mathbb{C}$, where $e_{1} \in \mathbb{C}^{d}$ is the first vector of the canonical basis of $\mathbb{C}^{d}$.
Throughout this work, the adjective "structured" refers to matrix pencils with the Kronecker structure that appears in (2.6) and it is used for the CORK method [104], and, then, for the R-CORK method [34]. However, in the literature, this adjective can be used to refer other structures or properties related to the matrix polynomial and/or the associated linearization.

The matrices $A_{i}$ and $B_{i}$ that appear in the first block rows in (2.6) are related to the matrix polynomial $P(\lambda)$ and the matrices $M$ and $N$ correspond to the linear relations between the basis functions used in the representation of the matrix polynomial. Some examples for different basis are presented in Table 2.1 [104, Table 1]. Note that in Table 2.1 the function $f(\lambda)=\left[f_{1}(\lambda)^{T}, \ldots, f_{d}(\lambda)\right]^{T}$ satisfies 3) in Definition 2.13 and that $M$ and $N$ do not appear explicitly since they are any two matrices that satisfy 2) in Definition 2.13 and $(M-\lambda N) f(\lambda)=0$ for 3) in Definition 2.13 .

The identity $(\mathbf{A}-\lambda \mathbf{B})\left(f(\lambda) \otimes I_{n}\right)=e_{1} \otimes P(\lambda)$ generalizes the identity used in [73] to define certain vector spaces of linearizations. An important property of structured linearization pencils is that their eigenvectors are closely related to the eigenvectors of the matrix polynomial as we can see in Theorem 2.14.

| (a) Matrix polynomials of degree $d$ |  |  |
| :---: | :---: | :---: |
| Basis | $P(\lambda)$ | Basis functions |
| Monomial | $\sum_{i=0}^{d} \lambda^{i} P_{i}$ | $\lambda^{i}$ |
| Orthogonal | $\sum_{i=0}^{d} p_{i}(\lambda) C_{i}$ | $\begin{aligned} \lambda p_{i}(\lambda)=\alpha_{i} p_{i+1}(\lambda) & +\beta_{i} p_{i}(\lambda)+\gamma_{i} p_{i-1}(\lambda) \\ \text { with } \alpha_{i} & \neq 0, \gamma_{i}>0 \end{aligned}$ |
| Newton | $\sum_{i=0}^{d} n_{i}(\lambda) D_{i}$ | $n_{0}(\lambda):=1, n_{i}(\lambda):=\prod_{k=0}^{i-1}\left(\lambda-\sigma_{k}\right)$ for $i>0$ |
| Lagrange | $\sum_{i=0}^{d} l_{i}(\lambda) F_{i}$ | $\begin{gathered} l_{i}(\lambda):=l(\lambda) \frac{w_{i}}{\lambda-\sigma_{i}}, \\ \text { with } l(\lambda)=\left(\lambda-\sigma_{0}\right)\left(\lambda-\sigma_{1}\right) \cdots\left(\lambda-\sigma_{d}\right) \end{gathered}$ |
| (b) $A_{i}$ and $B_{i}$ for the matrix pencil $\mathbf{A}-\lambda \mathbf{B}$ in the form $\langle 2.6\|$ |  |  |
| Basis | $A_{i}$ | $B_{i}$ |
| Monomial | $P_{i}, i=0,1, \ldots, d-1$ | $\left\{\begin{array}{cl}0 & i<d-1 \\ -P_{d} & i=d-1\end{array}\right.$ |
| Orthogonal | $\left\{\begin{array}{cc}C_{i} & i<d-2 \\ C_{d-2}-\frac{\gamma_{d-1}}{\alpha_{d-1}} C_{d} & i=d-2 \\ C_{d-1}-\frac{\beta_{d-1}}{\alpha_{d-1}} C_{d} & i=d-1\end{array}\right.$ | $\left\{\begin{array}{cl}0 & i<d-1 \\ -\frac{1}{\alpha_{d-1}} C_{d} & i=d-1\end{array}\right.$ |
| Newton | $\left\{\begin{array}{cl}D_{i} & i<d-1 \\ D_{d-1}-\sigma_{d-1} D_{d} & i=d-1\end{array}\right.$ | $\left\{\begin{array}{cl}0 & i<d-1 \\ -D_{d} & i=d-1\end{array}\right.$ |
| Lagrange | $\left\{\begin{array}{cc}\sigma_{i+1} F_{i} & i<d-1 \\ \sigma_{d} F_{d-1}+\sigma_{d-1} \frac{w_{d}}{w_{d-1}} F_{d} & i=d-1\end{array}\right.$ | $\left\{\begin{array}{cc}F_{i} & i<d-1 \\ F_{d-1}+\frac{w_{d}}{w_{d-1}} F_{d} & i=d-1\end{array}\right.$ |
| (c) $f_{i}$ and its linear relations between $\mathbf{A}-\lambda \mathbf{B}$ and $P(\lambda)$ |  |  |
| Basis | $f_{i}(\lambda)$ | Linear relations |
| Monomial | $\lambda^{i}$ | $f_{i+1}(\lambda)=\lambda f_{i}(\lambda)$ |
| Orthogonal | $p_{i}(\lambda)$ | $\alpha_{i} f_{i+1}(\lambda)=\left(\lambda-\beta_{i}\right) f_{i}(\lambda)-\gamma_{i} f_{i-1}(\lambda)$ |
| Newton | $n_{i}(\lambda)$ | $f_{i+1}(\lambda)=\left(\lambda-\sigma_{i}\right) f_{i}(\lambda)$ |
| Lagrange | $-l_{i}(\lambda) /\left(\lambda-\sigma_{i+1}\right)$ | $w_{i}\left(\lambda-\sigma_{i+2}\right) f_{i+1}(\lambda)=w_{i+1}\left(\lambda-\sigma_{i}\right) f_{i}(\lambda)$ |

Table 2.1: Transformation of matrix polynomials of degree $d$ into the form of Definition 2.6

Theorem 2.14. ([104, Corollary 2.4]) Let $L(\lambda)$ be a structured linearization pencil of $P(\lambda)$ as in Definition 2.13 and let $\left(\lambda_{\star}, \mathbf{x}\right)$ be an eigenpair of $L(\lambda)$. Then, the eigenvector $\mathbf{x}$ has the following structure

$$
\mathbf{x}=f\left(\lambda_{\star}\right) \otimes x
$$

where $x \in \mathbb{C}^{n}$ is an eigenvector of $P(\lambda)$ corresponding to $\lambda_{\star}$.
The Kronecker structure of $\mathbf{A}$ and $\mathbf{B}$ in (2.6) can be exploited to factorize the matrix pencil $L(\lambda)$ in (2.5) in a way that allows us to solve efficiently linear systems whose coefficient matrix is $L(\mu)$ for different values of $\mu$. This factorization is introduced in Theorem 2.15 and will be used in the future to perform the shift and
invert step in CORK method, and we will adapt it in order to develop the R-CORK method.

Theorem 2.15. (104, Theorem 2.3]) Let $\mathbf{A}$ and $\mathbf{B}$ be defined by (2.6). Then, for every $\mu \in \mathbb{C}$ there exists a permutation matrix $\mathcal{P} \in \mathbb{C}^{d \times d}$ such that the matrix $\left(M_{1}-\mu N_{1}\right) \in \mathbb{C}^{(d-1) \times(d-1)}$ is invertible with

$$
M=:\left[\begin{array}{ll}
m_{0} & M_{1}
\end{array}\right] \mathcal{P}, \quad N=:\left[\begin{array}{ll}
n_{0} & N_{1}
\end{array}\right] \mathcal{P} .
$$

Moreover, the matrix $L(\mu)$, i.e., the pencil $L(\lambda)$ in (2.5) evaluated at $\mu$, can be factorized as follows

$$
L(\mu)=\mathbf{A}-\mu \mathbf{B}=\mathcal{U}(\mu) \mathcal{L}(\mu)\left(\mathcal{P} \otimes I_{n}\right)
$$

where

$$
\begin{aligned}
\mathcal{L}(\mu) & =\left[\begin{array}{cc}
P(\mu) & 0 \\
\left(m_{0}-\mu n_{0}\right) \otimes I_{n} & \left(M_{1}-\mu N_{1}\right) \otimes I_{n}
\end{array}\right] \\
\mathcal{U}(\mu) & =\left[\begin{array}{cc}
\alpha^{-1} I_{n} & \left(\overline{\mathbf{A}}_{1}-\mu \overline{\mathbf{B}}_{1}\right)\left(\left(M_{1}-\mu N_{1}\right)^{-1} \otimes I_{n}\right) \\
0 & I_{(d-1) n}
\end{array}\right],
\end{aligned}
$$

with the scalar $\alpha=e_{1}^{T} \mathcal{P} f(\mu) \neq 0$ and

$$
\begin{aligned}
& {\left[\begin{array}{llll}
A_{0} & A_{1} & \cdots & A_{d-1}
\end{array}\right]=:\left[\begin{array}{ll}
\bar{A}_{0} & \overline{\mathbf{A}}_{1}
\end{array}\right]\left(\mathcal{P} \otimes I_{n}\right),} \\
& {\left[\begin{array}{llll}
B_{0} & B_{1} & \cdots & B_{d-1}
\end{array}\right]=:\left[\begin{array}{ll}
\bar{B}_{0} & \overline{\mathbf{B}}_{1}
\end{array}\right]\left(\mathcal{P} \otimes I_{n}\right)}
\end{aligned}
$$

### 2.1.3 The rational eigenvalue problem (REP)

In this section, we introduce some basic concepts related with the rational eigenvalue problem

$$
\begin{equation*}
R(\lambda) x=0, \quad x \neq 0 \tag{2.7}
\end{equation*}
$$

where $R(\lambda) \in \mathbb{C}^{n \times n}$ is a regular rational matrix, i.e., $\operatorname{det}(R(\lambda)) \not \equiv 0$, written as

$$
\begin{equation*}
R(\lambda)=P(\lambda)-\sum_{i=1}^{k} \frac{f_{i}(\lambda)}{g_{i}(\lambda)} E_{i}, \tag{2.8}
\end{equation*}
$$

where $P(\lambda) \in \mathbb{C}[\lambda]^{n \times n}$ is a matrix polynomial of degree $d$ in the variable $\lambda, f_{i}(\lambda)$, $g_{i}(\lambda)$ are coprime scalar polynomials of degrees $m_{i}$ and $n_{i}$ respectively, $m_{i}<n_{i}$ and $E_{i} \in \mathbb{C}^{n \times n}$ are constant matrices for $i=1, \ldots, k$. With a slight lack of rigor, we can say that if the matrices $E_{i}$ in (2.8) are linearly independent, then the roots of the denominators $g_{i}(\lambda)$ are the poles of $R(\lambda)$ and that $R(\lambda)$ is not defined in these poles. We emphasize that it is well known that every rational matrix can be written in the form (2.8) [60, 80] (see also [4, Section 2]) and that such form appears naturally in many applications [99].

Definition 2.16. Let $R(\lambda)$ be a regular rational matrix with the structure of (2.8). $A$ scalar $\lambda \in \mathbb{C}$ that is not a pole of $R(\lambda)$ such that

$$
\operatorname{det}(R(\lambda))=0
$$

is referred to as an eigenvalue of $R$ and a corresponding nonzero vector $x$ satisfying (2.7) is called an eigenvector of $R$. The pair $(\lambda, x)$ is referred to as an eigenpair of $R$.

Let us denote the matrix polynomial $P(\lambda)$ of degree $d$ in the variable $\lambda$ as in (2.3)

$$
P(\lambda)=\lambda^{d} P_{d}+\lambda^{d-1} P_{d-1}+\cdots+\lambda P_{1}+P_{0}
$$

where $P_{i} \in \mathbb{C}^{n \times n}, i=0, \ldots, d$ are constant matrices. From now on, we assume the generic condition that the leading coefficient matrix $P_{d}$ is nonsingular in (2.3). As we explained before, we assume that $f_{i}(\lambda)$ and $g_{i}(\lambda)$ in (2.8) are coprime, this is, they do not have common factors, and that the rational functions $\frac{f_{i}(\lambda)}{g_{i}(\lambda)}$ are strictly proper, this is the degree of $f_{i}(\lambda)$ is smaller than the degree of $g_{i}(\lambda)$, for $i=1, \ldots, k$. Under these assumptions, in [99], Su and Bai proposed a linearization to solve the rational eigenvalue problem. With this aim, they first showed that one can find matrices $E$, $F$ of size $n \times s$, and matrices $C, D$ of size $s \times s$ with $s=r_{1} n_{1}+r_{2} n_{2}+\cdots+r_{k} n_{k}$ with $r_{i}=\operatorname{rank}\left(E_{i}\right)$ in (2.8), such that

$$
\begin{equation*}
R(\lambda)=P(\lambda)-E(C-\lambda D)^{-1} F^{T} \tag{2.9}
\end{equation*}
$$

It is important to remark that the representation (2.9) has been previously developed in the literature, also, the manner presented in 99 to express $R(\lambda)$ in the form (2.9) is not the only one, and the interested reader can find more information in 4, 5, 60, 80].

Once the representation (2.9) for the REP is available, the REP $R(\lambda) x=0$ can be linearized according to [99] as follows

$$
\begin{equation*}
(\mathcal{A}-\lambda \mathcal{B}) \mathbf{z}=0 \tag{2.10}
\end{equation*}
$$

where

$$
\mathcal{A}=\left[\begin{array}{cccc|c}
P_{0} & P_{1} & \cdots & P_{d-1} & E  \tag{2.11}\\
0 & \cdots & 0 & -I_{n} & \\
\vdots & . & . & . & \\
0 & -I_{n} & & & \\
\hline F^{T} & & & & C
\end{array}\right], \quad \mathcal{B}=-\left[\begin{array}{llll|l} 
& & & P_{d} & \\
& & I_{n} & & \\
& . & & & \\
I_{n} & & & & \\
\hline & & & -D
\end{array}\right]
$$

and

$$
\mathbf{z}=\left[\begin{array}{c}
x  \tag{2.12}\\
\vdots \\
\lambda^{d-2} x \\
\frac{\lambda^{d-1} x}{y}
\end{array}\right]
$$

Denoting by $\mathbf{A}$ and $\mathbf{B}$ the upper left $n d \times n d$ submatrices of $\mathcal{A}$ and $\mathcal{B}$, we can write $\mathcal{A}-\lambda \mathcal{B}$ as follows

$$
\mathcal{A}-\lambda \mathcal{B}=\left[\begin{array}{c|c}
\mathbf{A}-\lambda \mathbf{B} & e_{1} \otimes E  \tag{2.13}\\
\hline e_{1}^{T} \otimes F^{T} & C-\lambda D
\end{array}\right],
$$

where $e_{1}$ is the first column of $I_{d}$.
It is important to remark that in many applications, the first step in the process above, i.e., transforming (2.8) into (2.9), is not necessary, since the structure (2.9) appears in a natural way. The size of the matrices $\mathcal{A}$ and $\mathcal{B}$ is $n d+s$ and very often, in practice, $s \ll n$ [99].

The precise definition of linearizations for rational matrices can be found in 4 (see also [2]) and requires the mild assumption that $-E(C-\lambda D)^{-1} F^{T}$ is a minimal state-space realization of the strictly proper part of $R(\lambda)$. However, we do not need in this thesis all the developments contained in [4]. Theorem 2.17 summarizes the main results that we need for our work.

Theorem 2.17. ([99, Theorem 3.1]) Let $\lambda \in \mathbb{C}$ be such that $\operatorname{det}(C-\lambda D) \neq 0$. Then the following statements hold:
a) If $\lambda$ is an eigenvalue of the $R E P(2.9)$, then it is an eigenvalue of the $G E P$ (2.10).
b) Let $\lambda$ be an eigenvalue of the GEP (2.10) and $z=\left[z_{1}^{T}, z_{2}^{T}, \cdots, z_{d}^{T}, y^{T}\right]^{T}$ be a corresponding eigenvector, where $z_{i}$ are vectors of length $n$ for $i=1,2, \ldots, d$. Then $z_{1} \neq 0$ and $R(\lambda) z_{1}=0$, namely, $\lambda$ is an eigenvalue of the $R E P$ (2.9) and $z_{1}$ is a corresponding eigenvector. Moreover, the algebraic and geometric multiplicities of $\lambda$ for the REP (2.9) and GEP (2.10) are the same.

### 2.1.4 Some applications of REPs

In this section, we present some representative examples of REPs that arise from different applications.

- Loaded elastic string [14, 94, 99]. The following REP arises from the finite element discretization of a boundary value problem describing the eigenvibration of a string with a load of mass attached by an elastic spring:

$$
\left(A-\lambda B+\frac{\lambda}{\lambda-\sigma} E\right) x=0
$$

where $A$ and $B$ are $n \times n$ real, tridiagonal and symmetric positive definite matrices, $E=e_{n} e_{n}^{T}$, where $e_{n}$ is the last column of the identity matrix of size $n$ and $\sigma>0$ is a parameter.

- Vibration of a fluid-solid structure [4, 74, 76, 99, 108]. In this example, the REP arises from the simulation of mechanical vibrations of fluid-solid structures. It is of the form

$$
\begin{equation*}
\left(A-\lambda B+\sum_{i=1}^{k} \frac{\lambda}{\lambda-\sigma_{i}} E_{i}\right) x=0 \tag{2.14}
\end{equation*}
$$

where the poles $\sigma_{i}, i=1, \ldots, k$ are positive, the $n \times n$ real matrices $A$ and $B$ are nonzero symmetric positive definite and $E_{i}=C_{i} C_{i}^{T}$, where $C_{i} \in \mathbb{R}^{n \times r_{i}}$ has rank $r_{i}$ for $i=1,2, \ldots, k$.

- Damped vibration of a structure [4, 76, 99. This is a REP arising from the free vibrations of a structure if one uses a viscoelastic constitutive relation to describe the behavior of a material. The REP has the form

$$
\begin{equation*}
\left(\lambda^{2} M+K-\sum_{i=1}^{k} \frac{1}{1+b_{i} \lambda} \Delta G_{i}\right) x=0 \tag{2.15}
\end{equation*}
$$

where the $n \times n$ real matrices $M$ and $K$ are symmetric positive definite, $b_{j}$ are relaxation parameters over the $k$ regions, and $\Delta G_{j}$ is an assemblage of element stiffness matrices over the region with the distinct relaxation parameters.

## - Approximation of NLEPs by REPs [45, 46]. Consider the NLEP

$$
\begin{equation*}
A(\lambda) x=0, \tag{2.16}
\end{equation*}
$$

where $\lambda \in \Sigma$ with a compact target set $\Sigma \subset \mathbb{C}, x \in \mathbb{C}^{n} \backslash\{0\}$, and a family of matrices $A(\lambda): \Sigma \rightarrow \mathbb{C}^{n \times n}$ depending analytically on $\lambda$, i.e., each component of $A(\lambda)$ is an analytic function of $\lambda$. In order to solve the NLEP (2.16), the matrix $A(\lambda)$ is approximated by a rational function $R_{N}(\lambda)$, resulting in a REP. The approximation is constructed with a linear rational interpolation procedure.
Given a sequence of interpolation nodes $\sigma_{0}, \sigma_{1}, \ldots$, and another sequence of nonzero poles $\xi_{1}, \xi_{2}, \ldots$, the sequence of rational basis functions

$$
b_{j}(\lambda)=\frac{1}{\beta_{0}} \prod_{k=1}^{j} \frac{\lambda-\sigma_{k-1}}{\beta_{k}\left(1-\lambda / \xi_{k}\right)}, \quad \text { for } j=0,1, \ldots
$$

is considered, where $\beta_{0}, \beta_{1}, \ldots$, are nonzero scaling parameters. Then, a sequence of matrices $D_{j} \in \mathbb{C}^{n \times n}, j=0,1, \ldots$, is constructed such that for each $N=0,1, \ldots$, the rational eigenvalue problem

$$
R_{N}(\lambda)=b_{0}(\lambda) D_{0}+b_{1}(\lambda) D_{1}+\cdots+b_{N}(\lambda) D_{N}
$$

interpolates $A(\lambda)$ in Hermite's sense, i.e., counting multiplicities, at the nodes $\sigma_{0}, \sigma_{1}, \ldots, \sigma_{N}$. The matrices $D_{j}$ are called rational divided difference matrices and they can be computed, when all the interpolation nodes $\sigma_{j}$ are distinct, by the recursion

$$
D_{j}=\frac{A\left(\sigma_{j}\right)-b_{0}\left(\sigma_{j}\right) D_{0}-\cdots-b_{j-1}\left(\sigma_{j}\right) D_{j-1}}{b_{j}\left(\sigma_{j}\right)}=\frac{A\left(\sigma_{j}\right)-R_{j-1}\left(\sigma_{j}\right)}{b_{j}\left(\sigma_{j}\right)}
$$

### 2.2 Basics on Krylov methods

In this section, we introduce some basic concepts on Krylov methods. We start in Section 2.2 .1 with the well-known Arnoldi method and its shift-and-invert variant [86] and we present in Section 2.2 .2 the rational Krylov procedure [82, 83]. As we mentioned in Chapter 1, in 1.1), a Krylov subspace is a vector subspace of the form

$$
\mathcal{K}_{m}\left(A, v_{1}\right)=\operatorname{span}\left\{v_{1}, v_{2}, v_{3}, \ldots, v_{m}\right\}, \quad v_{i+1}=A v_{i}, \text { for } i=1, \ldots, m-1
$$

where $A \in \mathbb{C}^{n \times n}$ and $v_{1} \in \mathbb{C}^{n}$. These methods are used for solving, for example, matrix equations and matrix eigenvalue problems, and, in this section, we will focus on the latter.

### 2.2.1 The Arnoldi method

One of the most important method based on Krylov subspaces is the Arnoldi method. This procedure was introduced in 1951 [7] as a way to reduce a dense matrix into Hessenberg form. Arnoldi introduced this method precisely in this manner and he suspected that his process could approximate some eigenvalues if stopped before completion, which is the way is currently used. The procedure starts building an orthogonal basis of the Krylov subspace $\mathcal{K}_{m}\left(A, v_{1}\right)$. The classical Arnoldi method is presented in Algorithm 2.1, which computes an orthonormal basis of a Krylov subspace. Algorithm 2.1 is combined in Algorithm 2.2 with the computation of Ritz pairs for getting approximations of certain eigenvalues of $A$.

It is important to remark that Algorithm 2.1 is based on the classical GramSchmidt (CGS) orthogonalization process. The reader can see that a new vector $\hat{v}$ is constructed and then orthogonalized against all the previous $v_{i}$ vectors in each step.

Note that in step 2 of Algorithm 2.1, we have used MATLAB notation for submatrices through block indices. From now on, we introduce the standard notation

$$
\begin{equation*}
h_{j}:=H_{j}(1: j, j), \quad \underline{h}_{j}:=\underline{H}_{j}(1: j+1, j) . \tag{2.17}
\end{equation*}
$$

to define the Hessenberg matrices $H_{j}$ and $\underline{H}_{j}$, respectively, obtained by the Arnoldi method.

```
Algorithm 2.1 Classical Arnoldi method
Input: \(A \in \mathbb{C}^{n \times n}\) and a unit vector \(v_{1} \in \mathbb{C}^{n}\).
Output: The matrix \(V_{m+1}\) whose columns are an orthonormal basis for \(\mathcal{K}_{m+1}\left(A, v_{1}\right)\)
    and the Hessenberg matrix \(H_{m}\) in Proposition 2.20.
    Initialize \(V_{1}=\left[v_{1}\right]\).
    for \(j=1,2, \ldots, m\) do
        1. Perform matrix-vector multiplication \(\hat{v}=A v_{j}\).
        2. Compute \(h_{j}=V_{j}^{*} \hat{v}\), where \(h_{j}=H_{j}(1: j, j)\).
        3. Compute \(\tilde{v}=\hat{v}-V_{j} h_{j}\).
        4. Compute the coefficient \(h_{j+1, j}=\|\tilde{v}\|_{2}\).
        if \(h_{j+1, j}=0\) then
        stop the procedure
        end if
        5. Compute the next vector \(v_{j+1}=\frac{1}{h_{j+1, j}} \tilde{v}\).
        6. Update \(V_{j+1}=\left[\begin{array}{ll}V_{j} & v_{j+1}\end{array}\right]\).
    end for
```

Proposition 2.18. ([86], Proposition 6.5]) The vectors $v_{1}, v_{2}, \ldots, v_{m}$ obtained by Algorithm 2.1 form an orthonormal basis of the subspace $\mathcal{K}_{m}\left(A, v_{1}\right)$.

Remark 2.19. Since the classical Arnoldi method is based on the classical GramSchmidt process, it is natural to think that this procedure can be implemented in different ways. There are several alternatives to implement the Arnoldi process, for example, the modified Gram-Schmidt process (MGS) can be used instead of CGS, and then the modified Arnoldi method is obtained [86, Section 6.2]. There is no difference in exact arithmetic between CGS and MGS, both algorithms produce the same orthonormal basis, however, the formulation for the modified Arnoldi method is numerically superior than the classical Arnoldi method because (as occurs for MGS with respect to CGS) with the classical Arnoldi method, the created basis $\left\{v_{i}\right\}_{i=1}^{m}$ loses orthogonality in finite arithmetic. However, if the reorthogonalization technique is applied, both CGS and MGS algorithms will have a similar performance. Therefore, in practice, it is enough to apply CGS algorithm with reorthogonalization for the Arnoldi procedure (as in ARPACK [67]), and here, by reorthogonalization, we refer to repeat the Gram-Schmidt algorithm one more time. A summary for this technique and its rounding error analysis can be found in [1, 24, 40].

Another alternative is to perform the Arnoldi method via Householder QR (HQR) algorithm [86, Section 6.2]. HQR is the best of the three options to produce the basis $\left\{v_{i}\right\}_{i=1}^{m}$ with high orthogonality, but it is also computationally more expensive.

An important result obtained from the Arnoldi process is the well-known Arnoldi recurrence relation. This relation is summarized in Proposition 2.20 .

Proposition 2.20. ([86, Proposition 6.6]) Denote by $V_{m}$ the $n \times m$ matrix with
columns vectors $v_{1}, v_{2}, \ldots, v_{m}$ obtained by Algorithm 2.1 and by $H_{m}$ the $m \times m$ Hessenberg matrix (2.17) whose nonzero entries are defined by Algorithm 2.1. Then the following relations hold:

$$
\begin{align*}
A V_{m} & =V_{m} H_{m}+h_{m+1, m} v_{m+1} e_{m}^{T}  \tag{2.18}\\
V_{m}^{*} A V_{m} & =H_{m} \tag{2.19}
\end{align*}
$$

where $e_{m}$ represents the m-th column of $I_{m}$.
In Algorithm 2.1, if $h_{j+1, j}=0$ occurs, then the norm of $\tilde{v}$ vanishes at some step $j$. In this situation, the vector $v_{j+1}$ can not be computed and Algorithm 2.1 stops. In this case, we say that the algorithm breaks down. Proposition 2.22 determines the conditions under which this situation occurs.

Definition 2.21. The minimal polynomial of a vector $v \in \mathbb{C}^{n}$ associated to $A \in$ $\mathbb{C}^{n \times n}$ is the nonzero monic polynomial $p$ of lowest degree such that $p(A) v=0$.

Proposition 2.22. [86, Proposition 6.7] The Arnoldi algorithm breaks down at step $j$ (i.e., $\tilde{v}=0$ in step 3 of Algorithm 2.1) if and only if the minimal polynomial of $v_{1}$ associated to $A$ is of degree $j$. Moreover, in this case the subspace $\mathcal{K}_{j}\left(A, v_{1}\right)$ is invariant for $A$ and the approximate eigenvalues and eigenvectors computed in Algorithm 2.2 are exact.

For simplicity, it is assumed in this chapter that breakdown does not occur in the Arnoldi method for all $j=1, \ldots, m$, and, in this case, the matrix $\underline{H}_{j}$ is unreduced. In each iteration of the Arnoldi method, we can compute $j$ approximate eigenvalues and eigenvectors of $A$ by solving the small eigenvalue problem

$$
\begin{equation*}
H_{j} t_{i}=\lambda_{i} t_{i}, \quad i=1, \ldots, j, \tag{2.20}
\end{equation*}
$$

where $H_{j}$ is the $j \times j$ upper Hessenberg matrix obtained by removing the last row of $\underline{H}_{j}$. Then, we call $\left(\lambda_{i}, x_{i}=V_{j} t_{i}\right)$ a Ritz pair of $A$. It is necessary to emphasize that the vectors $x_{i}$ are not computed in each iteration, because this would be a very expensive step, since $V_{j}$ is a large dense matrix.

Another important aspect to analyze is a convergence criterion. Since we are projecting our problem into a problem of smaller dimension, it is natural to expect the existence of an inexpensively way to compute the residual norm. For most of the Krylov methods, a cheap residual norm can be computed, and particularly, for the Arnoldi method, this result is summarized in Proposition 2.23 .

Proposition 2.23. [86, Proposition 6.8] Let $H_{j}$ be the upper $j \times j$ Hessenberg matrix obtained by the Arnoldi method in Algorithm 2.1 after $j$ iterations and by removing the last row of $\underline{H}_{j}$. Let $t_{i}$ be an eigenvector of $H_{j}$ associated with the eigenvalue $\lambda_{i}$ and $x_{i}$ the Ritz approximate eigenvector of $A$ with $x_{i}=V_{j} t_{i}$. Then,

$$
\left(A-\lambda_{i} I_{n}\right) x_{i}=h_{j+1, j} e_{j}^{*} t_{i} v_{j+1},
$$

and, therefore,

$$
\begin{equation*}
\left\|\left(A-\lambda_{i} I_{n}\right) x_{i}\right\|_{2}=h_{j+1, j}\left|e_{j}^{*} t_{i}\right| . \tag{2.21}
\end{equation*}
$$

Proposition 2.23 states that the residual norm is equal to the modulus of the last component of the eigenvector $t_{i}$ multiplied by $h_{j+1, j}$. This residual norm brings a helpful and inexpensive way to derive a stopping criterion. The Arnoldi method to compute approximate eigenvalues of a matrix $A$ is presented in Algorithm 2.2.

```
Algorithm 2.2 Arnoldi method for solving SEPs
Input: \(A \in \mathbb{C}^{n \times n}\) and a unit vector \(v_{1} \in \mathbb{C}^{n}\).
Output: A matrix \(V_{m+1}\) whose columns form an orthonormal basis for \(\mathcal{K}_{m+1}\left(A, v_{1}\right)\)
    and the Ritz pairs \((\lambda, x)\) of \(A\) corresponding to \(\mathcal{K}_{m}\left(A, v_{1}\right)\).
    Initialize \(V_{1}=\left[v_{1}\right]\).
    for \(j=1,2, \ldots, m\) do
        1. Perform Algorithm 2.1 until step 5 obtaining \(h_{j}\) and \(v_{j+1}\).
        2. Compute the eigenpairs \(\left(\lambda_{i}, t_{i}\right)\) of \(H_{j}\) and test for convergence (2.21).
        3. Update \(V_{j+1}=\left[\begin{array}{ll}V_{j} & v_{j+1}\end{array}\right]\).
    end for
    4. Compute the eigenvectors \(x_{i}=V_{j} t_{i}\).
```

The Arnoldi method tends to produce good approximations of the eigenvalues of $A$ with largest absolute values, then it can be improved by introducing the idea of shift-and-invert. Suppose we must compute the $p$ eigenvalues of $A$ closest to $\theta \in \mathbb{C}$. In order to obtain the required eigenvalues, a Krylov subspace for $\left(A-\theta I_{n}\right)^{-1}$ is constructed and denoted by $\mathcal{K}_{m}\left(A, v_{1}, \theta\right)$, where

$$
\begin{equation*}
\mathcal{K}_{m}\left(A, v_{1}, \theta\right):=\operatorname{span}\left\{v_{1},\left(A-\theta I_{n}\right)^{-1} v_{1},\left(A-\theta I_{n}\right)^{-1} v_{2}, \ldots,\left(A-\theta I_{n}\right)^{-1} v_{m-1}\right\}, \tag{2.22}
\end{equation*}
$$

$A \in \mathbb{C}^{n \times n}$ and $v_{i+1}=\left(A-\theta I_{n}\right)^{-1} v_{i}$, for $i=1, \ldots, m-1$. The shift-and-invert Arnoldi algorithm is detailed in Algorithm 2.3. Note that for the shift-and-invert Arnoldi process it is necessary to solve a linear system of size $n$ in step 1 of Algorithm 2.3, usually by a LU decomposition. Since the shift $\theta$ is fixed, the LU decomposition is computed just once at the beginning. The remaining steps proceed as the Arnoldi method.

Several techniques can be implemented to improve the Arnoldi method. When $m$ gets large, the storage cost and computational cost of the orthogonalization of the Arnoldi method can become unacceptably high. For this reason, some form of reduction of the basis is desirable. To achieve this goal, different techniques have been developed. The most important one is called implicit restarting and it appeared for the first time in [95]. That implementation of implicit restarting uses QR steps to reduce the basis and throw away a part of the spectrum we are not interested in. A different way to reduce the subspace dimension is purging [96]. Here, the idea is: first, consider the Schur factorization of $H_{m}$ and then purge the undesired part of

```
Algorithm 2.3 Shift-and-invert Arnoldi method
Input: \(A \in \mathbb{C}^{n \times n}\), a unit vector \(v_{1} \in \mathbb{C}^{n}\) and a shift \(\theta \in \mathbb{C}\).
Output: The matrix \(V_{m+1}\) whose columns are an orthonormal basis for \(\mathcal{K}_{m}\left(A, v_{1}, \theta\right)\)
    and the corresponding Hessenberg matrix \(H_{m}\).
    Initialize \(V_{1}=\left[v_{1}\right]\).
    for \(j=1,2, \ldots, m\) do
        1. Compute \(\hat{v}=\left(A-\theta I_{n}\right)^{-1} v_{j}\) by solving a linear system.
        2. Compute \(h_{j}=V_{j}^{*} \hat{v}\).
        3. Compute \(\tilde{v}=\hat{v}-V_{j} h_{j}\).
        4. Compute \(h_{j+1, j}=\|\tilde{v}\|_{2}\).
        if \(h_{j+1, j}=0\) then
        stop the procedure
        end if
        5. Compute the next vector \(v_{j+1}=\frac{1}{h_{j+1, j}} \tilde{v}\).
        6. Update \(V_{j+1}=\left[\begin{array}{ll}V_{j} & v_{j+1}\end{array}\right]\).
    end for
```

this factorization. Finally, another technique is locking [57]. The idea of locking is to set some small elements explicitly to zero assuming that the Schur vectors are exact. These techniques can be implemented in methods based on the Arnoldi method (or the rational Krylov method) by adapting the procedure to the representation of the Krylov vectors.

Finally, the Arnoldi method can be improved in order to solve GEPs instead of SEPs and also, several shifts can be incorporated instead of just one. These improvements are developed in the rational Krylov method, which is presented in the next section.

### 2.2.2 The classical rational Krylov method

We revise in this section the rational Krylov method (RKS) for GEPs since the algorithm R-CORK presented in this PhD Thesis is based on this method. The rational Krylov method [82, 83] is a generalization for computing eigenvalues of matrices and of matrix pencils of the shift-and-invert Arnoldi method. The main differences between these methods are basically two: in rational Krylov methods we can change the shift $\theta_{j}$ at each iteration instead of fixing the shift as in the shift-and-invert Arnoldi method. Also, the information of the approximate eigenvalues is contained in two upper Hessenberg matrices $\underline{H}_{j}$ and $\underline{K}_{j}$ instead of in only one matrix. In Algorithm 2.4 we present a basic pseudocode of the rational Krylov method that summarizes its main steps and guides the developments in the rest of this subsection, which are a very brief sketch of the rational Krylov method. The reader can find more details in [82, 83, 104]. This method produces an orthonormal

```
Algorithm 2.4 Rational Krylov method for solving GEPs
Input: \(A\) and \(B\) square matrices of size \(n\) and an initial vector \(u_{1}\) with \(\left\|u_{1}\right\|_{2}=1\).
Output: The matrix \(U_{m+1}\) whose columns are an orthonormal basis of
    \(\mathcal{K}_{m+1}\left(A, B, u_{1}, \theta_{1, \ldots, m}\right)\), and the Ritz pairs \((\lambda, x)\) of \(A-\lambda B\), corresponding to
    the rational Krylov subspace \(\mathcal{K}_{m}\left(A, B, u_{1}, \theta_{1, \ldots, m-1}\right)\).
    Initialize \(U_{1}=\left[u_{1}\right]\).
    for \(j=1,2, \ldots, m\) do
        1. Choose the shift \(\theta_{j}\).
        2. Set the continuation combination \(z_{j}\).
        3. Compute \(\hat{u}=\left(A-\theta_{j} B\right)^{-1} B w_{j}\), where \(w_{j}=U_{j} z_{j}\).
        4. Compute \(h_{j}=U_{j}^{*} \hat{u}\).
        5. Compute \(\tilde{u}=\hat{u}-U_{j} h_{j}\).
        6. Get the new vector \(u_{j+1}=\tilde{u} / h_{j+1, j}\) with \(h_{j+1, j}=\|\tilde{u}\|_{2}\).
        7. Update \(U_{j+1}=\left[\begin{array}{ll}U_{j} & u_{j+1}\end{array}\right]\).
        8. Compute the eigenpairs \(\left(\lambda_{i}, t_{i}\right)\) of \((2.27)\) and test for convergence.
    end for
        9. Compute the eigenvectors \(x_{i}=U_{j+1} \underline{H}_{j} t_{i}, i=1, \ldots, j\).
```

basis for the subspace

$$
\begin{equation*}
\mathcal{K}_{m}\left(A, B, u_{1}, \theta_{1, \ldots, m-1}\right):=\operatorname{span}\left\{u_{1},\left(A-\theta_{1} B\right)^{-1} B w_{1}, \ldots,\left(A-\theta_{m-1} B\right)^{-1} B w_{m-1}\right\} \tag{2.23}
\end{equation*}
$$

with $A, B \in \mathbb{C}^{n \times n}, u_{1} \in \mathbb{C}^{n}$ and $w_{i}=U_{i} z_{i}$, for $i=1,2, \ldots, m-1$, where $w_{i}$ is called a continuation vector, and $U_{i}$ denotes the matrix formed by the vectors $u_{i}$, this is,

$$
U_{i}=\left[\begin{array}{llll}
u_{1} & u_{2} & \ldots & u_{i} \tag{2.24}
\end{array}\right] \in \mathbb{C}^{n \times i}
$$

where $u_{i+1}=\left(A-\theta_{i} B\right)^{-1} B w_{i}$ for $i=1,2, \ldots, m-1$ and $z_{i} \in \mathbb{C}^{i}$. Usually, the vector $z_{i}$ is chosen as the canonical vector $e_{i}$, and then $w_{i}=u_{i}$.

Remark 2.24. Note that the Krylov vectors in Algorithm 2.4 are represented by $u_{j}$, whereas that the Krylov vectors for Arnoldi are represented as $v_{j}$ in Algorithm 2.1. From now on, we will represent by $v_{j}$ the Krylov vectors obtained by the Arnoldi method (or its variants) and by $u_{j}$ the Krylov vectors obtained by the rational Krylov method (or its variants).

By using the equalities for $\hat{u}$ and $\tilde{u}$ from steps 3 and 5 in Algorithm 2.4 we obtain at the $i$-th iteration:

$$
\left(A-\theta_{i} B\right)^{-1} B w_{i}=U_{i+1} \underline{h}_{i},
$$

with $\underline{h}_{i}=\left[\begin{array}{ll}h_{i}^{*} & h_{i+1, i}^{*}\end{array}\right]^{*}$. After $j$ steps of the rational Krylov method, we obtain the classic rational Krylov recurrence relation [83]:

$$
\begin{equation*}
A U_{j+1} \underline{H}_{j}=B U_{j+1} \underline{K}_{j}, \tag{2.25}
\end{equation*}
$$

where $\underline{H}_{j}, \underline{K}_{j} \in \mathbb{C}^{(j+1) \times j}$ are upper Hessenberg matrices and

$$
\begin{equation*}
\underline{K}_{j}=\underline{H}_{j} \operatorname{diag}\left(\theta_{1}, \theta_{2}, \ldots, \theta_{j}\right)+\underline{Z}_{j} . \tag{2.26}
\end{equation*}
$$

with the triangular matrix

$$
\underline{Z}_{j}=\left[\begin{array}{cccc}
z_{1} & z_{2} & \ldots & z_{j} \\
0_{j \times 1} & 0_{(j-1) \times 1} & \ldots & 0_{1 \times j}
\end{array}\right]
$$

built up from the continuation combinations used in step 2 in Algorithm 2.4 .
For simplicity, we assume that breakdowns do not occur in the rational Krylov method, this is, $h_{j+1, j} \neq 0$ for all $j=1, \ldots, m$, and in this case the upper Hessenberg matrix $\underline{H}_{j}$ is unreduced. We can approximate in each iteration of Algorithm 2.4 the corresponding $j$ eigenvalues and eigenvectors of the pencil $A-\lambda B$ by solving the small generalized eigenvalue problem:

$$
\begin{equation*}
K_{j} t_{i}=\lambda_{i} H_{j} t_{i}, \quad t_{i} \neq 0 \tag{2.27}
\end{equation*}
$$

where $H_{j}$ and $K_{j}$ are the $j \times j$ upper Hessenberg matrices obtained by removing the last rows of $\underline{H}_{j}$ and $\underline{K}_{j}$, respectively. Then, we call $\left(\lambda_{i}, x_{i}=U_{j+1} \underline{H}_{j} t_{i}\right)$ a Ritz pair of $(A, B)$. We emphasize that the approximate eigenvectors $x_{i}$ are not computed in each iteration, since this would be very expensive, and that the test for convergence in step 8 of Algorithm 2.4 can be performed in an inexpensive way by using only the small vectors $t_{i}$, as it is done in most Krylov methods.

### 2.3 Krylov methods for quadratic eigenvalue problems

In this section, we introduce three Krylov methods to solve the quadratic eigenvalue problem (QEP):

$$
\begin{equation*}
\left(\lambda^{2} M+\lambda C+K\right) x=0, \quad x \neq 0 \tag{2.28}
\end{equation*}
$$

where $M, C$, and $K$ are square, large-scale and sparse matrices of size $n \times n$ and $x$ is an eigenvector of size $n$. These methods are presented in three subsections.

In Section 2.3.1 we introduce the SOAR method [8, which projects the QEP (2.28) into a QEP of smaller size, and then solves the reduced problem via linearization. It is important to remark that the SOAR method considers the matrices $M, C$ and $K$ as real matrices, and it computes a real Krylov subspace. However, since sometimes, the matrices $M, C$ and $K$ arise from applications as the Fourier transformation of the spatial discretization by finite elements of the equation of motion, it is natural to consider these matrices with complex entries. The other methods described in this section, i.e., Q-Arnoldi and TOAR, construct complex Krylov subspaces to solve the problem (2.28) for complex $M, C$, and $K$.

In Section 2.3.2 the Q-Arnoldi method [75] is summarized. In this procedure, a new representation for the Krylov vectors of a linearization of the large QEP is presented, resulting in a memory saving method. However, this representation makes the algorithm potentially unstable, and this instability disappears with the representation for the Krylov vectors given in the TOAR method [100, 71], which is presented in Section 2.3.3. Both Q-Arnoldi and TOAR can be generalized for PEPs of any degree, and we will discuss about this in Section 2.4. It is important to remark than SOAR, Q-Arnoldi, and TOAR follow the spirit of the Arnoldi method. From now on, we assume that the leading coefficient $M$ in 2.28 is nonsingular. Also, since both Q-Arnoldi and TOAR are often interested in solving the QEP (2.28) for small eigenvalues, we assume that the matrix $K$ is invertible.

Since both SOAR and Q-Arnoldi are potentially unstable, the TOAR method is preferred in the literature for solving QEPs. The key idea of a compact representation for the Krylov vectors results in a numerically stable and memory saving procedure which can be generalized for PEPs (see Section 2.4) and REPs (see Chapter (4).

### 2.3.1 The SOAR method

In order to introduce the second-order Arnoldi method (SOAR) it is necessary to define a $m$-th second order Krylov subspace.

Definition 2.25. Let $A$ and $B$ be square matrices of size $n \times n$ and let $u$ be $a$ nonzero vector of size $n$. Then, the sequence

$$
\begin{equation*}
r_{0}, r_{1}, \ldots, r_{m-1} \tag{2.29}
\end{equation*}
$$

where

$$
\begin{align*}
r_{0} & =u, \quad r_{1}=A r_{0} \\
r_{j} & =A r_{j-1}+B r_{j-2} \quad \text { for } 2 \leq j \leq m-1 \tag{2.30}
\end{align*}
$$

is called a second-order Krylov sequence based on $A, B$, and $u$. The space

$$
\mathcal{G}_{m}(A, B, u)=\operatorname{span}\left\{r_{0}, r_{1}, \ldots, r_{m-1}\right\}
$$

is called an m-th second order Krylov subspace.
Remark 2.26. The subspace $\mathcal{G}_{m}(A, B, u)$ generalizes the standard Krylov subspace $\mathcal{K}_{m}(A, u)$ in the way that when $B$ is a zero matrix, the second-order Krylov subspace is a standard Krylov subspace, this is,

$$
\mathcal{G}_{m}\left(A, 0_{n}, u\right)=\mathcal{K}_{m}(A, u)
$$

Note that the $j$-th vector $r_{j}$ defined in (2.30) can be written as

$$
r_{j}=p_{j}(A, B) u
$$

where $u$ is the starting vector and $p_{j}(\alpha, \beta)$ are polynomials in $\alpha$ and $\beta$, defined by the recurrence

$$
p_{j}(\alpha, \beta)=\alpha p_{j-1}(\alpha, \beta)+\beta p_{j-2}(\alpha, \beta),
$$

with $p_{0}(\alpha, \beta)=1$ and $p_{1}(\alpha, \beta)=\alpha$. As we mentioned in Section 2.1.2, the problem (2.28) can be converted into an equivalent GEP

$$
\begin{equation*}
\mathbf{A}_{S} \mathbf{y}=\lambda \mathbf{B}_{S} \mathbf{y} \tag{2.31}
\end{equation*}
$$

with

$$
\mathbf{A}_{S}=\left[\begin{array}{cc}
-C & -K  \tag{2.32}\\
I_{n} & 0
\end{array}\right], \quad \mathbf{B}_{S}=\left[\begin{array}{cc}
M & 0 \\
0 & I_{n}
\end{array}\right], \quad \mathbf{y}=\left[\begin{array}{c}
\lambda x \\
x
\end{array}\right]
$$

and also, the equation (2.31) can be solved as the standard eigenvalue problem

$$
\begin{equation*}
\mathbf{G}_{S} \mathbf{y}=\lambda \mathbf{y} \tag{2.33}
\end{equation*}
$$

where

$$
\mathbf{G}_{S}=\mathbf{B}_{S}^{-1} \mathbf{A}_{S}=\left[\begin{array}{cc}
-M^{-1} C & -M^{-1} K  \tag{2.34}\\
I_{n} & 0
\end{array}\right]
$$

For simplicity, consider

$$
A_{S}:=-M^{-1} C, \quad B_{S}:=-M^{-1} K, \quad \text { and } \mathbf{u}=\left[\begin{array}{ll}
u_{1}^{T} & 0_{n \times 1}^{T} \tag{2.35}
\end{array}\right]^{T}
$$

with $u_{1} \in \mathbb{R}^{n}$, then we can derive immediately that, the second-order Krylov vectors $r_{j}$ associated to $\mathcal{G}_{m}\left(A_{S}, B_{S}, u_{1}\right)$ defined in 2.29), and the standard Krylov vectors $\left(\mathbf{G}_{S}\right)^{j} \mathbf{u}$ associated to $\mathcal{K}_{m}\left(\mathbf{G}_{s}, \mathbf{u}\right)$ of length $2 n$ are related as follows:

$$
\left[\begin{array}{c}
r_{j} \\
r_{j-1}
\end{array}\right]=\left(\mathbf{G}_{S}\right)^{j} \mathbf{u}, \quad \text { for } j \geq 1
$$

By this representation, we can conclude that the generalized Krylov sequence $r_{j}$ defines the entire standard Krylov sequence based on $\mathbf{G}_{S}$ and $\mathbf{u}$. For this reason, the authors of [8] preferred to work with the subspace $\mathcal{G}_{j}\left(A_{S}, B_{S}, u_{1}\right) \in \mathbb{R}^{n}$ instead of $\mathcal{K}_{j}\left(\mathbf{G}_{S}, \mathbf{u}\right) \in \mathbb{R}^{2 n}$, since the vectors in $\mathcal{G}_{j}\left(A_{S}, B_{S}, u_{1}\right)$ have smaller size than those in $\mathcal{K}_{j}\left(\mathbf{G}_{S}, \mathbf{u}\right)$. In order to develop a practical method, the authors of [8] created the SOAR procedure, which constructs an orthonormal basis $\left\{q_{1}, q_{2}, \ldots, q_{j}\right\}$ for $\mathcal{G}_{j}\left(A_{S}, B_{S}, u_{1}\right)$. The SOAR procedure is presented in Algorithm 2.5. Note that the matrices $A_{S}$ and $B_{S}$ defined in 2.35 that appear in step 3 of Algorithm 2.5 are not constructed explicitly. The vector $\hat{q}$ in step 3 of Algorithm 2.5 is computed first by multiplying by the matrices $C$ and $K$ and then, a linear system that involves the matrix $M$ is solved. Lemma 2.27 proves that Algorithm 2.5 generates an orthonormal basis of the second-order Krylov subspace $\mathcal{G}_{j}\left(A_{S}, B_{S}, u_{1}\right)$.

Lemma 2.27. [8, Theorem 2.3] Let $Q_{j}$ be the matrix obtained in Algorithm 2.5, with $Q_{j}=\left[q_{1} q_{2} \cdots q_{j}\right]$. If $h_{j+1, j} \neq 0$ in Algorithm 2.5 then the columns of $Q_{j}$ form an orthonormal basis of the second-order Krylov subspace $\mathcal{G}_{j}\left(A_{S}, B_{S}, u_{1}\right)$, i.e.,

$$
\operatorname{span}\left\{Q_{j}\right\}=\mathcal{G}_{j}\left(A_{S}, B_{S}, u_{1}\right)
$$

```
Algorithm 2.5 SOAR procedure
Input: Coefficient matrices \(M, C, K \in \mathbb{R}^{n \times n}\) that define \(P(\lambda)\) in (2.28) and \(u_{1} \in \mathbb{R}^{n}\),
    with \(u_{1} \neq 0\).
Output: The matrix \(Q_{m+1}\) whose columns are an orthonormal basis for
    \(\mathcal{G}_{m+1}\left(A_{S}, B_{S}, u_{1}\right)\) with \(A_{S}\) and \(B_{S}\) defined as in (2.35).
    1. Normalize \(q_{1}=u_{1} /\left\|u_{1}\right\|_{2}\), and initialize \(Q_{1}=\left[q_{1}\right]\).
    2. Set \(p_{1}=0_{n \times 1}\), and initialize \(P_{1}=\left[p_{1}\right]\).
    for \(j=1,2, \ldots, m\) do
        3. Compute \(\hat{q}=A_{S} q_{j}+B_{S} p_{j}\) as \(\hat{q}=-M^{-1}\left(C q_{j}+K p_{j}\right)\).
        4. Set \(\hat{p}=q_{j}\).
        5. Compute \(h_{j}=Q_{j}^{T} \hat{q}\).
        6. Compute \(\tilde{q}=\hat{q}-Q_{j} h_{j}\).
        7. Compute \(\tilde{p}=\hat{p}-P_{j} h_{j}\).
        8. Compute \(h_{j+1, j}=\|\tilde{q}\|_{2}\).
        if \(h_{j+1, j}=0\) then
            stop the procedure
        end if
        10. Compute the new vectors \(q_{j+1}=\tilde{q} / h_{j+1, j}, p_{j+1}=\tilde{p} / h_{j+1, j}\).
        11. Update \(Q_{j+1}=\left[\begin{array}{ll}Q_{j} & q_{j+1}\end{array}\right], P_{j+1}=\left[\begin{array}{ll}P_{j} & p_{j+1}\end{array}\right]\).
    end for
```

Some basic relations between the matrices produced by Algorithm 2.5 can be considered in order to develop a memory saving SOAR process. If $P_{j}, Q_{j} \in \mathbb{R}^{n \times j}$ denote the matrices with column vectors $p_{1}, \ldots, p_{j}$ and $q_{1}, \ldots, q_{j}$, respectively, where $p_{i}, q_{i} \in \mathbb{R}^{n}$ for $i=1, \ldots, j$, and $\underline{H}_{j} \in \mathbb{R}^{(j+1) \times j}$ denotes the upper Hessenberg matrix defined in the algorithm, the following relations hold

$$
\begin{align*}
A_{S} Q_{j}+B_{S} P_{j} & =Q_{j+1} \underline{H}_{j}  \tag{2.36}\\
Q_{j} & =P_{j+1} \underline{H}_{j} \tag{2.37}
\end{align*}
$$

Equations (2.36)-(2.37) can be written in the compact form

$$
\left[\begin{array}{cc}
A_{s} & B_{s}  \tag{2.38}\\
I & 0
\end{array}\right]\left[\begin{array}{l}
Q_{j} \\
P_{j}
\end{array}\right]=\left[\begin{array}{l}
Q_{j+1} \\
P_{j+1}
\end{array}\right] \underline{H}_{j} .
$$

Relations (2.36)-(2.37) allow to develop a SOAR procedure that reduces the memory cost by almost half.

From now on, some MATLAB notation will be used. Note that, by (2.37) and nothing that $p_{1}=0$ in Algorithm 2.5, we have

$$
Q_{j}=P_{j+1} \underline{H}_{j}=P_{j+1}(:, 2: j+1) \underline{H}_{j}(": j+1,1: j)
$$

Then, (2.36) can be rewritten as

$$
\begin{equation*}
A_{s} Q_{j}+B_{s} Q_{j} S_{j}=Q_{j} \underline{H}_{j} \tag{2.39}
\end{equation*}
$$

where $S_{j}$ is an $j \times j$ strictly upper triangular matrix of the form

$$
S_{j}=\left[\begin{array}{cc}
0 & \left(\underline{H}_{j}(2: j, 1: j-1)\right)^{-1} \\
0 & 0
\end{array}\right] .
$$

Equation 2.39) suggests a method for computing $q_{j+1}$ from $q_{1}, \ldots, q_{j}$ without constructing the vectors $p_{1} \ldots, p_{j}$ explicitly. This improvement leads to Algorithm 2.6, which reduces the memory cost of the SOAR procedure in Algorithm 2.5 about a half.

```
Algorithm 2.6 Memory saving SOAR procedure
Input: Coefficient matrices \(M, C, K \in \mathbb{R}^{n \times n}\) that define \(P(\lambda)\) in (2.28) and \(u_{1} \in \mathbb{R}^{n}\),
    with \(u_{1} \neq 0\).
Output: The matrix \(Q_{m+1}\) whose columns are an orthonormal basis for
    \(\mathcal{G}_{m+1}\left(A_{S}, B_{S}, u_{1}\right)\) with \(A_{S}\) and \(B_{S}\) defined as in (2.35).
    1. Normalize \(q_{1}=u_{1} /\left\|u_{1}\right\|_{2}\), and initialize \(Q_{1}=\left[q_{1}\right]\). Set \(f=0\).
    for \(j=1,2, \ldots, m\) do
        2. Compute \(\hat{q}=A_{S} q_{j}+B_{S} f\) as \(\hat{q}=-M^{-1}\left(C q_{j}+K f\right)\).
        3. Compute \(h_{j}=Q_{j}^{T} \hat{q}\).
        4. Compute \(\tilde{q}=\hat{q}-Q_{j} h_{j}\).
        5. Compute \(h_{j+1, j}=\|\tilde{q}\|_{2}\).
        if \(h_{j+1, j}=0\) then
            stop the procedure
        end if
        6. Compute the new vector \(q_{j+1}=\tilde{q} / h_{j+1, j}\).
        7. Update \(f=Q_{j}\left(\underline{H}_{j}(2: j+1,1: j)\right)^{-1} e_{j}\)
        8. Update \(Q_{j+1}=\left[\begin{array}{ll}Q_{j} & q_{j+1}\end{array}\right]\).
    end for
```

More improvements, as deflation, were developed for the SOAR procedure and a detail discussion can be found in [8, pp. 647-650].

The SOAR orthogonalization procedure in Algorithm 2.6 can be applied combined with a projection method to solve the QEP (2.28), by using the orthogonal Rayleigh-Ritz approximation procedure. This method approximates a large-scale QEP by a small-scale QEP.

To apply the Rayleigh-Ritz approximation technique based on the subspace $\mathcal{G}_{m}\left(A_{S}, B_{S}, u_{1}\right)$ where $A_{S}, B_{S}$ are defined as in (2.35), and $u_{1} \in \mathbb{R}^{n}$, we seek an approximate eigenpair $(\lambda, x)$, where $\lambda \in \mathbb{C}$ and $x \in \mathcal{G}_{m}\left(A_{S}, B_{S}, u_{1}\right)$, by imposing the orthogonal condition, also called the Galerkin condition:

$$
\left(\lambda^{2} M+\lambda C+K\right) x \quad \perp \quad \mathcal{G}_{m}\left(A_{S}, B_{S}, u_{1}\right)
$$

which is equivalent to

$$
\begin{equation*}
v^{T}\left(\lambda^{2} M+\lambda C+K\right) x=0, \quad \text { for all } v \in \mathcal{G}_{m}\left(A_{S}, B_{S}, u_{1}\right) \tag{2.40}
\end{equation*}
$$

Since $x \in \mathcal{G}_{m}\left(A_{S}, B_{S}, u_{1}\right), x$ can be expressed as

$$
\begin{equation*}
x=Q_{m} z, \tag{2.41}
\end{equation*}
$$

where $Q_{m}$ is an $n \times m$ matrix whose columns form an orthonormal basis of $\mathcal{G}_{m}\left(A_{S}, B_{S}, u_{1}\right)$ generated by the SOAR procedure in Algorithm 2.6 and $z \in \mathbb{R}^{m}$. By (2.40) and (2.41), it yields that $\lambda$ and $z$ must satisfy the reduced QEP

$$
\begin{equation*}
\left(\lambda^{2} M_{m}+\lambda C_{m}+K_{m}\right) z=0, \tag{2.42}
\end{equation*}
$$

with

$$
\begin{equation*}
M_{m}=Q_{m}^{T} M Q_{m}, \quad C_{m}=Q_{m}^{T} C Q_{m}, \quad K_{m}=Q_{m}^{T} K Q_{m} \tag{2.43}
\end{equation*}
$$

The eigenpairs $(\lambda, z)$ define the Ritz pairs $(\lambda, x)$. It is important to remark that by the definition of the matrices $M_{m}, C_{m}$ and $K_{m}$, the possible structures of $M, C$ and $D$ appearing in practice (symmetry, positive definite, etc) are preserved. Algorithm 2.7 presents the complete SOAR method for solving QEPs.

## Algorithm 2.7 SOAR procedure to solve QEPs

Input: $M, C$, and $K$ from the QEP $(2.28)$ and $u_{1} \in \mathbb{C}^{n}$.
Output: Approximate eigenpairs $(\lambda, x)$ of the QEP (2.28).

1. Run the SOAR procedure (Algorithm 2.6) with $A_{S}, B_{S}$ defined as in (2.35) and the starting vector $u_{1}$ to generate a $n \times m$ orthogonal matrix $Q_{m}$ whose columns span an orthonormal basis of $\mathcal{G}_{m}\left(A_{S}, B_{S}, u_{1}\right)$.
2. Compute $M_{m}, C_{m}$, and $K_{m}$ as in (2.43).
3. Solve the reduced QEP 2.42 for $(\lambda, z)$ via linearization, and obtain the Ritz pairs $(\lambda, x)$ where $x=Q_{m} z /\left\|Q_{m} z\right\|_{2}$.
4. Test the accuracy of the Ritz pairs $(\lambda, x)$ by using the relative residual [103]:

$$
\begin{equation*}
\frac{\left\|\left(\lambda^{2} M+\lambda C+K\right) x\right\|_{2}}{|\lambda|^{2}\|M\|_{2}+|\lambda|\|C\|_{2}+\|K\|_{2}} . \tag{2.44}
\end{equation*}
$$

|  | Arnoldi method | SOAR method |
| :---: | :---: | :---: |
| Orthogonalization cost | $\left(4 j^{2}+10 j\right) n$ | $\left(2 j^{2}+5 j\right) n$ |
| Memory cost | $2 n(j+1)$ | $n(j+2)$ |

Table 2.2: Asymptotic orthogonalization and memory costs for classical Arnoldi method and SOAR method after $j$ iterations.

Now, we discuss memory and orthogonalization costs for Algorithm 2.6 and we compare them with the costs obtained by applying Arnoldi to a generic $2 n \times 2 n$ matrix. Since, in practice, $n \gg j$, where $j$ is the counting iteration, we disregard those terms not containing $n$. The orthogonalization process is performed in steps 3-4-5-6 of Algorithm 2.6 for SOAR and, in steps 2-3-4-5 of Algorithm 2.1, for Arnoldi. It is well-known that the orthogonalization cost of Arnoldi applied to a generic $2 n \times 2 n$ matrix at iteration $j$ is $8 n j+6 n$ flops, whereas for Algorithm 2.6 the orthogonalization costs for the $j$-th iteration are: $2 n j$ flops for step 3 and 4 each one, $2 n$ flops for step 5 and $n$ flops for step 6 , resulting in $4 n j+3 n$ flops. Therefore, the SOAR method in Algorithm 2.6 reduces the orthogonalization cost in almost a half. Table 2.2 summarizes the orthogonalization cost for each method. It is important to remark that Algorithm 2.6 requires the extra cost of computing $f$ in step 7, which results in $2 n j$ flops. However, even considering this computation, Algorithm 2.6 reduces the computational costs with respect to Arnoldi.

In terms of memory cost, Algorithm 2.6 is more efficient than Algorithm [2.1. Arnoldi requires to store $2 n(j+1)$ numbers after $j$ iterations, whereas SOAR stores roughly $n(j+2)$ numbers after $j$ iterations (see Table 2.2), reducing in almost a half the storage requirements.

### 2.3.2 The Q-Arnoldi method

In this section, we present the quadratic Arnoldi algorithm (Q-Arnoldi) [75], which is a Krylov method for the solution of the quadratic eigenvalue problem. This method exploits the structure of the Krylov vectors of a linearization of (2.28), which results in a method that reduce the memory requirements by about a half.

From now on, note that we will change the notation that involves the matrices that contains in their columns the orthonormal Krylov vectors, these matrices will be represented as bold characters and they will be partitioned as follows:

$$
\mathbf{V}_{j+1}=\left[\begin{array}{ll}
\mathbf{V}_{j} & \mathbf{v}_{j+1}
\end{array}\right]=\left[\begin{array}{cc}
V_{j}^{(1)} & v_{j+1}^{(1)} \\
V_{j}^{(2)} & v_{j+1}^{(2)}
\end{array}\right] .
$$

Consider the QEP (2.28) where $M, C$ and $K \in \mathbb{C}^{n \times n}$. In order to solve (2.28), the standard procedure is followed, first, an appropriate linearization is constructed
for solving the PEP (2.28)

$$
\mathbf{A}_{Q}\left[\begin{array}{c}
\lambda x  \tag{2.45}\\
x
\end{array}\right]=\lambda \mathbf{B}_{Q}\left[\begin{array}{c}
\lambda x \\
x
\end{array}\right]
$$

and then, by multiplying by the inverse of $\mathbf{A}_{Q}$ or $\mathbf{B}_{Q}$, a standard eigenvalue problem is solved. However, since the Q-Arnoldi method is interested in the eigenvalues near to zero, the reversed problem is solved, this is,

$$
\begin{equation*}
\mathbf{G}_{Q} \mathbf{z}=\theta \mathbf{z} \tag{2.46}
\end{equation*}
$$

where

$$
\mathbf{G}_{Q}:=\mathbf{A}_{Q}^{-1} \mathbf{B}_{Q}, \quad \theta=\lambda^{-1} \quad \text { and } \mathbf{z}:=\left[\begin{array}{c}
x  \tag{2.47}\\
\theta x
\end{array}\right] .
$$

Since $K$ is invertible, a natural choice for $\mathbf{A}_{Q}$ and $\mathbf{B}_{Q}$ is

$$
\mathbf{A}_{Q}=\left[\begin{array}{cc}
D & 0  \tag{2.48}\\
0 & K
\end{array}\right], \quad \mathbf{B}_{Q}=\left[\begin{array}{cc}
0 & D \\
-M & -C
\end{array}\right],
$$

where $D$ can be any nonsingular matrix. By using (2.48), we obtain the SEP (2.46) where

$$
\mathbf{G}_{Q}=\left[\begin{array}{cc}
0 & I_{n}  \tag{2.49}\\
G_{1} & G_{2}
\end{array}\right], \quad G_{1}:=-K^{-1} M, \quad G_{2}:=-K^{-1} C .
$$

The use of $A_{Q}$ and $B_{Q}$ is justified by Lemma 2.28 .
Lemma 2.28. [75, Lemma 2.1] The pencil $\mathbf{A}_{Q}-\lambda \mathbf{B}_{Q}$ is a linearization for (2.28) if and only if $D$ is nonsingular.

As we mentioned in Section 2.2.1, the problem (2.46) can be solved by using the Arnoldi method with $\mathbf{G}_{Q}$ and an initial vector $\mathbf{v}_{1}$. However, given the structure of $\mathbf{G}_{Q}$ and the Arnoldi recurrence relation (2.18), a new particular representation for the Krylov vectors can be developed.

Let $\mathbf{v}_{j} \in \mathbb{C}^{2 n}$ be the $j$-th vector produced by the Arnoldi method (Algorithm 2.1) applied to $\mathbf{G}_{Q}$ and $\mathbf{V}_{j} \in \mathbb{C}^{2 n \times j}$ the matrix that stores the first $j$ Arnoldi vectors in its columns, and consider a partition for $\mathbf{v}_{j}$ and $\mathbf{V}_{j}$ as follows

$$
\mathbf{V}_{j+1}=\left[\begin{array}{ll}
\mathbf{V}_{j} & \mathbf{v}_{j+1}
\end{array}\right]=\left[\begin{array}{cc}
V_{j}^{(1)} & v_{j+1}^{(1)}  \tag{2.50}\\
V_{j}^{(2)} & v_{j+1}^{(2)}
\end{array}\right]
$$

with $V_{j}^{(1)}, V_{j}^{(2)} \in \mathbb{C}^{n \times j}$ and $v_{j+1}^{(1)}, v_{j+1}^{(2)} \in \mathbb{C}^{n}$. The Arnoldi recurrence relation 2.18) for the matrix $\mathbf{G}_{Q}$ can now be written as

$$
\left[\begin{array}{cc}
0 & I_{n}  \tag{2.51}\\
G_{1} & G_{2}
\end{array}\right]\left[\begin{array}{c}
V_{j}^{(1)} \\
V_{j}^{(2)}
\end{array}\right]-\left[\begin{array}{c}
V_{j}^{(1)} \\
V_{j}^{(2)}
\end{array}\right] H_{j}=h_{j+1, j}\left[\begin{array}{c}
v_{j+1}^{(1)} \\
v_{j+1}^{(2)}
\end{array}\right] e_{j}^{T},
$$

from which we deduce that

$$
\begin{equation*}
V_{j}^{(2)}=V_{j+1}^{(1)} \underline{H}_{j} . \tag{2.52}
\end{equation*}
$$

This implies that only $V_{j}^{(1)}, v_{j+1}^{(1)}$, and $v_{j+1}^{(2)}$ need to be stored to evaluate the recurrence relation. Storing only these vectors results in an important reduction of the memory costs compared with the Arnoldi method applied to a general matrix of size $2 n \times 2 n$. Based on this key idea, Algorithm 2.8 implements the Q-Arnoldi method.

```
Algorithm 2.8 Q-Arnoldi method
Input: The matrices \(M, C\) and \(K\) from (2.28) and an initial vector \(\mathbf{v}_{1}\).
Output: The matrix \(V_{m+1}^{(1)}\) defined in 2.50 and the Hessenberg matrix \(\underline{H}_{m}\) ob-
    tained by the Arnoldi method.
    1. Compute \(\mathbf{v}_{1}=\mathbf{v}_{1} /\left\|\mathbf{v}_{1}\right\|_{2}\) and partition \(\mathbf{v}_{1}\) as in 2.50, obtaining \(v_{1}^{(1)}\) and
    \(y=v_{1}^{(2)}\). Initialize \(\mathbf{V}_{1}=\left[\mathbf{v}_{1}\right]\).
    for \(j=1,2, \ldots, m\) do
        2. Set \(\hat{v}^{(1)}=y\) and compute \(\hat{v}^{(2)}=G_{1} v_{j}^{(1)}+G_{2} y\), with \(G_{1}, G_{2}\) as in 2.49)
        3. Compute the Arnoldi coefficients
\[
h_{j}=\left[\begin{array}{c}
\left(V_{j-1}^{(1)}\right)^{*} \hat{v}^{(1)}+\underline{H}_{j-1}^{*}\left(\left(V_{j}^{(1)}\right)^{*} \hat{v}^{(2)}\right) \\
\left(v_{j}^{(1)}\right)^{*} \hat{v}^{(1)}+y^{*} \hat{v}^{(2)}
\end{array}\right] .
\]
```

4. Update

$$
\begin{aligned}
\tilde{v}^{(1)} & =\hat{v}^{(1)}-V_{j}^{(1)} h_{j}, \\
\tilde{v}^{(2)} & =\hat{v}^{(2)}-\left[\begin{array}{ll}
V_{j}^{(1)} & y
\end{array}\right]\left(\left[\begin{array}{cc}
\underline{H}_{j-1} & 0 \\
0 & 1
\end{array}\right] h_{j}\right) .
\end{aligned}
$$

5. Compute $h_{j+1, j}=\sqrt{\left\|\tilde{v}^{(1)}\right\|_{2}^{2}+\left\|\tilde{v}^{(2)}\right\|_{2}^{2}}$ and normalize $v_{j+1}^{(1)}=\tilde{v}^{(1)} / h_{j+1, j}$, $y=\tilde{v}^{(2)} / h_{j+1, j}$.
6. Update $V_{j+1}^{(1)}=\left[\begin{array}{ll}V_{j}^{(1)} & v_{j+1}^{(1)}\end{array}\right]$.
end for

Note that the computation of $\hat{v}^{(1)}$ and $\hat{v}^{(2)}$ is a common step for both Arnoldi and Q-Arnoldi, and $\hat{v}^{(2)}$ is computed by solving a linear system that involves the matrix $K$, which results in the most expensive step for both algorithms. Now, we compare the costs of the orthogonalization steps for both methods, this is, steps 2-3-4-5 in Algorithm 2.1 applied to a $2 n \times 2 n$ matrix, and steps 3-4-5 in Algorithm 2.8. Since in practice $n \gg j$, we may disregard those terms not containing $n$. For the $j$-th iteration of Algorithm 2.1, it is well-known that the cost of steps 2-3-4-5 of Arnoldi applied to a $2 n \times 2 n$ matrix is $8 n j+6 n$ flops. For the $j$-th iteration of Algorithm 2.8 we have: the cost of step 3 and 4 is $4 n j+2 n$ flops each one, and
for step 5 the cost is $6 n$ flops, therefore, the cost of iteration $j$ for Algorithm 2.8 is $8 n j+10 n$ flops. These costs are summarized in Table 2.3. As we can see, the computational costs of the Q-Arnoldi method are slightly more expensive than the costs for the Arnoldi method.

However, there is an important improvement in terms of the storage cost. Since only $v_{1}^{(1)}, v_{2}^{(1)}, \ldots, v_{j+1}^{(1)}$ and $v_{j+1}^{(2)}$ need to be stored on iteration $j$ in the Q-Arnoldi method, the memory requirements for the storage of the Arnoldi vectors for $k$ iterations is $n(k+2)$ numbers, versus the $2 n(k+1)$ numbers that need to be stored in the Arnoldi method.

|  | Arnoldi method | Q-Arnoldi method |
| :---: | :---: | :---: |
| Orthogonalization cost | $\left(4 j^{2}+10 j\right) n$ | $\left(4 j^{2}+14 j\right) n$ |
| Memory cost | $2 n(j+1)$ | $n(j+2)$ |

Table 2.3: Asymptotic orthogonalization and memory costs for classical Arnoldi method and Q-Arnoldi method after $j$ iterations.

Since the matrix $\underline{H}_{j}$ appears in the representation of the orthonormal matrix $\mathbf{V}_{j}$, it introduces potential instability in finite precision arithmetic, which makes the QArnoldi method potentially unstable. In [75], a complete analysis of the numerical stability is presented. Also, a detailed development of the Q-Arnoldi method for other linearizations and implementation of shifts for this method are included in 75.

After $j$ iterations of the Q-Arnoldi method, and assuming that breakdown does not occur, the Ritz vectors corresponding to the Ritz value $\theta$ have the form

$$
x=\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{c}
V_{j}^{(1)} z \\
V_{j+1}^{(1)} \underline{H}_{j} z
\end{array}\right],
$$

where

$$
H_{j} z=\theta z,
$$

with $H_{j}$ the upper Hessenberg matrix obtained by removing the last row of $\underline{H}_{j}$. When $(\theta, x)$ is an eigenpair of $\mathbf{G}_{Q}, x_{2}=\theta x_{1}$. As a Ritz vector of (2.28), the vector $x_{2} / \theta$ or $x_{1}$ can be returned. We refer to [75] for a discussion of the best choice of these vectors.

### 2.3.3 The TOAR method

The TOAR method introduced in [100, 71], where TOAR stands for two-level orthogonal Arnoldi, follows the spirit of Q-Arnoldi in the sense that develops a new representation for the Krylov vectors of a linearization of 2.28). However, this
new representation is more stable than the one presented in the Q-Arnoldi method. The initial steps for the TOAR method are very similar to those of Q-Arnoldi and consider the linearization for the QEP (2.28)

$$
\begin{equation*}
\mathbf{A}_{T} \mathbf{z}=\lambda \mathbf{B}_{T} \mathbf{z} \tag{2.53}
\end{equation*}
$$

where

$$
\mathbf{A}_{T}=\left[\begin{array}{cc}
I_{n} & 0  \tag{2.54}\\
0 & K
\end{array}\right], \quad \mathbf{B}_{T}=\left[\begin{array}{cc}
0 & I_{n} \\
-M & -C
\end{array}\right], \quad \mathbf{z}=\left[\begin{array}{c}
\lambda x \\
x
\end{array}\right] .
$$

Note that the matrices $\mathbf{A}_{T}$ and $\mathbf{B}_{T}$ are particular cases of $\mathbf{A}_{Q}$ and $\mathbf{B}_{Q}$ in 2.48) for $D=I_{n}$. Then, we solve the standard eigenvalue problem 2.47)

$$
\mathbf{G}_{Q} \mathbf{z}=\theta \mathbf{z}
$$

with $\mathbf{G}_{Q}$ partitioned as in 2.49 . Consider $\mathbf{V}_{j+1}$ obtained by the Arnoldi method applied to $\mathbf{G}_{Q}$ and partitioned as in 2.50 , and the Arnoldi recurrence relation (2.51). Then, a direct implication of (2.52) is

$$
\begin{equation*}
\operatorname{span}\left\{V_{j}^{(1)}, V_{j}^{(2)}\right\}=\operatorname{span}\left\{V_{j+1}^{(1)}\right\} \tag{2.55}
\end{equation*}
$$

Suppose that $Q_{j} \in \mathbb{C}^{n \times(j+1)}$ is an orthonormal basis for the space spanned by $V_{j+1}^{(1)}$, which is assummed to have dimension $j+1$. It follows from (2.55) that

$$
\begin{equation*}
\operatorname{span}\left\{Q_{j}\right\}=\operatorname{span}\left\{V_{j}^{(1)}, V_{j}^{(2)}\right\} \tag{2.56}
\end{equation*}
$$

From (2.56) we can represent

$$
\mathbf{V}_{j}=\left[\begin{array}{c}
V_{j}^{(1)}  \tag{2.57}\\
V_{j}^{(2)}
\end{array}\right]=\left[\begin{array}{c}
Q_{j} R_{j}^{(1)} \\
Q_{j} R_{j}^{(2)}
\end{array}\right]=\left[\begin{array}{ll}
Q_{j} & \\
& Q_{j}
\end{array}\right]\left[\begin{array}{c}
R_{j}^{(1)} \\
R_{j}^{(2)}
\end{array}\right],
$$

for some matrices $R_{j}^{(1)}, R_{j}^{(2)} \in \mathbb{C}^{(j+1) \times j}$. Note that $\mathbf{R}_{j}:=\left[\begin{array}{c}R_{j}^{(1)} \\ R_{j}^{(2)}\end{array}\right]$ has orthonormal columns because $V_{j}$ and $Q_{j}$ have both orthonormal columns. By using (2.57), the Arnoldi recurrence relation (2.18) can be written as

$$
\left[\begin{array}{cc}
0 & I_{n}  \tag{2.58}\\
G_{1} & G_{2}
\end{array}\right]\left[\begin{array}{c}
Q_{j} R_{j}^{(1)} \\
Q_{j} R_{j}^{(2)}
\end{array}\right]=\left[\begin{array}{c}
Q_{j} R_{j}^{(1)} \\
Q_{j} R_{j}^{(2)}
\end{array}\right] H_{j}+h_{j+1, j}\left[\begin{array}{c}
Q_{j+1} r_{j+1}^{(1)} \\
Q_{j+1} r_{j+1}^{(2)}
\end{array}\right] e_{j}^{*} .
$$

where $r_{j+1}^{(1)}$ and $r_{j+1}^{(2)}$ denote the last column of $R_{j+1}^{(1)}$ and $R_{j+1}^{(2)}$, respectively. The relation (2.58) is called the compact Arnoldi decomposition (CARD) of order $j$, for which only $Q_{j+1}, \mathbf{R}_{j+1}$ and $\underline{H}_{j}$ need to be stored. In order to develop a memory efficient procedure, $Q_{j+1}, \mathbf{R}_{j+1}$ and $\underline{H}_{j}$ should be computed without explicitly forming $\mathbf{V}_{j+1}$. The TOAR algorithm is developed to achieve this goal. The TOAR method
is based on two levels of orthogonalization and it will be explained in the following paragraphs.

Consider an initial unit vector $\mathbf{v}_{1} \in \mathbb{C}^{2 n}$ partitioned as in 2.50

$$
\mathbf{v}_{1}=\left[\begin{array}{c}
v_{1}^{(1)}  \tag{2.59}\\
v_{1}^{(2)}
\end{array}\right], \quad v_{1}^{(1)}, v_{1}^{(2)} \in \mathbb{C}^{n}
$$

and the QR decomposition

$$
\begin{equation*}
\left[v_{1}^{(1)} \quad v_{1}^{(2)}\right]=Q_{1}\left[r_{1}^{(1)} \quad r_{1}^{(2)}\right], \tag{2.60}
\end{equation*}
$$

with $Q_{1} \in \mathbb{C}^{n \times 2}, r_{1}^{(1)}, r_{1}^{(2)} \in \mathbb{C}^{2}$.
It follows that, by considering the Arnoldi recurrence relation (2.58) and assuming that breakdown does not occur,

$$
\begin{equation*}
\operatorname{span}\left\{Q_{j+1}\right\}=\operatorname{span}\left\{Q_{j}, \hat{v}_{j}\right\}, \quad \text { with } \hat{v}_{j}=G_{1} v_{j}^{(1)}+G_{2} v_{j}^{(2)} . \tag{2.61}
\end{equation*}
$$

Since $\hat{v}_{j}$ can be written as

$$
\begin{equation*}
\hat{v}_{j}=Q_{j} x_{j}+\alpha_{j} q_{j+1} . \tag{2.62}
\end{equation*}
$$

where $q_{j+1}$ is a unit orthogonal vector to $Q_{j}$, we have

$$
Q_{j+1}=\left[\begin{array}{ll}
Q_{j} & q_{j+1} \tag{2.63}
\end{array}\right] .
$$

This implies that it is better to compute $Q_{j+1}$ before $\mathbf{R}_{j+1}$. This process is called the first level of orthogonalization and it is summarized in Algorithm 2.9.

Algorithm 2.9 First level of orthogonalization for TOAR method
Input: The matrix $Q_{j}$ with orthonormal columns such that $\operatorname{span}\left\{Q_{j}\right\}=$ $\operatorname{span}\left\{V_{j}^{(1)}, V_{j}^{(2)}\right\}$, and $\hat{v}_{j}$ defined in (2.61).
Output: The matrix $Q_{j+1}, x_{j}$ and $\alpha_{j}$ defined in (2.62).

1. Compute $x_{j}=Q_{j}^{*} \hat{v}_{j}$.
2. Compute $\tilde{q}_{j}=\hat{v}_{j}-Q_{j} x_{j}$.
3. Compute $\alpha_{j}=\left\|\tilde{q}_{j}\right\|_{2}$.
4. Reorthogonalize $\tilde{q}_{j}$ if necessary.
if $\alpha_{j}=0$ then
5. Keep $Q_{j+1}=Q_{j}$.
else
6. Compute $q_{j+1}=\tilde{q}_{j} / \alpha_{j}$.
7. Extend $Q_{j+1}=\left[\begin{array}{ll}Q_{j} & q_{j+1}\end{array}\right]$.

## end if

In order to develop the rest of the TOAR method, the Arnoldi procedure is followed to compute $\mathbf{v}_{j+1}$ expressed in the compact form:

$$
\mathbf{v}_{j+1}=\left[\begin{array}{c}
v_{j+1}^{(1)}  \tag{2.64}\\
v_{j+1}^{(2)}
\end{array}\right]=\left[\begin{array}{c}
Q_{j+1} r_{j+1}^{(1)} \\
Q_{j+1} r_{j+1}^{(2)}
\end{array}\right] .
$$

From now on, and w.l.o.g, we consider $\alpha_{j} \neq 0$ in Algorithm 2.9 (as it is considered in [71). The first step in the Arnoldi method (Algorithm 2.1) is to compute the vector $\hat{\mathbf{v}}$ which can be computed as

$$
\hat{\mathbf{v}}=\mathbf{G}_{Q} \mathbf{v}_{j}=\left[\begin{array}{cc}
0 & I  \tag{2.65}\\
G_{1} & G_{2}
\end{array}\right]\left[\begin{array}{c}
v_{j}^{(1)} \\
v_{j}^{(2)}
\end{array}\right]=\left[\begin{array}{c}
v_{j}^{(2)} \\
\hat{v}_{j}
\end{array}\right],
$$

and then, by (2.62) and the compact representation for $v_{j}^{(2)}$,

$$
\hat{\mathbf{v}}=\left[\begin{array}{c}
Q_{j} r_{j}^{(2)}  \tag{2.66}\\
Q_{j} x_{j}+\alpha_{j} q_{j+1}
\end{array}\right] .
$$

Then, the coefficients $h_{j}$ can be computed as

$$
h_{j}=\mathbf{V}_{j}^{*} \hat{\mathbf{v}}=\left(R_{j}^{(1)}\right)^{*} r_{j}^{(2)}+\left(R_{j}^{(2)}\right)^{*} x_{j}=\left[\begin{array}{c}
R_{j}^{(1)}  \tag{2.67}\\
R_{j}^{(2)}
\end{array}\right]^{*}\left[\begin{array}{c}
r_{j}^{(2)} \\
x_{j}
\end{array}\right] .
$$

Continuing with the Arnoldi method,

$$
\begin{align*}
\tilde{\mathbf{v}}=\hat{\mathbf{v}}-\mathbf{V}_{j} h_{j} & =\left[\begin{array}{c}
Q_{j} r_{j}^{(2)} \\
Q_{j} x_{j}+\alpha_{j} q_{j+1}
\end{array}\right]-\left[\begin{array}{c}
Q_{j} R_{j}^{(1)} \\
Q_{j} R_{j}^{(2)}
\end{array}\right] h_{j}, \\
& =\left[\begin{array}{cc}
Q_{j+1} & 0 \\
0 & Q_{j+1}
\end{array}\right]\left[\begin{array}{c}
\tilde{s}^{(1)} \\
0 \\
\tilde{s}^{(2)} \\
\alpha_{j}
\end{array}\right], \tag{2.68}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{s}^{(1)}=r_{j}^{(2)}-R_{j}^{(1)} h_{j}, \quad \tilde{s}^{(2)}=x_{j}-R_{j}^{(2)} h_{j} . \tag{2.69}
\end{equation*}
$$

By (2.68), the blocks of $\mathbf{v}_{j+1}$ can be computed as

$$
v_{j+1}^{(1)}=Q_{j+1}\left[\begin{array}{c}
\tilde{s}^{(1)} / h_{j+1, j}  \tag{2.70}\\
0
\end{array}\right], \quad v_{j+1}^{(2)}=Q_{j+1}\left[\begin{array}{c}
\tilde{s}^{(2)} / h_{j+1, j} \\
\alpha_{j} / h_{j+1, j}
\end{array}\right]
$$

with

$$
h_{j+1, j}=\|\tilde{v}\|_{2}=\left\|\left[\begin{array}{c}
\tilde{s}^{(1)}  \tag{2.71}\\
0 \\
\tilde{s}^{(2)} \\
\alpha_{j}
\end{array}\right]\right\|_{2} .
$$

With this, we can form $R_{j+1}^{(1)}$ and $R_{j+1}^{(2)}$ as

$$
R_{j+1}^{(1)}=\left[\begin{array}{cc}
R_{j}^{(1)} & \tilde{s}^{(1)} / h_{j+1, j}  \tag{2.72}\\
0 & 0
\end{array}\right], \quad R_{j+1}^{(2)}=\left[\begin{array}{cc}
R_{j}^{(2)} & \tilde{s}^{(2)} / h_{j+1, j} \\
0 & \alpha_{j} / h_{j+1, j}
\end{array}\right]
$$

that satisfies

$$
\left[\begin{array}{c}
V_{j+1}^{(1)}  \tag{2.73}\\
V_{j+1}^{(2)}
\end{array}\right]=\left[\begin{array}{c}
Q_{j+1} R_{j+1}^{(1)} \\
Q_{j+1} R_{j+1}^{(2)}
\end{array}\right]=\left[\begin{array}{cc}
Q_{j+1} & 0 \\
0 & Q_{j+1}
\end{array}\right]\left[\begin{array}{c}
R_{j+1}^{(1)} \\
R_{j+1}^{(2)}
\end{array}\right] .
$$

Since $\mathbf{R}_{j}$ has orthonormal columns, the resulting $h_{j}$ and $\tilde{\mathbf{s}}:=\left[\begin{array}{c}\tilde{s}^{(1)} \\ \tilde{s}^{(2)}\end{array}\right]$ will satisfy

$$
\left[\begin{array}{c}
r_{j}^{(2)}  \tag{2.74}\\
x_{j}
\end{array}\right]=\left[\begin{array}{c}
R_{j}^{(1)} \\
R_{j}^{(2)}
\end{array}\right] h_{j}+\left[\begin{array}{c}
\tilde{s}^{(1)} \\
\tilde{s}^{(2)}
\end{array}\right]
$$

where $\tilde{\mathbf{s}}:=\left[\begin{array}{c}\tilde{s}^{(1)} \\ \tilde{s}^{(2)}\end{array}\right]$ is orthogonal to $\mathbf{R}_{j}$. This procedure is exactly the classic GramSchmidt algorithm without the normalization step. The process of getting $\tilde{\mathbf{s}}$ is the so-called second level of orthogonalization and it is summarized in Algorithm 2.10.

Algorithm 2.10 Second level of orthogonalization for TOAR method
Input: The matrix $\mathbf{R}_{j}$ defined in (2.57) and $x_{j}$ obtained in step 1 of Algorithm 2.9.
Output: The vectors $\tilde{\mathbf{s}}$ and $h_{j}$.

1. Compute $h_{j}=\left[\begin{array}{c}R_{j}^{(1)} \\ R_{j}^{(2)}\end{array}\right]^{*}\left[\begin{array}{c}r_{j}^{(2)} \\ x_{j}\end{array}\right]$.
2. Compute $\left[\begin{array}{c}\tilde{s}^{(1)} \\ \tilde{s}^{(2)}\end{array}\right]=\left[\begin{array}{c}r_{j}^{(2)} \\ x_{j}\end{array}\right]-\left[\begin{array}{c}R_{j}^{(1)} \\ R_{j}^{(2)}\end{array}\right] h_{j}$.
3. Reorthogonalize $\tilde{\mathbf{s}}$ if necessary.

Finally, the complete two-level orthogonal Arnoldi process (TOAR) for the QEP (2.28) is summarized in Algorithm 2.11.

Now we discuss the computation and memory costs of TOAR and compare them with the costs of Arnoldi applied to an arbitrary $2 n \times 2 n$ matrix. As occurs for previous methods, the computational costs of Algorithms 2.1 and 2.11 are the sum of the costs for computing $\hat{\mathbf{v}}$ and the orthogonalization steps. The major cost for both methods is the computation of $\hat{\mathbf{v}}$ which requires the solution of a linear system and for Arnoldi is a bigger cost than for TOAR if the structure of the matrix is not considered. If the structure of the $2 n \times 2 n$ matrix is considered then a linear system of size $n \times n$ need to be solved as for TOAR.

For Arnoldi, the orthogonalization is performed in steps 2-3-4-5 of Algorithm 2.1 which requires at iteration $j$, as we mentioned in previous section, $8 n j+6 n$ flops. Note that we are disregarding the terms that do not contain $n$ since $n \gg j$ for large scale problems. The orthogonalization process for TOAR is performed in steps 3-4-5-6 of Algorithm 2.11. At iteration $j$, the first level of orthogonalization performed in step 3 costs $4 n j+7 n$ flops. Since the second level of orthogonalization

Algorithm 2.11 Two-Level Orthogonal Arnoldi method (TOAR) for the QEP
 $\mathbf{G}_{Q}$ partitioned as in 2.49).
Output: The matrices $Q_{m+1}$ and $\mathbf{R}_{m+1}$ defined in (2.57), and $\underline{H}_{m+1}$.

1. Generate $Q_{1}, \mathbf{R}_{1}$ by QR decomposition

$$
\left[Q_{1},\left[\begin{array}{ll}
r_{1}^{(1)} & \left.r_{1}^{(2)}\right]
\end{array}\right]=q r\left(\left[v_{1}^{(1)} \quad v_{1}^{(2)}\right]\right)\right.
$$

for $j=1,2, \ldots, m$ do
2. Compute $\hat{v}=G_{1} v_{j}^{(1)}+G_{2} v_{j}^{(2)}$.
3. Run Algorithm 2.9 with inputs $Q_{j}, \hat{v}$ and outputs $Q_{j+1}, x_{j}$ and $\alpha_{j}$.
4. Run Algorithm 2.10 with inputs $\mathbf{R}_{j}, x_{j}$ and outputs $\tilde{\mathbf{s}}$ and $h_{j}$.
5. Normalization

$$
h_{j+1, j}=\left\|\left[\begin{array}{c}
\tilde{\mathbf{s}} \\
\alpha_{j}
\end{array}\right]\right\|_{2},\left[\begin{array}{c}
s^{(1)} \\
s^{(2)}
\end{array}\right]=\frac{1}{h_{j+1, j}}\left[\begin{array}{c}
\tilde{s}^{(1)} \\
\tilde{s}^{(2)}
\end{array}\right] .
$$

6. Update $\mathbf{R}_{j+1}$ by

$$
R_{j+1}^{(1)}=\left[\begin{array}{cc}
R_{j}^{(1)} & s^{(1)} \\
0 & 0
\end{array}\right], \quad R_{j+1}^{(2)}=\left[\begin{array}{cc}
R_{j}^{(2)} & s^{(2)} \\
0 & \beta_{j}
\end{array}\right], \quad \text { with } \beta_{j}=\frac{\alpha_{j}}{h_{j+1, j}} .
$$

8. Generate the new Krylov vector

$$
v_{j+1}^{(1)}=Q_{j} s^{(1)}, \quad v_{j+1}^{(2)}=Q_{j+1}\left[\begin{array}{c}
s^{(2)} \\
\beta_{j}
\end{array}\right] .
$$

|  | Arnoldi method | TOAR method |
| :---: | :---: | :---: |
| Orthogonalization cost | $\left(4 j^{2}+10 j\right) n$ | $\left(2 j^{2}+9 j\right) n$ |
| Memory cost | $2 n(j+1)$ | $n(j+2)$ |

Table 2.4: Asymptotic orthogonalization and memory costs for classical Arnoldi method and TOAR method after $j$ iterations.
computed in step 4 involves matrices of dimension $j$, the computational step is negligible to the whole process, and the same is true for steps 5 and 6 . Then, the total orthogonalization cost is carried out by the first level of orthogonalization. The orthogonalization costs for both methods are summarized in Table 2.4 A final important remark is that TOAR involves the overhead cost of constructing $v_{j+1}^{(1)}$ and $v_{j+1}^{(2)}$ in step 8 of Algorithm 2.11. This step costs $4 n j+4 n$ flops at iteration $j$, which added to the orthogonalization cost of TOAR discussed below would give a cost of the same order of the orthogonalization cost of the Arnoldi method.

In terms of memory cost, TOAR results in a memory efficient algorithm. Since only $Q_{j+1} \in \mathbb{C}^{n \times(j+2)}$ and $\mathbf{R}_{j+1} \in \mathbb{C}^{2(j+2) \times(j+1)}$ need to be stored, the storage requirement is roughly $(j+2) n$ floating point numbers, when $n \gg j$ as happens in large scale problems. Therefore, the compact representation of the Krylov vectors reduces the storage requirement by about a half (as the Q-Arnoldi method) with respect to classical Arnoldi applied to an arbitrary matrix of size $2 n \times 2 n$ (see Table 2.4).

The representation of the Krylov vectors for both the Q-Arnoldi method and the TOAR method can be used to solve PEPs, and the following section deals with this problem.

### 2.4 Krylov methods for polynomial eigenvalue problems

In this section, we present Krylov methods to solve PEPs. As we mentioned in Section 2.3. Q-Arnoldi and TOAR can be generalized for PEPs of any degree. Section 2.4.1 presents a generalization of Q-Arnoldi and this new method is called the P-Arnoldi method. Section 2.4 .2 summarizes a generalization of TOAR, resulting in the TOAR method for PEPs. Both methods are developed for matrix polynomials expressed in the Chebyshev basis, which is more stable if the eigenvalues are located in or close to an interval $I \subset \mathbb{R}[92$. As occurs for Q-Arnoldi for QEPs, P-Arnoldi presents some instabilities, in particular for Ritz values not close to the interval $I$ which makes it unsuitable for matrix polynomials of larger degree. On the other hand, TOAR for PEPs seems to be numerically stable even for large degrees. The numerical experiments presented in [63] show that both methods are more efficient
in terms of memory requirements and CPU time with respect to the Arnoldi method applied to an arbitrary matrix of the size of the associated linearization.

In Section 2.4.3 we introduce the CORK method for PEPs which is based on the rational Krylov method (see Section 2.2.2). The CORK method works with many other linearizations apart from the Frobenius form or its comrade generalization to the Chebyshev basis and it also follows the spirit of the two levels of orthogonalization.

Since the CORK method have been developed for several linearizations, included the one for matrix polynomials expressed in the Chebyshev basis, and it is based on the rational Krylov method, which allows to choose different shifts at each iteration, it is preferred in the literature for solving large-scale and sparse PEPs. However, keep in mind that all methods presented in Section 2.4 result in efficient memory saving algorithms.

It is usual to express a matrix polynomial in the monomial basis, this is

$$
P(\lambda)=\lambda^{d} P_{d}+\cdots+\lambda P_{1}+P_{0}, \quad P_{i} \in \mathbb{C}^{n \times n}, i=0, \ldots, d
$$

and then, solve the PEP: $P(\lambda) x=0$. This representation leads to severe numerical difficulties for high degrees, unless the eigenvalues are (nearly) distributed along a circle [92. In the case when the required eigenvalues are on or close to an interval $I \subset \mathbb{R}$, a non-monomial representation is numerically much more suitable. If we consider w.l.o.g. $I=[-1,1]$ then a numerically reliable representation 102 is given by

$$
\begin{equation*}
P_{C h}(\lambda)=\tau_{d}(\lambda) P_{d}+\cdots+\tau_{1}(\lambda) P_{1}+\tau_{0}(\lambda) P_{0}, \tag{2.75}
\end{equation*}
$$

where $\tau_{0}, \tau_{1}, \ldots, \tau_{d}$ denote the Chebyshev polynomials of the first kind, defined by the recurrence

$$
\begin{align*}
\tau_{0}(\lambda)=1, & \tau_{1}(\lambda)=\lambda \\
\tau_{j+1}(\lambda)=2 \lambda \tau_{j}(\lambda)-\tau_{j-1}(\lambda), & j=1, \ldots, d-1 \tag{2.76}
\end{align*}
$$

A linearization for the polynomial eigenvalue problem

$$
\begin{equation*}
P_{C h}(\lambda) x=0 \tag{2.77}
\end{equation*}
$$

is

$$
\mathbf{A}_{C h}=\left[\begin{array}{ccccc}
0 & I & & &  \tag{2.78}\\
I & 0 & I & & \\
& \ddots & \ddots & \ddots & \\
& & I & 0 & I \\
-P_{0} & \cdots & -P_{d-3} & P_{d}-P_{d-2} & -P_{d-1}
\end{array}\right], \quad \mathbf{B}_{C h}=\left[\begin{array}{ccccc}
I & & & & \\
& 2 I & & & \\
& & \ddots & & \\
& & & 2 I & \\
& & & 2 P_{d}
\end{array}\right],
$$

which yields the generalized eigenvalue problem

$$
\begin{equation*}
\mathbf{A}_{C h} \mathbf{y}_{C h}=\lambda \mathbf{B}_{C h} \mathbf{y}_{C h} . \tag{2.79}
\end{equation*}
$$

If $(\lambda, x)$ is an eigenpair of the polynomial eigenvalue problem (2.77) then

$$
\mathbf{y}_{C h}=\left[\begin{array}{c}
\tau_{0}(\lambda) x  \tag{2.80}\\
\tau_{1}(\lambda) x \\
\vdots \\
\tau_{d-1}(\lambda) x
\end{array}\right]
$$

### 2.4.1 The P-Arnoldi method

In this section, the P-Arnoldi method for matrix polynomials in the Chebysehv basis is developed [63]. P-Arnoldi stands for the extension of the Q-Arnoldi method [75] presented in Section 2.3 .2 to polynomials of higher degree. This method basically consists of applying the classical Arnoldi method to the matrix

$$
\mathbf{G}_{C h}=\mathbf{B}_{C h}^{-1} \mathbf{A}_{C h}=\frac{1}{2}\left[\begin{array}{ccccc}
0 & 2 I & & &  \tag{2.81}\\
I & 0 & I & & \\
& \ddots & \ddots & \ddots & \\
& & I & 0 & I \\
-P_{d}^{-1} P_{0} & \cdots & -P_{d}^{-1} P_{d-3} & I-P_{d}^{-1} P_{d-2} & -P_{d}^{-1} P_{d-1}
\end{array}\right]
$$

implicitly, such that the Krylov vectors can be represented in a memory-efficient way. In order to develop a compact representation for the Krylov vectors, the partition

$$
\mathbf{V}_{j+1}=\left[\begin{array}{ll}
\mathbf{V}_{j} & \mathbf{v}_{j+1}
\end{array}\right]\left[\begin{array}{cc}
V_{j}^{(1)} & v_{j+1}^{(1)}  \tag{2.82}\\
\vdots & \vdots \\
V_{j}^{(d)} & v_{j+1}^{(d)}
\end{array}\right]
$$

is considered, where $V_{j}^{(i)} \in \mathbb{C}^{n \times j}$ and $v_{j+1}^{(i)} \in \mathbb{C}^{n}$ for $i=1, \ldots, d$. The goal of the P-Arnoldi method is to perform all computations without explicit reference to the $V_{j}^{(2)}, \ldots, V_{j}^{(d)}$ blocks, so that only the $n \times j$ matrix $V_{j}^{(1)}$ and the $n d \times 1$ vector $\mathbf{v}_{j+1}$, which is updated at each iteration, need to be stored.

By using the structure of $\mathbf{G}_{C h}$ and the Arnoldi decomposition (2.18) we obtain

$$
\begin{align*}
V_{j}^{(2)} & =\left[\begin{array}{ll}
V_{j}^{(1)} & v_{j+1}^{(1)}
\end{array}\right] \underline{H}_{j}, \\
V_{j}^{(i)} & =2\left[\begin{array}{ll}
V_{j}^{(i-1)} & v_{j+1}^{(i-1)}
\end{array}\right] \underline{H}_{j}-V_{j}^{(i-2)}, \quad i=3, \ldots, d . \tag{2.83}
\end{align*}
$$

Lemma 2.29 shows that we can reconstruct all $V_{j}^{(i)}$ blocks from $V_{j}^{(1)}, \mathbf{v}_{j+1}$, and $\underline{H}_{j}$.

Lemma 2.29. 63, Lemma 1] Given an Arnoldi decomposition 2.18 for the matrix in (2.81), with $\mathbf{V}_{j+1}$ partitioned as in (2.82), the relation

$$
\begin{equation*}
V_{j}^{(i)}=\check{V}_{j}^{(i)} W_{j}^{(i)} \tag{2.84}
\end{equation*}
$$

holds for all $i=2, \ldots, d$, where $\check{V}_{j}^{(i)}=\left[V_{j}^{(1)}, v_{j+1}^{(1)}, \ldots, v_{j+1}^{(i-1)}\right]$ and $W_{j}$ is defined by the recurrence

$$
W_{j}^{(1)}=I_{j}, \quad W_{j}^{(2)}=\underline{H}_{j}, \quad W_{j}^{(i)}=2\left[\begin{array}{cc}
W_{j}^{(i-1)} & 0  \tag{2.85}\\
0 & 1
\end{array}\right] \underline{H}_{j}-\left[\begin{array}{c}
W_{j}^{(i-2)} \\
0 \\
0
\end{array}\right], i=3, \ldots, d .
$$

Since for the Arnoldi method in Algorithm [2.1] the operations that need to be performed involved either $\mathbf{V}_{j}$ or $\mathbf{V}_{j}^{*}$, Lemma 2.29 implies that these operations can be computed for the matrix (2.81) without storing $V_{j}^{(2)}, \ldots, V_{j}^{(d)}$ and only computing the matrices $W_{j}^{(i)}$. However, this computation yields an additional cost of order $\mathcal{O}\left(d j^{3}\right)$ which can be avoided as a consequence of Lemma 2.30.

Lemma 2.30. [63, Lemma 2] Given an Arnoldi decomposition (2.18) for $\mathbf{G}_{C h}$, with $\mathbf{V}_{j+1}$ partitioned as in (2.82), the relation

$$
\begin{equation*}
V_{j}^{(i)}=V_{j}^{(1)} \tau_{i-1}\left(H_{j}\right)+h_{j+1, j} v_{j+1}^{(1)} e_{j}^{*} \tilde{\tau}_{i-1}\left(H_{j}\right)+2 h_{j+1, j} \sum_{k=2}^{i-1} v_{j+1}^{(k)} e_{j}^{*} \tilde{\tau}_{i-k}\left(H_{j}\right), \tag{2.86}
\end{equation*}
$$

holds for all $i=2, \ldots, d$, where $\tilde{\tau}_{0}, \ldots, \tilde{\tau}_{d-1}$ denote the Chebyshev polynomials of second kind, defined by the recursion

$$
\begin{equation*}
\tilde{\tau}_{0}(\lambda)=0, \quad \tilde{\tau}_{1}(\lambda)=1, \quad \tilde{\tau}_{j+1}(\lambda)=2 \lambda \tilde{\tau}_{j}(\lambda)-\tilde{\tau}_{j-1}(\lambda), \tag{2.87}
\end{equation*}
$$

and $H_{j}$ is the Hessenberg matrix obtained by removing the last row of $\underline{H}_{j}$.
Step 1 in Arnoldi method (see Algorithm 2.1) is a matrix-vector multiplication, which can be performed as in Algorithm 2.12.

Step 2 in Algorithm 2.1 consists in computing the coefficients

$$
h_{j}=\left[\begin{array}{c}
V_{j}^{(1)}  \tag{2.88}\\
\vdots \\
V_{j}^{(d)}
\end{array}\right]^{*}\left[\begin{array}{c}
\hat{v}^{(1)} \\
\vdots \\
\hat{v}^{(d)}
\end{array}\right]=\sum_{i=1}^{d}\left(V_{j}^{(i)}\right)^{*} \hat{v}^{(i)} .
$$

By using Lemma 2.30 we have

$$
h_{j}=\sum_{i=1}^{d} \tau_{i-1}\left(H_{j}^{*}\right) V_{j}^{(1)^{*}} \hat{v}^{(i)}+\overline{h_{j+1, j}} \sum_{i=1}^{d}\left(v_{j+1}^{(1)}\right)^{*} \hat{v}^{(i)} \tilde{\tau}_{i-1}\left(H_{j}^{*}\right) e_{j}
$$

Algorithm 2.12 P-Arnoldi: Matrix-vector product with $\mathbf{G}_{C h}$
Input: Matrices $P_{0}, P_{1}, \ldots, P_{d} \in \mathbb{C}^{n \times n}$ that define $\mathbf{G}_{C h}$ as in (2.81) and a vector $\mathbf{v}$ partitioned as in 2.82).
Output: The vector $\mathbf{p}=\mathbf{G}_{C h} \mathbf{v}$ partitioned as in 2.82.

1. Set $p^{(1)}=v^{(2)}$.
for $j=2, \ldots, d-1$ do
2. Compute $p^{(j)}=\frac{1}{2}\left(v^{(j-1)}+v^{(j+1)}\right)$.
end for
3. Compute $p^{(d)}=\frac{1}{2} v^{(d-1)}-\frac{1}{2} P_{d}^{-1} \sum_{i=1}^{d} P_{i-1} v^{(i)}$.

$$
\begin{equation*}
+2 \overline{h_{j+1, j}} \sum_{i=1}^{d} \sum_{k=2}^{i-1}\left(v_{j+1}^{(k)}\right)^{*} \hat{v}^{(i)} \tilde{\tau}_{i-k}\left(H_{j}^{*}\right) e_{j} . \tag{2.89}
\end{equation*}
$$

The first sum in (2.89) can be computed by using the Clenshaw's algorithm [23] for evaluating polynomials in the Chebyshev basis and it requires the computation of $d$ matrix-vector products $V_{j}^{(1)^{*}} \hat{u}^{(i)}$, which can be organized as a single matrix-matrix product $V_{j}^{(1)^{*}}\left[\hat{u}^{(1)}, \ldots, \hat{u}^{(d)}\right]$. The last two sums in (2.89) amount to a matrix-matrix multiplication with the $j \times(d-1)$ matrix

$$
T=\overline{h_{j+1, j}}\left[\tilde{\tau}_{d-1}\left(H_{j}^{*}\right) e_{j}, \ldots, \tilde{\tau}_{2}\left(H_{j}^{*}\right) e_{j}, \tilde{\tau}_{1}\left(H_{j}^{*}\right) e_{j}\right],
$$

which can be computed recursively from right to left by using (2.87). An efficient algorithm to compute the coefficients $h_{j}$ is presented in [63, Algorithm 3] which uses (2.89) and the recurrence relation (2.87).

Finally, step 3 in Algorithm 2.1 requires the matrix-vector multiplication $\left(V_{j}^{(i)} h_{j}\right)$ which can be also computed by using Lemma 2.30, obtaining

$$
\begin{equation*}
V_{j}^{(i)} h_{j}=V_{j}^{(1)} \tau_{i-1}\left(H_{j}\right) h_{j}+h_{j+1, j} v_{j+1}^{(1)} e_{j}^{*} \tilde{\tau}_{i-1}\left(H_{j}\right) h_{j}+2 h_{j+1, j} \sum_{k=2}^{i-1} v_{j+1}^{(k)} e_{j}^{*} \tilde{\tau}_{i-k}\left(H_{j}\right) h_{j} . \tag{2.90}
\end{equation*}
$$

In [63, Algorithm 4] an efficient algorithm is presented to compute $V_{j}^{(i)} h_{j}$. Finally, the P-Arnoldi method is summarized in Algorithm 2.13.

Now, we compare Arnoldi and P-Arnoldi in terms of orthogonalization and memory costs. First, as we mentioned in previous section, it occurs that $n \gg j$ and then we do not consider the computations that do not involve matrices or vectors of size $n$. Also, in practice, $d<j$, where $d$ represents the degree of the matrix polynomial. Second, the most expensive step for both methods is given by the computation of $\hat{\mathbf{v}}$. If an unstructured solver is used for step 1 in the Arnoldi method instead of Algorithm 2.12, then the computational cost of Arnoldi is much larger than the cost of P -Arnoldi, which solves a linear system of size $n \times n$ instead of size $n d \times n d$.

```
Algorithm 2.13 The P-Arnoldi method
```

Input: The coefficient matrices $P_{0}, P_{1}, \ldots, P_{d}$ defining the matrix $\mathbf{G}_{C h}$ in (2.81) and an initial vector $\mathbf{v}_{1}$ partitioned as in (2.82).
Output: Matrices $V_{m}^{(1)}, \underline{H}_{m}$ and vectors $v_{m+1}^{(1)}, \ldots, v_{m+1}^{(d)}$ that define implicitly the vectors of an orthonormal basis of $K_{m}\left(\mathbf{G}_{C h}, \mathbf{v}_{1}\right)$ by the recurrence relation (2.83).
for $j=1, \ldots, m$ do

1. Compute $\hat{\mathbf{v}}=\mathbf{G}_{C h} \mathbf{v}_{j}$ via Algorithm 2.12
2. Compute $h_{j}$ via [63, Algorithm 3].
3. Compute the matrix-vector products $V_{j}^{(i)} h_{j}$ via [63, Algorithm 4].
4. Compute $\tilde{\mathbf{v}}=\hat{\mathbf{v}}-\mathbf{V}_{j} h_{j}$.
5. Compute $h_{j+1, j}=\|\tilde{\mathbf{v}}\|_{2}$.
if $h_{j+1, j}=0$ then
stop the procedure
end if
6. Compute the next vector $\mathbf{v}_{j+1}=\frac{1}{h_{j+1, j}} \tilde{\mathbf{v}}$.
7. Update $V_{j+1}^{(1)}=\left[V_{j}^{(1)} v_{j+1}^{(1)}\right]$.
end for

The P-Arnoldi method results in a memory-efficient procedure that reduces the storage costs from $d n j$ to $(j n+d n)$ numbers with respect to Arnoldi applied directly on $\mathbf{G}_{C h}$. These memory costs are shown in Table 2.5

Now we compare the orthogonalization costs for both methods at iteration $j$, which are steps 2-3-4-5 in Algorithm 2.1for Arnoldi and steps 2-3-4-5-6 in Algorithm 2.13 for P-Arnoldi. For Arnoldi applied directly on the $n d \times n d$ matrix $\mathbf{G}_{C h}$ in Algorithm 2.1 we have the well-known cost of $\mathcal{O}(n j d)$ flops for the orthogonalization steps. P-Arnoldi requires in Algorithm 2.13, $\mathcal{O}(n d(d+j))$ flops for step 2, $\mathcal{O}(n d j)$ flops for step 3 and $\mathcal{O}(n d)$ flops for steps 4,5 and 6. Therefore, at iteration $j$, the orthogonalization cost of P-Arnoldi is $\mathcal{O}(n d(d+j))$ flops. Orthogonalization costs are summarized in Table 2.5. Note that the orthogonalization cost of PArnoldi is slightly more expensive than the cost of Arnoldi, however, since in practice $d<j \ll n$ [14, 63], this difference of cost is usually small.

|  | Arnoldi method | P-Arnoldi method |
| :---: | :---: | :---: |
| Orthogonalization cost | $\mathcal{O}\left(n d j^{2}\right)$ | $\mathcal{O}\left(n d j^{2}+n d^{2} j\right)$ |
| Memory cost | $n d j$ | $(d+j) n$ |

Table 2.5: Asymptotic orthogonalization and memory costs for classical Arnoldi method and P-Arnoldi method after $j$ iterations.

Techniques like implicit restarting and locking can be implemented and we refer to 63 for more details.

Although P-Arnoldi can be formulated in an elegant way, its instability for Ritz values not close to $[-1,1]$ makes it unsuitable for solving PEPs with matrix polynomials of large degree. In the next section, we discuss the TOAR method for PEPs which appears to be stable even for comparably large degrees.

### 2.4.2 TOAR method for polynomial eigenvalue problems

As we mentioned before, it is common that the eigenvalues of interest are close to a given target $\theta$, which is typically in the interior of the spectrum. The shift-and-invert technique addresses this problem by applying the Arnoldi method to the matrix $\left(\mathbf{G}_{C h}-\theta I\right)^{-1}$, where $\mathbf{G}_{C h}$ is the matrix defined in (2.81). In this section, we focus on this problem for the particular case $\theta=0$. The interested reader can find the general case $\theta \neq 0$ in [63].

If we consider $j$ steps of the Arnoldi method applied to $\mathbf{G}_{C h}^{-1}$, we obtain the Arnoldi recurrence relation

$$
\begin{equation*}
\left(\mathbf{G}_{C h}\right)^{-1} \mathbf{V}_{j}=\mathbf{V}_{j} H_{j}+h_{j+1, j} \mathbf{v}_{j+1} e_{j}^{*} \tag{2.91}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\mathbf{G}_{C h} \mathbf{V}_{j}=\mathbf{V}_{j} H_{j}^{-1}+h_{j+1, j} \breve{\mathbf{v}}_{j+1} \breve{e}_{j}^{*}, \tag{2.92}
\end{equation*}
$$

where $\breve{\mathbf{v}}_{j+1}=-\mathbf{G}_{C h} \mathbf{v}_{j+1}$ and $\breve{e}_{j}=H_{j}^{-*} e_{j}$. The equation (2.92) has a similar form than the Arnoldi recurrence relation (2.18), therefore, an extension of Lemma 2.30 can be developed. Thus, the relation (2.92) makes it possible to extend the PArnoldi method to this situation. However, some difficulties appear due to the fact that the norms of $\tau_{j}\left(H_{j}^{-1}\right)$ grow quickly if $H_{j}^{-1}$ has eigenvalues too far away from the interval $[-1,1]$ for larger degree $d[63]$.

This instability is due to the presence of $\tau_{j}\left(H_{j}^{-1}\right)$ in the representation of the orthonormal Arnoldi basis $\mathbf{V}_{j}$ and motivates the development of a version of TOAR for matrix polynomials with arbitrary degrees expressed in the Chebyshev basis [63].

For TOAR, we use the following representation, that is possible as a consequence of a version of (2.83) adapted to (2.92)

$$
\mathbf{V}_{j}=\left[\begin{array}{c}
V_{j}^{(1)}  \tag{2.93}\\
V_{j}^{(2)} \\
\vdots \\
V_{j}^{(d)}
\end{array}\right]=\left[\begin{array}{c}
Q_{j} R_{j}^{(1)} \\
Q_{j} R_{j}^{(2)} \\
\vdots \\
Q_{j} R_{j}^{(d)}
\end{array}\right]=\left[\begin{array}{llll}
Q_{j} & & & \\
& Q_{j} & & \\
& & \ddots & \\
& & & Q_{j}
\end{array}\right]\left[\begin{array}{c}
R_{j}^{(1)} \\
R_{j}^{(2)} \\
\vdots \\
\\
\\
R_{j}^{(d)}
\end{array}\right]=\left(I_{d} \otimes Q_{j}\right) \mathbf{R}_{j}
$$

where $V_{j}^{(i)} \in \mathbb{C}^{n \times j}$ for $i=1,2, \ldots, d, Q_{j} \in \mathbb{C}^{n \times(d+j)}$ is a matrix with orthonormal columns and

$$
\mathbf{R}_{j}:=\left[\begin{array}{c}
R_{j}^{(1)}  \tag{2.94}\\
R_{j}^{(2)} \\
\vdots \\
R_{j}^{(d)}
\end{array}\right]
$$

for some matrices $R_{j}^{(i)} \in \mathbb{C}^{(d+j) \times j}$. Note that $\mathbf{R}_{j}^{*} \mathbf{R}_{j}=I_{j}$ and that the number of columns of $Q_{j}$ could be less than $d+j$ in the course of the method. However, in 63] this case is neglected and this possibility is considered in both CORK and R-CORK methods. Observe that $\mathbf{V}_{j}$ has $n d j$ entries that can be represented by $(n+d j)(d+j)$ parameters. Thus, considering that the dimension $j$ of the Krylov subspace is much smaller than the dimension $n$ of the large-scale problem, and that the degree $d$ of PEPs in applications is a low number [14, 63], we obtain that $j+d<j d \ll n$, obtaining a compact representation for the Krylov vectors.

As for the TOAR method for QEPs, the information needed for the expansion of the basis $Q_{j}$ is contained in the vector $\hat{v}^{(1)}$. Theorem 2.31 summarizes this result.

Theorem 2.31. [63, Theorem 4] Suppose that $\mathbf{V}_{j+1}$ satisfies the Arnoldi decomposition (2.18) for $\mathbf{G}_{C h}^{-1}$ and is partitioned as in (2.82). Let $Q_{j}$ be an orthonormal basis of $\operatorname{span}\left\{V_{j}^{(1)}, V_{j}^{(2)}, \ldots, V_{j}^{(d)}\right\}$, this is $\operatorname{span}\left\{Q_{j}\right\}=\operatorname{span}\left\{V_{j}^{(1)}, V_{j}^{(2)}, \ldots, V_{j}^{(d)}\right\}$. Then,

$$
\begin{equation*}
\operatorname{span}\left\{Q_{j+1}\right\}=\operatorname{span}\left\{V_{j}^{(1)}, v_{j+1}^{(1)}, V_{j}^{(2)}, v_{j+1}^{(2)}, \ldots, V_{j}^{(d)}, v_{j+1}^{(d)}\right\}=\operatorname{span}\left\{Q_{j}, \hat{v}^{(1)}\right\} \tag{2.95}
\end{equation*}
$$

Next we discuss the implementation of the Arnoldi method applied to $\mathbf{G}_{C h}^{-1}$ defined in 2.81) by using the representation 2.93).

First, in step 1 of Algorithm 2.3, it is necessary to compute the vector $\hat{\mathbf{v}}=\mathbf{G}_{C h}^{-1} \mathbf{v}_{j}$, which can be computed by solving a linear system involving $\mathbf{G}_{C h}$. Consider the vectors $\hat{\mathbf{v}}$ and $\mathbf{v}_{j}$ partitioned as in (2.82). Then, for the even superscripts, we obtain the recurrence:

$$
\begin{equation*}
\hat{v}^{(2)}=Q_{j} r_{j}^{(1)}, \quad \hat{v}^{(2 i)}=2 Q_{j} r_{j}^{(2 i-1)}-\hat{v}^{(2(i-1))}, \quad i=2,3, \ldots \tag{2.96}
\end{equation*}
$$

where $r_{j}^{(i)} \in \mathbb{C}^{d+j}$ denotes the last column of $R_{j}^{(i)}$ for $i=1,2, \ldots, d$, while for odd superscripts

$$
\begin{equation*}
\hat{v}^{(2 i+1)}=y_{2 i}+(-1)^{i} \hat{v}^{(1)}, \quad i=1,2, \ldots \tag{2.97}
\end{equation*}
$$

with

$$
\begin{equation*}
y_{2}=2 Q_{j} r_{j}^{(2)}, \quad y_{2 i}=2 Q_{j} r_{j}^{(2 i)}-y_{2(i-1)}, \quad i=2,3, \ldots \tag{2.98}
\end{equation*}
$$

and $\hat{v}^{(1)}$ is obtained by solving the linear system

$$
\begin{equation*}
\left(-P_{0}+P_{2}-P_{4}+\ldots\right) \hat{v}^{(1)}=\left(P_{1} \hat{v}^{(2)}+P_{3} \hat{v}^{(4)}+P_{5} \hat{v}^{(6)}+\ldots\right)+\left(P_{2} y_{2}+P_{4} y_{4}+P_{6} y_{6}+\ldots\right) \tag{2.99}
\end{equation*}
$$

Therefore, the LU decomposition of $N=-P_{0}+P_{2}-P_{4}+\ldots$, can be precomputed once and for all and to use it in each iteration to solve (2.99), although other methods can be also used to solve (2.99). Since only the first block $\hat{v}^{(1)}$ of $\hat{\mathbf{v}}$ is needed for the following steps in the Arnoldi method, it is necessary to save it. The details for the computation of $\hat{v}^{(1)}$ are given in Algorithm 2.14 .

```
Algorithm 2.14 TOAR: Matrix-vector product with \(\mathbf{G}_{C h}^{-1}\)
Input: The coefficients \(P_{0}, P_{1}, \ldots, P_{d}\) defining the matrix \(\mathbf{G}_{C h}\) in 2.81, \(Q_{j}\) ob-
    tained by the compact representation of \(\mathbf{V}_{j}\), and vector \(\mathbf{r}_{j}=\left[\left(r_{j}^{(1)}\right)^{T}, \ldots,\left(r_{j}^{(d)}\right)^{T}\right]^{T}\),
    which is the last column of \(\mathbf{R}_{j}\).
Output: First component \(\hat{v}^{(1)}\) of \(\hat{\mathbf{v}}=\left(\mathbf{G}_{C h}\right)^{-1} \mathbf{v}_{j}\) where \(\mathbf{v}_{j}=\left(I_{d} \otimes Q_{j}\right) \mathbf{r}_{j}\).
    1. Set \(Y=\left[r_{j}^{(1)}, 2 r_{j}^{(2)}\right]\).
    for \(i=3, \ldots, d-1\) do
        2. Update \(Y=\left[Y, 2 r_{j}^{(i)}-y_{i-2}\right]\).
    end for
    3. Compute \(Z=Q_{j} Y\).
    4. Compute \(\bar{w}=-P_{d} z_{d-1}+\sum_{i=1}^{d-1} P_{i} z_{i}\).
    if \(d\) is even then
        Update \(\bar{w}=\bar{w}+P_{d}\left(2 P_{d} Q_{j} r_{j}^{(d)}-z_{d-2}\right)\).
    end if
    5. Solve the linear system \(N \hat{v}^{(1)}=\bar{w}\) with \(N=\sum_{i=0}^{\lfloor(d-2) / 2\rfloor}(-1)^{(i+1)} P_{2 i}\).
```

The next step in the shift-and-invert Arnoldi method consists of computing the coefficients $h_{j}=\mathbf{V}_{j}^{*} \hat{\mathbf{v}}=\mathbf{R}_{j}^{*}\left(I_{d} \otimes Q_{j}^{*}\right) \hat{\mathbf{v}}$. Lemma 2.32 shows analogous recurrences for the block components $\mathbf{p}=\left(I_{d} \otimes Q_{j}^{*}\right) \hat{\mathbf{v}}$ by using the presence of $Q_{j}$ in the recurrences (2.96), (2.97) and (2.98).

Lemma 2.32. [63, Lemma 3] For given $r_{j}^{(1)}, \ldots, r_{j}^{(d)}$ and $p^{(1)}=Q_{j}^{*} \hat{v}^{(1)} \in \mathbb{C}^{d+j}$, let the vectors $p^{(i)}, i=2, \ldots, d$ be defined by the recurrences

$$
\begin{array}{rlrl}
p^{(2)}=r_{j}^{(2)}, & p^{(2 i)}=2 r_{j}^{(2 i-1)}-p^{(2(i-1))}, & & i=2,3, \ldots, \\
p^{(2 i+1)}=x_{2 i}+(-1)^{i} p^{(1)}, & & i=1,2, \ldots, \\
x_{2}=2 r_{j}^{(2)}, \quad x_{2 i}=2 r_{j}^{(2 i)}-x_{2(i-1)}, & & i=2,3, \ldots \ldots \tag{2.102}
\end{array}
$$

Then, the relations

1. $\hat{v}^{(i)}=Q_{j} p^{(i)}$ and $y_{i}=Q_{j} x_{i}$ hold for all even $i$;
2. $\hat{v}^{(i)}=Q_{j} p^{(i)}+(-1)^{(1+i) / 2}\left(I-Q_{j} Q_{j}^{*}\right) \hat{v}^{(1)}$ holds for all odd $i$ :
where $\hat{v}^{(i)}$ and $y_{i}$ are defined by the recurrences (2.96), 2.97) and 2.98. In particular, $p^{(i)}=Q^{*} \hat{v}^{(i)}$ for $i=2, \ldots, d$.

After $\hat{v}^{(1)}$ has been computed by Algorithm 2.14, the recurrences 2.100)-2.102) of Lemma 2.32 allows to develop a cheap way to compute the coefficients $h_{j}$ by computing the product:

$$
h_{j}=\mathbf{R}_{j}^{*}\left[\begin{array}{lll}
Q_{j} & &  \tag{2.103}\\
& \ddots & \\
& & Q_{j}
\end{array}\right]^{*}\left[\begin{array}{c}
\hat{v}^{(1)} \\
\vdots \\
\hat{v}^{(d)}
\end{array}\right]=\mathbf{R}_{j}^{*}\left[\begin{array}{c}
p^{(1)} \\
\vdots \\
p^{(d)}
\end{array}\right] .
$$

From Theorem 2.31, we see that $Q_{j}$ can be expanded with a new vector $q_{j+1}$ computed as

$$
\begin{equation*}
\alpha q_{j+1}=\hat{v}^{(1)}-Q_{j} p^{(1)}, \quad \text { where } p^{(1)}=Q_{j}^{*} \hat{v}^{(1)}, \quad \text { and } \alpha=\left\|\hat{v}^{(1)}-Q_{j} p^{(1)}\right\|_{2} . \tag{2.104}
\end{equation*}
$$

Step 3 in Algorithm 2.3 consists in computing the vector $\tilde{\mathbf{v}}$ :

$$
\tilde{\mathbf{v}}=\hat{\mathbf{v}}-\mathbf{V}_{j} h_{j}=\left[\begin{array}{c}
\hat{v}^{(1)}  \tag{2.105}\\
\vdots \\
\hat{v}^{(d)}
\end{array}\right]-\left[\begin{array}{lll}
Q_{j} & & \\
& \ddots & \\
& & Q_{j}
\end{array}\right]\left[\begin{array}{c}
R_{j}^{(1)} \\
\vdots \\
R_{j}^{(d)}
\end{array}\right] h_{j} .
$$

In order to compute this vector efficiently, we first compute the vector $\mathbf{s}$ obtained from the Gram-Schmidt orthogonalization of $\mathbf{p}=\left(I_{d} \otimes Q_{j}^{*}\right) \hat{\mathbf{v}}$ against $\mathbf{R}_{j}$ :

$$
\mathbf{s}=\left[\begin{array}{c}
s^{(1)}  \tag{2.106}\\
\vdots \\
s^{(d)}
\end{array}\right]=\left[\begin{array}{c}
p^{(1)} \\
\vdots \\
p^{(d)}
\end{array}\right]-\left[\begin{array}{c}
R_{j}^{(1)} \\
\vdots \\
R_{j}^{(d)}
\end{array}\right] h_{j} .
$$

By using the relations of Lemma 2.32, the blocks with odd superscripts of $\tilde{\mathbf{v}}$ in (2.105) can be represented by

$$
\tilde{v}^{(2 i-1)}=\left[\begin{array}{ll}
Q_{j} & q_{j+1}
\end{array}\right]\left[\begin{array}{c}
s^{(2 i-1)}  \tag{2.107}\\
(-1)^{(1+i) / 2} \alpha
\end{array}\right] .
$$

while the blocks with even superscripts satisfy

$$
\begin{equation*}
\tilde{v}^{(2 i)}=Q_{j} s^{(2 i)}, \quad \text { for } i=1,2, \ldots \tag{2.108}
\end{equation*}
$$

Therefore, $\mathbf{R}_{j}$ can be expanded by using the vector

$$
\begin{equation*}
\tilde{\mathbf{r}}=\left[\left(s^{(1)}\right)^{*}, \alpha,\left(s^{(2)}\right)^{*}, 0,\left(s^{(3)}\right)^{*},-\alpha,\left(s^{(4)}\right)^{*}, 0, \ldots,\right]^{*} \tag{2.109}
\end{equation*}
$$

after normalization. Note that, in particular, $\|\tilde{\mathbf{v}}\|_{2}=\|\tilde{\mathbf{r}}\|_{2}=h_{j+1, j}$. The TOAR method for PEPs of degree $d$ represented in the Chebyshev basis is summarized in Algorithm 2.15.

```
Algorithm 2.15 Two-level orthogonalization Arnoldi (TOAR) method for \(\mathbf{G}_{C h}^{-1}\).
Input: Coefficient matrices \(P_{0}, P_{1}, \ldots, P_{d}\) defining \(\mathbf{G}_{C h}\) in 2.81) and a starting
    vector \(\mathbf{v}_{1}\).
Output: Matrices \(Q_{m+1}, \mathbf{R}_{m+1}\) such that the matrix \(\mathbf{V}_{m+1}\) defined in (2.93) is an
    orthonormal basis for \(K_{m+1}\left(\mathbf{G}_{C h}^{-1}, \mathbf{v}_{1}, 0\right)\).
1. Normalize \(\mathbf{v}_{1}=\frac{\mathbf{v}_{1}}{\left\|\mathbf{v}_{1}\right\|_{2}}\).
2. Compute a QR factorization
\[
\left[v_{1}^{(1)}, v_{1}^{(2)}, \ldots, v_{1}^{(d)}\right]=Q_{1} R_{1}, \quad \text { with } R_{1}=\left[r_{1}^{(1)}, r_{1}^{(2)}, \ldots, r_{1}^{(d)}\right] \in \mathbb{R}^{d \times d}
\]
3. Set \(\mathbf{r}_{1}=\left[\left(r_{1}^{(1)}\right)^{*},\left(r_{1}^{(2)}\right)^{*}, \ldots,\left(r_{1}^{(d)}\right)^{*}\right]^{*}\).
for \(j=1,2, \ldots, m\) do
4. Compute \(\hat{v}^{(1)}\) by using Algorithm 2.14
5. Compute \(p^{(1)}=Q_{j}^{*} \hat{v}^{(1)}\) and \(\tilde{q}=\hat{v}^{(1)}-Q_{j} p^{(1)}\).
6. Normalize \(\alpha=\|\tilde{q}\|_{2}\) and compute \(q_{j+1}=\tilde{q} / \alpha\).
7. Expand \(Q_{j+1}=\left[Q_{j}, q_{j+1}\right]\).
8. Compute \(p^{(i)}\) for \(i=2, \ldots, d\) using the recurrences 2.100\()-(2.102)\) and set \(\mathbf{p}=\left[\left(p^{(1)}\right)^{*},\left(p^{(2)}\right)^{*}, \ldots,\left(p^{(d)}\right)^{*}\right]^{*}\).
9. Compute \(h_{j}=\mathbf{R}_{j}^{*} \mathbf{p}\) and \(\mathbf{s}=\mathbf{p}-\mathbf{R}_{j} h_{j}\).
10. Update \(R_{j}^{(i)}=\left[\begin{array}{c}R_{j}^{(i)} \\ 0_{j \times 1}\end{array}\right]\).
11. Set \(\tilde{\mathbf{r}}=\left[\left(s^{(1)}\right)^{*}, \alpha,\left(s^{(2)}\right)^{*}, 0,\left(s^{(3)}\right)^{*},-\alpha,\left(s^{(4)}\right)^{*}, 0, \ldots\right]^{*}\).
12. Normalize \(\mathbf{r}_{j+1}=\tilde{\mathbf{r}} / h_{j+1, j}\) with \(h_{j+1, j}=\|\tilde{\mathbf{r}}\|_{2}\), and expand \(\mathbf{R}_{j+1}=\) \(\left[\mathbf{R}_{j}, \mathbf{r}_{j+1}\right]\).
    end for
```

The first and second level of orthogonalization are presented in steps 5 and 9 of Algorithm 2.15, respectively. If it is necessary, reorthogonalization can be implemented.

Now we analyze orthogonalization and memory costs. As for the TOAR method for QEPs, the main orthogonalization cost is concentrated in the first level, which involves only the matrix $Q_{j}$, while the cost for the second level is negligible when $n \gg m$. The costs of steps 5-6 in Algorithm 2.15 at iteration $j$ are $\mathcal{O}(n(d+j))$ flops, whereas the orthogonalization cost for Arnoldi is $\mathcal{O}(n d j)$ flops. As occurs for TOAR for QEPs, the TOAR method for PEPs requires the construction of $\mathbf{v}_{j}$ to perform the shift-and-invert step, and if we add this extra cost to the orthogonalization cost of TOAR for PEPs we would obtain a cost of the same order of the orthogonalization cost of the Arnoldi method. The orthogonalization cost for each method is presented in Table 2.6.

However, the significant reduction of storage requirements, compared to the classic Arnoldi method applied to the linearization, makes the TOAR method a suitable and efficient method since the generated basis consists of vectors of length $n$ instead of the vectors of full length $n d$, where $d$ represents the degree of the polynomial. Memory costs for both methods are summarized in Table 2.6.

|  | Arnoldi method | TOAR method for PEPs |
| :---: | :---: | :---: |
| Orthogonalization cost | $\mathcal{O}\left(n d j^{2}\right)$ | $\mathcal{O}(n(d+j) j)$ |
| Memory cost | $n d j$ | $n(d+j)$ |

Table 2.6: Asymptotic orthogonalization and memory costs for the Arnoldi method and TOAR for PEPs after $j$ iterations.

### 2.4.3 The CORK method for polynomial eigenvalue problems

Van Beeumen, Meerbergen, and Michiels in [104] proposed a method based on a compact rational Krylov decomposition, extending the two levels of orthogonalization idea of TOAR from the quadratic eigenvalue problem [100, 71] to arbitrary degree polynomial eigenvalue problems and to other nonlinear eigenvalue problems (NLEPs) that can be linearized similarly to PEPs, including many other linearizations apart from the Frobenius one used in [100, 71], and using the rational Krylov method instead of the Arnoldi method. This method was baptized as CORK in [104] and for simplicity we described it particularized to PEPs of degree $d$. The key idea in 104 is to apply the rational Krylov method in Algorithm 2.4 to a structured linearization pencil of a matrix polynomial $P(\lambda)$ of degree $d$ (recall Definition 2.13) taking into account that the special structure of these pencils imposes a special structure on the bases of the corresponding rational Krylov subspaces. By using this structure, the authors of [104] reduced both the memory cost and the orthogonali-
zation cost of the classical rational Krylov method applied to an arbitrary pencil of the same size. Considering the matrices $\mathbf{A}$ and $\mathbf{B}$ in $(2.6)$ and the rational Krylov recurrence relation (2.25) for $\mathbf{A}$ and $\mathbf{B}$, the authors of [104] partitioned conformably the matrix $\mathbf{U}_{j+1}$, that stores the first $j+1$ orthonormal "rational" Krylov vectors, as follows

$$
\mathbf{U}_{j+1}=\left[\begin{array}{ll}
\mathbf{U}_{j} & \mathbf{u}_{j+1}
\end{array}\right]=\left[\begin{array}{cc}
U_{j}^{(1)} & u_{j+1}^{(1)} \\
U_{j}^{(2)} & u_{j+1}^{(2)} \\
\vdots & \vdots \\
U_{j}^{(d)} & u_{j+1}^{(d)}
\end{array}\right],
$$

and then, they constructed a matrix $Q_{j} \in \mathbb{C}^{n \times r_{j}}$ with orthonormal columns such that

$$
\begin{equation*}
\operatorname{span}\left\{Q_{j}\right\}=\operatorname{span}\left\{U_{j}^{(1)}, U_{j}^{(2)}, \ldots, U_{j}^{(d)}\right\} \tag{2.110}
\end{equation*}
$$

and $\operatorname{rank}\left(Q_{j}\right)=r_{j}$. By using the matrix $Q_{j}$, the blocks $U_{j}^{(i)}$ for $i=1,2, \ldots, d$ can be represented as follows

$$
U_{j}^{(i)}=Q_{j} R_{j}^{(i)}, \quad i=1,2, \ldots, d
$$

for some matrices $R_{j}^{(i)} \in \mathbb{C}^{r_{j} \times j}$. Then,

$$
\mathbf{U}_{j}=\left[\begin{array}{c}
Q_{j} R_{j}^{(1)}  \tag{2.111}\\
Q_{j} R_{j}^{(2)} \\
\vdots \\
Q_{j} R_{j}^{(d)}
\end{array}\right]=\left[\begin{array}{llll}
Q_{j} & & & \\
& Q_{j} & & \\
& & \ddots & \\
& & & Q_{j}
\end{array}\right]\left[\begin{array}{c}
R_{j}^{(1)} \\
R_{j}^{(2)} \\
\vdots \\
\\
R_{j}^{(d)}
\end{array}\right]=\left(I_{d} \otimes Q_{j}\right) \mathbf{R}_{j}
$$

where

$$
\mathbf{R}_{j}:=\left[\begin{array}{c}
R_{j}^{(1)} \\
R_{j}^{(2)} \\
\vdots \\
R_{j}^{(d)}
\end{array}\right]
$$

By using this representation, the rational Krylov recurrence relation (2.25) can be written as follows [104, eq. (4.3)]

$$
\begin{equation*}
\mathbf{A}\left(I_{d} \otimes Q_{j+1}\right) \mathbf{R}_{j+1} \underline{H}_{j}=\mathbf{B}\left(I_{d} \otimes Q_{j+1}\right) \mathbf{R}_{j+1} \underline{K}_{j} . \tag{2.112}
\end{equation*}
$$

Observe that $\mathbf{U}_{j}$ has $n d j$ entries while the representation in 2.111) involves $(n+j d) r_{j}$ parameters. Therefore, taking into account that in the solution of large-scale PEPs the dimension $j$ of the rational Krylov subspaces is much smaller than the dimension $n$ of the problem and that the degree $d$ of applied PEPs is a low number (for sure smaller than 30 , see [63], and often much smaller than 30 [14]), we get that $j d \ll n$
and that the representation 2.111) of $\mathbf{U}_{j}$ stores approximately $n r_{j}$ numbers. The fundamental reason why the representation of $\mathbf{U}_{j}$ in (2.111) is of interest and is indeed compact is because $r_{j}$ is considerably much smaller than $j d$ for the matrices $\mathbf{A}$ and $\mathbf{B}$ in (2.6). More precisely, the following result is proved in [104].

Theorem 2.33. 104, Theorems 4.4 and 4.5] Let $Q_{j}$ be defined as in 2.110. Then

$$
\begin{equation*}
\operatorname{span}\left\{Q_{j+1}\right\}=\operatorname{span}\left\{Q_{j}, u_{j+1}^{(p)}\right\} \tag{2.113}
\end{equation*}
$$

where $u_{j+1}^{(p)}$ represents the block of the vector $\mathbf{u}_{j+1}$ in a certain p-th position determined in 104. Also,

$$
\begin{equation*}
r_{j}<j+d \tag{2.114}
\end{equation*}
$$

Note that Theorem 2.33 shows that $Q_{j}$ can be expanded to $Q_{j+1}$ by orthogonalizing only one vector of size $n$ at each iteration. Also, $\mathbf{R}_{j+1}$ can be expanded in an easy way, if $u_{j+1}^{(p)} \notin \operatorname{span}\left\{Q_{j}\right\}$ then the blocks $R_{j+1}^{(i)}, i=1, \ldots, d$, can be written as

$$
R_{j+1}^{(i)}=\left[\begin{array}{c|c}
R_{j}^{(i)} & r_{j+1}^{(i)} \\
0_{1 \times j}
\end{array}\right], \quad i=1, \ldots, d
$$

and, if $u_{j+1}^{(p)} \in \operatorname{span}\left\{Q_{j}\right\}$, then $R_{j+1}^{(i)}=\left[\begin{array}{ll}R_{j}^{(i)} & r_{j+1}^{(i)}\end{array}\right], i=1, \ldots, d$. Based on these ideas, the authors of [104 developed CORK, splitting the method into two levels of orthogonalization: the first level is to expand $Q_{j}$ into $Q_{j+1}$ and the second level is to expand $\mathbf{R}_{j}$ into $\mathbf{R}_{j+1}$. We can see a basic pseudocode for the CORK method in Algorithm 2.16, whose complete explanation can be found in [104]. For simplicity, we assume that breakdown does not occur in Algorithm 2.16, i.e., $h_{j+1, j} \neq 0$ for all $j$. Note that the continuation vector $z_{j}$ in step 2 of Algorithm 2.4 is implicitly considered in step 2 of Algorithm 2.16, where $\hat{u}^{(p)}$ is the $p$-th block of $\hat{\mathbf{u}}$ obtained by solving the linear system $\left(\mathbf{A}-\theta_{j} \mathbf{B}\right) \hat{\mathbf{u}}=\mathbf{B}\left(I_{d} \otimes Q_{j}\right) \mathbf{R}_{j} z_{j}$ via the ULP decomposition presented in Theorem 2.15.

From the discussion above, it is clear that CORK reduces significantly the storage requirements with respect to a direct application of the rational Krylov method to the $(n d) \times(n d)$ GEP $\mathbf{A}-\lambda \mathbf{B}$, since essentially CORK represents $\mathbf{U}_{j}$ in terms of $n(j+d)$ parameters and, in addition, $n(j+d) \approx n j$ for moderate values of $d$. Therefore, the memory cost of CORK is approximately the cost of any Krylov method applied to an $n \times n$ GEP. The memory cost of each method is summarized in Table 2.7.

Moreover, it can be seen in [104, Section 5.4] that the orthogonalization cost of CORK is essentially independent of $d$ for moderate values of $d$, and, so, much lower than the orthogonalization cost of a direct application of rational Krylov to $\mathbf{A}-\lambda \mathbf{B}$, and they are presented for both methods in Table 2.7. With respect to the comparison of the costs of the shift-and-invert steps in CORK (included in step 2 of Algorithm 2.16) and in rational Krylov (step 3 in Algorithm 2.4), we can say that in

## Algorithm 2.16 Compact rational Krylov method (CORK)

Input: $Q_{1} \in \mathbb{C}^{n \times r_{1}}$ and $\mathbf{R}_{1} \in \mathbb{C}^{d r_{1} \times 1}$ with $Q_{1}^{*} Q_{1}=I_{r_{1}}$ and $\mathbf{R}_{1}^{*} \mathbf{R}_{1}=1$, where $r_{1} \leq d$. Output: Approximate eigenpairs $(\lambda, \mathbf{x})$ associated to $\mathbf{A}-\lambda \mathbf{B}$, with $\mathbf{A}, \mathbf{B}$ as in (2.6).
for $j=1,2, \ldots$ do

1. Choose shift $\theta_{j}$.

First level of orthogonalization:
2. Compute $\hat{u}^{(p)}$ by using the ULP decomposition in Theorem 2.15 with $\mu=\theta_{j}$ (see [104] for details).
3. Orthogonalize: $\tilde{q}=\hat{u}^{(p)}-Q_{j} Q_{j}^{*} \hat{u}^{(p)}$.
4. If $\tilde{q} \neq 0$ then compute next vector: $q_{j+1}=\tilde{q} /\|\tilde{q}\|_{2}$ and $Q_{j+1}=\left[\begin{array}{ll}Q_{j} & q_{j+1}\end{array}\right]$. Otherwise $Q_{j+1}=Q_{j}$.
Second level of orthogonalization:
5. If $r_{j+1}>r_{j}$ then update matrices: $R_{j}^{(i)}=\left[\begin{array}{c}R_{j}^{(i)} \\ 0_{1 \times j}\end{array}\right]$ for $i=1, \ldots, d$.
6. Compute: $\hat{\mathbf{r}}$ by using the ULP decomposition in Theorem 2.15 (see [104] for details).
7. Compute: $\tilde{\mathbf{r}}=\hat{\mathbf{r}}-\mathbf{R}_{j} h_{j}$, where $h_{j}=\mathbf{R}_{j}^{*} \hat{\mathbf{r}}$.
8. Next vector: $\mathbf{r}_{j+1}=\tilde{\mathbf{r}} / h_{j+1, j}$, where $h_{j+1, j}=\|\tilde{r}\|_{2}$ and $\mathbf{R}_{j+1}=\left[\begin{array}{ll}\mathbf{R}_{j} & \mathbf{r}_{j+1}\end{array}\right]$.
9. Compute eigenpairs: $\left(\lambda_{i}, t_{i}\right)$ of 2.27 ) and test for convergence.

## end for

10. Compute eigenvectors: $\mathbf{x}_{i}=\left(I_{d} \otimes Q_{j+1}\right) \mathbf{R}_{j+1} \underline{H}_{j} t_{i}$.

CORK the particular structure of the pencil $\mathbf{A}-\lambda \mathbf{B}$ together with the fact that only one block of the vector $\hat{\mathbf{u}}$ is needed allow us to perform this step very efficiently by essentially solving just one "difficult" $n \times n$ linear system (see [104, Algorithm 2]). In contrast, in rational Krylov the whole vector $\hat{\mathbf{u}}$ must be computed and there is some extra cost with respect to CORK even in the case the structure of $\mathbf{A}-\lambda \mathbf{B}$ is taken into account for solving the linear system $\left(\mathbf{A}-\theta_{j} \mathbf{B}\right) \hat{\mathbf{u}}=\mathbf{B u} \mathbf{u}_{j}$. On the other hand, there is some overhead cost involved in step 2 of Algorithm 2.16, since, in CORK, the actual vector $\mathbf{u}_{j}$ has to be constructed before solving the linear system associated to the shift-and-invert step. Fortunately, according to (2.111), this computation can be arranged as the single matrix-matrix product $Q_{j}\left[r_{j}^{(1)} \cdots r_{j}^{(d)}\right]$, where $r_{j}^{(1)}, \ldots, r_{j}^{(d)}$ are the blocks of the last column of $\mathbf{R}_{j}$, which allows optimal efficiency and cache usage on modern computers (see [63, p. 577]).

|  | Rational Krylov method | CORK method |
| :---: | :---: | :---: |
| Orthogonalization cost | $\mathcal{O}\left(n d j^{2}\right)$ | $\mathcal{O}(n(d+j) j)$ |
| Memory cost | $n d j$ | $n(d+j)$ |

Table 2.7: Asymptotic orthogonalization and memory costs for RKS and CORK method after $j$ iterations.

Inspired in CORK, we will develop in Chapter 4 the new algorithm R-CORK to solve large-scale and sparse rational eigenvalue problems by using a decomposition similar to (2.111) for the bases of the rational Krylov subspaces associated to the linearization (2.10) of the REP and by working in the spirit of the two levels of orthogonalization originally introduced in TOAR [100, 71, 63]. We will see that R-CORK has memory and computational advantages similar to those discussed for CORK in the previous paragraph.

## Chapter 3

## Preliminaries on matrix equations

### 3.1 The Sylvester equation

The matrix equation

$$
\begin{equation*}
A X+X B=C \tag{3.1}
\end{equation*}
$$

where $A \in \mathbb{C}^{m \times m}, B \in \mathbb{C}^{n \times n}, C \in \mathbb{C}^{m \times n}$ and the unknown matrix $X \in \mathbb{C}^{m \times n}$ is called the Sylvester equation. This equation is considered the most important matrix equation in linear algebra and it has been studied in both pure and applied mathematics, having several applications in different fields as control theory [5, 26], signal processing [50], model reduction [5, 106], image restoration [17], decoupling techniques for ordinary and partial differential equations [37], implementation of implicit numerical methods for ordinary differential equations [38], block-diagonalization of matrices [44, Chapter 7] and Newton methods for solving NLEPs 46 .

A Sylvester equation is called stable when both $\Lambda(A)$ and $\Lambda(B)$ lie in the open left half plane. If $\Lambda(A)$ and $\Lambda(B)$ are contained in the open right plane, we say that the Sylvester equation is anti-stable.

In order to solve the Sylvester equation (3.1), we introduce some previous results related to the Kronecker product of matrices. The goal is to transform the matrix equation (3.1) into a standard system of linear equations. It is important to remark that the results presented in Section 3.1.1 follow for matrices with entries in any field $\mathbb{F}$ but, for simplicity, we state them for $\mathbb{F}=\mathbb{C}$.

### 3.1.1 Existence and uniqueness of solutions

In the study of matrix equations, it is often convenient to consider matrices in $\mathbb{C}^{m \times n}$ as vectors by ordering their entries in a conventional way. Definition 3.1 introduces the common convention of stacking columns, left to right.

Definition 3.1. With each matrix $A=\left[a_{i j}\right] \in \mathbb{C}^{m \times n}$, we associate the vector $\operatorname{vec}(A) \in \mathbb{C}^{m n}$ defined by

$$
\begin{equation*}
\operatorname{vec}(A):=\left[a_{11}, \ldots, a_{m 1}, a_{12}, \ldots, a_{m 2}, \ldots, a_{1 n}, \ldots, a_{m n}\right]^{T} \tag{3.2}
\end{equation*}
$$

Definition 3.2. [52, Definition 4.2.1] Let $A=\left[a_{i j}\right] \in \mathbb{C}^{m \times n}$ and $B=\left[b_{i j}\right] \in \mathbb{C}^{p \times q}$. The Kronecker product of $A$ and $B$ is denoted by $A \otimes B$ and defined to be the block matrix

$$
A \otimes B=\left[\begin{array}{ccc}
a_{11} B & \cdots & a_{1 n} B \\
\vdots & \ddots & \vdots \\
a_{m 1} B & \cdots & a_{m n} B
\end{array}\right] \in \mathbb{C}^{m p \times n q} .
$$

Theorem 3.3 determines the eigenvalues of the Kronecker product of two square complex matrices.

Theorem 3.3. [52, Theorem 4.2.12] Let $A \in \mathbb{C}^{m \times m}$ and $B \in \mathbb{C}^{n \times n}$. If $\lambda \in \Lambda(A)$ and $x \in \mathbb{C}^{m}$ is a corresponding eigenvector of $A$, and if $\mu \in \Lambda(B)$ and $y \in \mathbb{C}^{n}$ is a corresponding eigenvector of $B$, then $\lambda \mu \in \Lambda(A \otimes B)$ and $x \otimes y \in \mathbb{C}^{m n}$ is a corresponding eigenvector of $A \otimes B$. Every eigenvalue of $A \otimes B$ arises as such a product of eigenvalues of $A$ and $B$. If $\Lambda(A)=\left\{\lambda_{1}, \ldots, \lambda_{m}\right\}$ and $\Lambda(B)=\left\{\mu_{1}, \ldots, \mu_{n}\right\}$, then $\Lambda(A \otimes B)=\left\{\lambda_{i} \mu_{j}: i=1, \ldots, m, j=1, \ldots, n\right\}$ (including algebraic multiplicities in all three cases). In particular, $\Lambda(A \otimes B)=\Lambda(B \otimes A)$.

As we mentioned before, the Kronecker product can be used to obtain a convenient representation for many linear matrix transformations and linear matrix equations. A key representation is given in Lemma 3.4 .

Lemma 3.4. [52, Lemma 4.3.1] Consider the matrix equation

$$
\begin{equation*}
A X B=C \tag{3.3}
\end{equation*}
$$

where $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{p \times q}$, and $C \in \mathbb{C}^{m \times q}$ are given, and $X \in \mathbb{C}^{n \times p}$ is the unknown matrix. Then, the equation (3.3) is equivalent to the linear system of $q m$ equations in np unknowns given by

$$
\begin{equation*}
\left(B^{T} \otimes A\right) \operatorname{vec}(X)=\operatorname{vec}(C) \tag{3.4}
\end{equation*}
$$

this is, $\operatorname{vec}(A X B)=\left(B^{T} \otimes A\right) \operatorname{vec}(X)$.
Now, the equation (3.1) can be written by using the Kronecker product and the $\operatorname{vec}(\cdot)$ notation (3.2), obtaining the system:

$$
\begin{equation*}
\left[\left(I_{n} \otimes A\right)+\left(B^{T} \otimes I_{m}\right)\right] \operatorname{vec}(X)=\operatorname{vec}(C) \tag{3.5}
\end{equation*}
$$

where $I_{n}$ and $I_{m}$ represent the identity matrices of sizes $n$ and $m$, respectively. The matrix

$$
\begin{equation*}
A \oplus_{S} B:=\left(I_{n} \otimes A\right)+\left(B^{T} \otimes I_{m}\right) \tag{3.6}
\end{equation*}
$$

is called the Kronecker sum of $A$ and $B$. Since the Kronecker product of $A$ and $B$ has as eigenvalues all possible pairwise products of the eigenvalues of $A$ and $B$, it is natural to think that the eigenvalues of the Kronecker sum of $A$ and $B$ satisfy a similar relation. This result is summarized in Theorem 3.5,
Theorem 3.5. Let $A \in \mathbb{C}^{m \times m}$ and $B \in \mathbb{C}^{n \times n}$ be given. If $\lambda \in \Lambda(A)$ and $x \in \mathbb{C}^{m}$ is a corresponding eigenvector of $A$, and if $\mu \in \Lambda(B)$ and $y \in \mathbb{C}^{n}$ is a corresponding eigenvector of $B^{T}$, then $\lambda+\mu$ is an eigenvalue of $A \oplus_{S} B$ and $y \otimes x \in \mathbb{C}^{m n}$ is a corresponding eigenvector. Every eigenvalue of the Kronecker sum arises as such a sum of eigenvalues of $A$ and $B$. If $\Lambda(A)=\left\{\lambda_{1}, \ldots, \lambda_{m}\right\}$ and $\Lambda(B)=\left\{\mu_{1}, \ldots, \mu_{n}\right\}$, then $\Lambda\left(A \oplus_{S} B\right)=\left\{\lambda_{i}+\mu_{j}: i=1, \ldots, m, j=1, \ldots, n\right\}$ (including algebraic multiplicities in all three cases). In particular, $\Lambda\left(A \oplus_{S} B\right)=\Lambda\left(B \oplus_{S} A\right)$.

Roth proved in 1952 [81] necessary and sufficient conditions for the existence of solution of the Sylvester equation (3.1). The unicity of solution for (3.1) is determined by the eigenvalues of $A$ and $B$.

Theorem 3.6. [81, Theorem II] Let $A \in \mathbb{C}^{m \times m}, B \in \mathbb{C}^{n \times n}$ and $C \in \mathbb{C}^{m \times n}$. The Sylvester equation $A X+X B=C$ has solution, if and only if, the matrices

$$
M_{1}=\left[\begin{array}{cc}
A & -C  \tag{3.7}\\
0 & -B
\end{array}\right], \quad M_{2}=\left[\begin{array}{cc}
A & 0 \\
0 & -B
\end{array}\right]
$$

are similar.
Theorem 3.7. [52, Theorem 4.4.6] Let $A \in \mathbb{C}^{m \times m}$ and $B \in \mathbb{C}^{n \times n}$. The Sylvester equation $A X+X B=C$ has a unique solution $X \in \mathbb{C}^{m \times n}$ for each $C \in \mathbb{C}^{m \times n}$, if and only if, $\Lambda(A) \cap \Lambda(-B)=\emptyset$.

In the following section we present the Bartels-Stewart algorithm to solve the Sylvester equation (3.1) for small to medium size matrices $A, B$ and $C$.

### 3.1.2 The Bartels-Stewart algorithm

The Bartels-Stewart algorithm [9] was introduced in 1972 to solve the Sylvester equation (3.1) when the matrices $A, B$ and $C$ are real, dense and have small to medium size. This method is based on the Schur reduction to quasi-triangular form by orthogonal similarity transformations. For historical reasons, we discuss the Bartels-Stewart algorithm for real matrices as appears in [9], however, it is easy to extend the procedure for complex matrices.

Consider the Sylvester equation (3.1) and reduce $A$ to a lower real Schur form $A^{\prime}$ by an orthogonal similarity transformation $U$, this is,

$$
A^{\prime}=U^{T} A U=\left[\begin{array}{cccc}
A_{11}^{\prime} & & &  \tag{3.8}\\
A_{21}^{\prime} & A_{22}^{\prime} & & \\
\vdots & \vdots & \ddots & \\
A_{p 1}^{\prime} & A_{p 2}^{\prime} & \cdots & A_{p p}^{\prime}
\end{array}\right]
$$

where the matrices $A_{i i}^{\prime}, i=1, \ldots, p$ are square of size at most 2 . In a similar way, $B$ is reduced to upper real Schur form by an orthogonal matrix $V$

$$
B^{\prime}=V^{T} B V=\left[\begin{array}{cccc}
B_{11}^{\prime} & B_{12}^{\prime} & \cdots & B_{1 q}^{\prime}  \tag{3.9}\\
& B_{22}^{\prime} & \cdots & B_{2 q}^{\prime} \\
& & \ddots & \vdots \\
& & & B_{q q}^{\prime}
\end{array}\right]
$$

where the matrices $B_{i i}^{\prime}, i=1, \ldots, q$ are also square of size at most 2 . If we consider

$$
C^{\prime}=U^{T} C V=\left[\begin{array}{ccc}
C_{11}^{\prime} & \cdots & C_{1 q}^{\prime}  \tag{3.10}\\
\vdots & \ddots & \vdots \\
C_{p 1}^{\prime} & \cdots & C_{p q}^{\prime}
\end{array}\right]
$$

and

$$
X^{\prime}=U^{T} X V=\left[\begin{array}{ccc}
X_{11}^{\prime} & \cdots & X_{1 q}^{\prime} \\
\vdots & \ddots & \vdots \\
X_{p 1}^{\prime} & \cdots & X_{p q}^{\prime}
\end{array}\right]
$$

partitioned according to the partitions of $A^{\prime}$ and $B^{\prime}$, the equation (3.1) is equivalent to

$$
\begin{equation*}
A^{\prime} X^{\prime}+X^{\prime} B^{\prime}=C^{\prime} \tag{3.11}
\end{equation*}
$$

Then, if the partitions of $A^{\prime}, B^{\prime}, C^{\prime}$ and $X^{\prime}$ are conformal, we have

$$
\begin{equation*}
A_{k k}^{\prime} X_{k l}^{\prime}+X_{k l}^{\prime} B_{l l}^{\prime}=C_{k l}^{\prime}-\sum_{j=1}^{k-1} A_{k j}^{\prime} X_{j l}^{\prime}-\sum_{i=1}^{l-1} X_{k i}^{\prime} B_{i l}^{\prime}, \quad k=1, \ldots, p ; l=1, \ldots, q \tag{3.12}
\end{equation*}
$$

These equations are solved successively for $X_{11}^{\prime}, X_{21}^{\prime}, \ldots, X_{p 1}^{\prime}, X_{12}^{\prime}, X_{22}^{\prime}, \ldots, X_{p 2}^{\prime}, \ldots$ and the solution $X$ of (3.1) is given by $X=U X^{\prime} V^{T}$.

Although the solution for $X_{k l}^{\prime}$ in (3.12) requires to solve a Sylvester equation, the sizes of the matrices $A_{k k}^{\prime}$ and $B_{l l}^{\prime}$ are of order at most two, therefore, the solution of (3.12) is obtained by solving a linear system of order at most four. For example, if $A_{k k}^{\prime}=\left[a_{i j}^{\prime}\right]$ and $B_{l l}^{\prime}=\left[b_{i j}^{\prime}\right]$ are both of order two, then the system that needs to be solved is given by

$$
\left[\begin{array}{cccc}
a_{11}^{\prime}+b_{11}^{\prime} & a_{12}^{\prime} & b_{21}^{\prime} & 0  \tag{3.13}\\
a_{21}^{\prime} & a_{22}^{\prime}+a_{11}^{\prime} & 0 & b_{21}^{\prime} \\
b_{12}^{\prime} & 0 & a_{11}^{\prime}+b_{22}^{\prime} & a_{12}^{\prime} \\
0 & b_{12}^{\prime} & a_{21}^{\prime} & a_{22}^{\prime}+b_{22}^{\prime}
\end{array}\right]\left[\begin{array}{c}
x_{11}^{\prime} \\
x_{21}^{\prime} \\
x_{12}^{\prime} \\
x_{22}^{\prime}
\end{array}\right]=\left[\begin{array}{c}
d_{11} \\
d_{21} \\
d_{12} \\
d_{22}
\end{array}\right]
$$

where $x_{i j}^{\prime}$ denotes the elements of $X_{l k}^{\prime}$ and $d_{i j}$ denotes the elements of the right-hand side of (3.12). The Bartels-Stewart algorithm is summarized in Algorithm 3.1.

```
Algorithm 3.1 Bartels-Stewart algorithm
Input: Coefficient matrices \(A \in \mathbb{R}^{m \times m}, B \in \mathbb{R}^{n \times n}\) and right-hande side \(C \in \mathbb{R}^{m \times n}\).
Output: The solution \(X\) of the Sylvester equation \(A X+X B=C\).
    1. Compute a lower triangular Schur form \(A^{\prime}=U^{T} A U\) partitioned as in (3.8).
    2. Compute an upper triangular Schur form \(B^{\prime}=V^{T} B V\) partitioned as in (3.9).
    3. Compute \(C^{\prime}=U^{T} C V\) partitioned as in (3.10).
    for \(l=1, \ldots, q\) do
        for \(k=1, \ldots, p\) do
            4. Solve the Sylvester equation for \(X_{k l}^{\prime}\)
```

                    \(A_{k k}^{\prime} X_{k l}^{\prime}+X_{k l}^{\prime} B_{l l}^{\prime}=C_{k l}^{\prime}-\sum_{j=1}^{k-1} A_{k j}^{\prime} X_{j l}^{\prime}-\sum_{i=1}^{l-1} X_{k i}^{\prime} B_{i l}^{\prime}\)
            by solving a linear system of size at most 4 .
        end for
    end for
    6. Compute \(X=U X^{\prime} V^{T}\).
    The Bartels-Stewart algorithm requires $\mathcal{O}\left(m^{3}+n^{3}\right)$ flops and the detailed code appears in [9]. This cost is expensive if $m$ and/or $n$ are large, for this reason, Krylov methods have been developed to solve large-scale Sylvester equations and a brief summary is presented in Section 3.3 .

Different direct methods that improve the Bartels-Stewart algorithm at some extent have been developed for solving the Sylvester equation and the interested reader can find more information in [42, 58, 59, 96]. Note that the development of the Bartels-Stewart algorithm for complex $A, B$ and $C$ is analogous to the one presented in this section, with the main difference that the diagonal blocks of the matrices $A^{\prime}$ and $B^{\prime}$ are always square of size $1 \times 1$.

The Bartels-Stewart algorithm inspired the development of algorithms to solve other matrix equations, and in particular, we present in Section 3.2 .2 an extension for solving the $\star$-Sylvester equation presented in [28].

### 3.2 The Sylvester equation for $\star$-congruence

In this section, we consider the matrix equation

$$
\begin{equation*}
A X+X^{\star} B=C \tag{3.14}
\end{equation*}
$$

where $A \in \mathbb{C}^{m \times n}, B \in \mathbb{C}^{n \times m}, C \in \mathbb{C}^{m \times m}$ and the unknown is $X \in \mathbb{C}^{n \times m}$ and the operator $(\cdot)^{\star}$ denotes either the transpose $(\cdot)^{T}$ or the conjugate transpose $(\cdot)^{*}$ of a
matrix. The matrix equation (3.14) is called the $\star$-Sylvester equation or Sylvester equation for $\star$-congruence.

Since one of the goals of this thesis is to solve numerically the Sylvester equation for T-congruence when the rank of $C$ in (3.14) is low, some applications of this matrix equation are discussed. As we mentioned in Section 3.1, it is well-known that standard Sylvester equations with low-rank right-hand sides appear very often in linear system theory and control theory, in particular in the context of model order reduction and as intermediate steps in the solution of continuous-time algebraic Riccati equations (CARE) by iterative methods in linear-quadratic optimal control problems [5, 12]. Analogously, some particular non-standard problems in optimal Hankel-norm model reduction and $H_{2} / H_{\infty}$ controls related to nonstandard $J$-spectral factorization problems lead to T-CARE whose nonlinear and constant terms both have low rank, under the natural assumption that the numbers of inputs and outputs are much smaller than the number of internal states of the system (see [61, 62] and the references therein). For instance the T-CARE appearing in [61, 62] is

$$
\begin{align*}
A^{T} X+X^{T} A+X^{T} R X+Q & =0  \tag{3.15}\\
E^{T} X-X^{T} E & =0 \tag{3.16}
\end{align*}
$$

where $E, A, Q, R \in \mathbb{R}^{n \times n}, E$ may be singular, $Q=Q^{T}, R=R^{T}, Q$ and $R$ are indefinite, and the ranks of $Q$ and $R$ are much smaller than $n$ under the conditions mentioned above. The problem of interest in applications is to compute a stabilizing solution $X$ of (3.15)-(3.16), which roughly speaking is a solution such that the corresponding close-loop matrix has its eigenvalues in the left-hand plane including the extended imaginary axis. Conditions for the existence of such solutions have been established in [62], and their numerical computation is a nontrivial problem considered in 61 and solved satisfactorily in [22] for small- to medium-size matrices. However, the solution of (3.15)-(3.16) for large-scale matrices remains an open problem. The efficient solution of this problem will require iterative methods that will need efficient solvers of large-scale T-Sylvester equations with low-rank right-hand sides, similarly to the solution of large-scale standard CAREs, which requires solvers of large-scale Sylvester equations with low-rank right-hand sides [12]. To realize this point, note that the two equations (3.15)-(3.16) are equivalent to:

$$
\begin{equation*}
\left(A^{T}+E^{T}\right) X+X^{T}(A-E)+X^{T} R X+Q=0 \tag{3.17}
\end{equation*}
$$

because the sum of (3.15) and (3.16) yields (3.17), while (3.17) plus and minus its transpose yields (3.15) and (3.16), respectively [21, Section 2.3]. Clearly, any fixed point iteration or any Newton-based method for solving (3.17) would need the solution of T-Sylvester equations with low-rank right-hand sides. Variants of equations (3.15)-(3.16) where $Q$ and $R$ are low-rank positive semidefinite matrices have also appeared in applications [111], and they can be connected to T-Sylvester
equations exactly in the same way. Finally, the T-Sylvester equation is also used in [56] for the development of a new algorithm for the solution of delay Lyapunov equations.

### 3.2.1 Existence and uniqueness of solutions

In order to state necessary and sufficient conditions for the existence and uniqueness of a solution X of (3.14), we need to introduce the following notion.

Definition 3.8. $A$ set of numbers $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\} \subset \mathbb{C} \cup\{\infty\}$ is $\star$-reciprocal free if $\lambda_{i} \neq 1 / \lambda_{j}^{\star}$ for any $1 \leq i, j \leq n$.

Note that Definition (3.8) admits 0 and/or $\infty$ as elements of the set $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$ and by convention $1 / 0=\infty$ and $1 / \infty=0$ in Definition 3.8. Also, in the case of $\star=T, \lambda_{i}^{T}=\lambda_{i}$ and for $\star=*, \lambda_{i}^{*}=\overline{\lambda_{i}}$.

The uniqueness of the solution of the matrix equation (3.14) is discussed in 64, Lemma 8] and presented in Lemma 3.9. In particular, if $A$ and $B$ in (3.14) are both complex square matrices of size $n$, Lemma 3.9 gives necessary and sufficient conditions for the existence of a unique solution for every right-hand side $C$ in the complex field. Note that if $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{n \times m}$ are rectangular matrices in (3.14), then $X \in \mathbb{C}^{n \times m}$ while $A X+X^{\star} B \in \mathbb{C}^{m \times m}$. Therefore, the operator $X \mapsto A X+X^{\star} B$ is never invertible, and then, the equation (3.14) never has a unique solution for every right-hand side $C$.

Lemma 3.9. [64, Lemma 8] The $\star$-Sylvester equation $A X+X^{\star} B=C$ with $A, B \in$ $\mathbb{C}^{n \times n}$ has a unique solution $X$ for every right-hand side $C \in \mathbb{C}^{n \times n}$ if and only if the following two conditions hold:

1. The pencil $A-\lambda B^{\star}$ is regular, and

2a. if $\star=T, \Lambda\left(A, B^{T}\right) \backslash\{1\}$ is $T$-reciprocal free and if $1 \in \Lambda\left(A, B^{T}\right)$, then it has algebraic multiplicity 1, or

2b. if $\star=*, \Lambda\left(A, B^{*}\right)$ is $*$-reciprocal free.
In the past, some references erroneously replaced condition 2 in Lemma 3.9 simply by $\Lambda\left(A, B^{\star}\right)$ is "reciprocal free" which requires that $1 \notin \Lambda\left(A, B^{\star}\right)$ (see for example [54, Theorem 3] for the case $\star=T$ ). It is easy to construct examples showing that this requirement is not needed. Consider, for instance, $n=1, A=B=$ 1 and $\star=T$. In this case, the only eigenvalue of $A-\lambda B^{\star}$ is 1 , but $A X+X^{\star} B=C$ has the unique solution $X=C / 2$.

The consistency of (3.14) is related to the concept of congruence introduced in Definition 3.10.

Definition 3.10. Two matrices $A, B \in \mathbb{C}^{n \times n}$ are $\star$-congruent if there exists a nonsingular matrix $P \in \mathbb{C}^{n \times n}$ such that $B=P^{\star} A P$.

Theorem 3.11 extends the equivalence of conditions (a) and (b) in [114, Theorem 2] which is stated only for matrices over the complex field $\mathbb{C}$ and for the case $\star=*$. Theorem 3.11 establishes a necessary and sufficient condition for the consistency of the Sylvester equation for $\star$-congruence for rectangular matrices with entries in any field of characteristic different from two.

Theorem 3.11. [28, Theorem 2.3] Let $\mathbb{F}$ be a field of characteristic different from two and let $A \in \mathbb{F}^{m \times n}, B \in \mathbb{F}^{n \times m}, C \in \mathbb{F}^{m \times m}$ be given. There is some $X \in \mathbb{F}^{n \times m}$ such that

$$
A X+X^{\star} B=C
$$

if and only if

$$
\left[\begin{array}{cc}
C & A  \tag{3.18}\\
B & 0
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{cc}
0 & A \\
B & 0
\end{array}\right] \quad \text { are } \star \text {-congruent. }
$$

In Chapter 5, we focus in solving numerically the Sylvester equation for Tcongruence for square invertible large-scale real matrices $A, B$ and $C$. With this goal, we present the following theorem, which reveals a relationship between (3.14) for $\star=T$ and a standard Sylvester equation under certain assumptions, and also, for the same case, between (3.14) and a generalized Sylvester equation. To the best of our knowledge, these relations are an original contribution of this PhD Thesis and they appear in [35, Theorem 2.3].

Theorem 3.12. [35, Theorem 2.3] Let $A, B, C \in \mathbb{R}^{n \times n}$ and assume that $A$ and $B$ are nonsingular. Consider the matrix equations

$$
\begin{align*}
A X+X^{T} B & =C  \tag{3.19}\\
\left(B^{-T} A\right) X-X\left(A^{-T} B\right) & =B^{-T} C-B^{-T} C^{T} A^{-T} B  \tag{3.20}\\
A X A^{T}-B^{T} X B & =C-C^{T} A^{-T} B \tag{3.21}
\end{align*}
$$

for the unknown $X \in \mathbb{R}^{n \times n}$. Then the following statements hold.
(a) If $X_{0}$ is a solution of the T-Sylvester equation (3.19) then $X_{0}$ is also a solution of the Sylvester equation (3.20).
(b) If the Sylvester equation (3.20) has a unique solution $X_{0}$ then the T-Sylvester equation (3.19) has also a unique solution, which is equal to $X_{0}$.
(c) $\operatorname{rank}\left(B^{-T} C-B^{-T} C^{T} A^{-T} B\right) \leq 2 \operatorname{rank}(C)$.
(d) $X_{0}$ is a solution of the generalized Sylvester equation (3.21) if and only if $\left(X_{0} A^{T}\right)$ is a solution of the Sylvester equation (3.20), i.e., there is a bijection between the sets of solutions of (3.21) and (3.20).

Proof. (a) If $X_{0}$ satisfies (3.19), then

$$
\begin{aligned}
A X_{0} & =C-X_{0}^{T} B \\
X_{0} & =A^{-1} C-A^{-1} X_{0}^{T} B \\
X_{0}^{T} & =C^{T} A^{-T}-B^{T} X_{0} A^{-T}
\end{aligned}
$$

Inserting this expression for $X_{0}^{T}$ into $A X_{0}+X_{0}^{T} B=C$, we obtain

$$
\begin{aligned}
A X_{0}+C^{T} A^{-T} B-B^{T} X_{0} A^{-T} B & =C \\
A X_{0}-B^{T} X_{0} A^{-T} B & =C-C^{T} A^{-T} B
\end{aligned}
$$

Multiplying the latter equation with $B^{-T}$ on the left yields that $X_{0}$ satisfies (3.20).
(b) Assume that (3.20) has a unique solution, which is equivalent to assuming that

$$
\begin{equation*}
\Lambda\left(B^{-T} A\right) \cap \Lambda\left(A^{-T} B\right)=\emptyset \tag{3.22}
\end{equation*}
$$

Note that

$$
\Lambda\left(\left(B^{-T} A\right)^{-1}\right)=\Lambda\left(\left(A^{-1} B^{T}\right)^{T}\right)=\Lambda\left(B A^{-T}\right)=\Lambda\left(A^{-T} B\right)
$$

This shows that (3.22) is equivalent to

$$
\Lambda\left(B^{-T} A\right) \cap \Lambda\left(\left(B^{-T} A\right)^{-1}\right)=\emptyset
$$

In other words, $\Lambda\left(B^{-T} A\right)=\Lambda\left(A, B^{T}\right)$ is T-reciprocal free. Thus, Lemma 3.9 shows that (3.19) has a unique solution.

So far, we have established that the unique solvability of (3.20) implies the unique solvability of (3.19), but not yet that the solutions of both equations are the same. This, however, follows directly from part (a), which states that the solution set of (3.19) is included in the solution set of 3.20). Therefore both sets must be identical when they only have one element.
(c) Elementary results on ranks [51, p. 13] yield
$\operatorname{rank}\left(B^{-T} C-B^{-T} C^{T} A^{-T} B\right) \leq \operatorname{rank}\left(B^{-T} C\right)+\operatorname{rank}\left(B^{-T} C^{T} A^{-T} B\right) \leq 2 \operatorname{rank}(C)$.
(d) If we multiply equation (3.20) on the left by $B^{T}$, then we get the equivalent equation $A\left(X A^{-T}\right) A^{T}-B^{T}\left(X A^{-T}\right) B=C-C^{T} A^{-T} B$ and the result follows.

Note that from Theorem 3.12 (c), if the right-hand side of (3.19) has low rank, then the right-hand side of (3.20) has low rank too. Also note that the converse of Theorem 3.12 (b) does not hold. The T-Sylvester equation (3.19) may have a unique solution when the Sylvester equation (3.20) does not. To see this, consider again the case $n=1$ with $A=B=1$ and arbitrary $C \in \mathbb{R}$. Then (3.19) has the unique solution $X=C / 2$, while (3.20) reads $X-X=0$ and thus every $X \in \mathbb{R}$ is a solution
of (3.20). In addition, note that also every $X \in \mathbb{R}$ is a solution of the generalized Sylvester equation (3.21) in this example. It follows from the proof of Theorem 3.12 that such a situation can only occur when (3.19) has a unique solution and 1 is a simple eigenvalue of $A-\lambda B^{T}$.

In Section 3.2 .2 we discuss a numerical method to solve (3.14), when it has a unique solution for every right-hand side, for small to medium size matrices $A, B$ and $C$ based on the generalized Schur decomposition of a regular matrix pencil. This method can be seen as an extension of the Bartels-Stewart algorithm.

### 3.2.2 Numerical solution of the $\star$-Sylvester equation via the generalized Schur decomposition

This section is devoted to solve the equation (3.14) for $A, B, C \in \mathbb{F}^{n \times n}$ with $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$. We will assume that the conditions of Lemma 3.9 hold, that is, we are assuming that the equation (3.14) has a unique solution for every right-hand side $C$. Note that if $\mathbb{F}=\mathbb{R}$, then the unique solution of $(3.14)$ is real, both for $\star=T$ and $\star=*$. For $\star=T$ this result is trivial, since nonsingular linear systems with real matrix coefficient and real right-hand side vector have a unique real solution. For $\star=*$, if $X$ is a solution of (3.14), then $\bar{X}$ is also a solution and therefore $X=\bar{X}$, implying that $X$ is real. Thus, if $\mathbb{F}=\mathbb{R}$, then we only need to consider $\star=T$.

Using Lemma 3.4 we can write the matrix equation (3.14) for $\star=T$ as a standard linear system for the unknown $\operatorname{vec}(X) \in \mathbb{F}^{n^{2}}$, obtaining

$$
\begin{equation*}
\left[\left(I_{n} \otimes A\right)+\left(B^{T} \otimes I_{n}\right) \Pi\right] \operatorname{vec}(X)=\operatorname{vec}(C) \tag{3.23}
\end{equation*}
$$

where $\Pi \in \mathbb{R}^{n^{2} \times n^{2}}$ is a permutation matrix, that satisfies $\operatorname{vec}\left(X^{T}\right)=\Pi \operatorname{vec}(X)$ for every $X \in \mathbb{F}^{n \times n}$ [52, Theorem 4.3.8]. If we use directly Gaussian elimination with partial pivoting to solve (3.23), the cost is $O\left(n^{6}\right)$ flops, which is prohibitive, except for very small $n$. Similar techniques allow us to write $A X+$ $X^{*} B=C$, in the complex case, as a standard real linear system for the unknown $\left[(\operatorname{vec}(\operatorname{Re} X))^{T}(\operatorname{vec}(\operatorname{Im} X))^{T}\right]^{T} \in \mathbb{F}^{2 n^{2}}$, where $\operatorname{Re} X$ and $\operatorname{Im} X$ are the real and imaginary parts of $X$. Gaussian elimination with partial pivoting on this linear system leads again to a prohibitive cost of $O\left(n^{6}\right)$ flops.

De Terán and Dopico in [28] developed an algorithm to compute the unique solution of (3.14) with a cost of $O\left(n^{3}\right)$ flops. This algorithm is based on the generalized Schur decomposition of the pair $\left(A, B^{\star}\right)$ and it follows the spirit of the Bartels-Stewart algorithm for the standard Sylvester equations.

First, the generalized Schur decomposition of the pair $\left(A, B^{\star}\right)$ is computed by using the QZ algorithm [44, Section 7.7] obtaining

$$
\begin{equation*}
A=U R V, \quad B^{\star}=U S V \tag{3.24}
\end{equation*}
$$

where $U, V \in \mathbb{C}^{n \times n}$ are unitary matrices and $R, S \in \mathbb{C}^{n \times n}$ are upper triangular matrices. In particular, if $A$ and $B$ are real matrices, then a real generalized Schur decomposition can be computed, for which $U, V \in \mathbb{R}^{n \times n}$ are real orthogonal matrices, $S \in \mathbb{R}^{n \times n}$ is upper triangular, but $R \in \mathbb{R}^{n \times n}$ is upper quasi-triangular, that is, block upper triangular with $1 \times 1$ or $2 \times 2$ diagonal blocks. Defining

$$
\begin{equation*}
E:=U^{*} C\left(U^{\star}\right)^{*} \tag{3.25}
\end{equation*}
$$

we have that equation (3.14) is equivalent to

$$
\begin{equation*}
R W+W^{\star} S^{\star}=E \tag{3.26}
\end{equation*}
$$

where $W=V X\left(U^{\star}\right)^{*}$. Note that the pencils $R-\lambda S$ and $A-\lambda B^{\star}$ are strictly equivalent, so Lemma 3.9 guarantees that the $\star$-Sylvester equation (3.26) has a unique solution $W$ for every right-hand side $E$.

The transformed equation (3.26) can be solved in an efficient way proposed in [28]. To cover the possible case of generalized real Schur decompositions in 3.24) when $\mathbb{F}=\mathbb{R}$ (recall that in this case $\star=T$ ), we consider $R$ and $S$ partitioned into $p \times p$ blocks as

$$
R=\left[\begin{array}{cccc}
R_{11} & R_{12} & \cdots & R_{1 p}  \tag{3.27}\\
& R_{22} & & \vdots \\
& & \ddots & R_{p-1, p} \\
& & & R_{p p}
\end{array}\right], \quad S=\left[\begin{array}{cccc}
S_{11} & S_{12} & \cdots & S_{1 p} \\
& S_{22} & & \vdots \\
& & \ddots & S_{p-1, p} \\
& & & S_{p p}
\end{array}\right],
$$

where $R_{i j}, S_{i j} \in \mathbb{F}^{n_{i} \times n_{j}}$ for $1 \leq i, j \leq p$, and $n_{k}=1$ or 2 for $1 \leq k \leq p$. The diagonal blocks $S_{i i}$ are always upper triangular matrices, but the diagonal blocks $R_{i i}$ may be not if $A, B \in \mathbb{R}^{n \times n}$. If complex generalized Schur decompositions are computed in (3.24), then $p=n$ and $n_{k}=1$ for $1 \leq k \leq n$. The matrices $W$ and the right-hand side $E$ are also partitioned into $p \times p$ blocks as

$$
W=\left[\begin{array}{cccc}
W_{11} & W_{12} & \cdots & W_{1 p}  \tag{3.28}\\
W_{21} & W_{22} & & W_{2 p} \\
\vdots & \vdots & \ddots & \vdots \\
W_{p 1} & W_{p 2} & \cdots & W_{p p}
\end{array}\right], \quad E=\left[\begin{array}{cccc}
E_{11} & E_{12} & \cdots & E_{1 p} \\
E_{21} & E_{22} & & E_{2 p} \\
\vdots & \vdots & \ddots & \vdots \\
E_{p 1} & E_{p 2} & \cdots & E_{p p}
\end{array}\right],
$$

where the sizes of the blocks are $W_{i j}, E_{i j} \in \mathbb{F}^{n_{i} \times n_{j}}$, that is, the same sizes as in the partitions 3.27).

The authors of [28] propose to determine first simultaneously the last block column and the last block row of $W$, then to determine simultaneously the last block column and the last block row of $W(1: p-1,1: p-1):=\left[W_{i j}\right]_{i, j=1}^{p-1}$, then to determine simultaneously the last block column and the last block row of $W(1: p-2,1: p-2)$, and, so on until we determine $W_{11}$. Observe that we have extended in the previous
discussion standard MATLAB notation for submatrices from indices of entries to block-indices, since $W(1: p-1,1: p-1)$ denotes the submatrix of $W$ consisting of block rows 1 through $p-1$ and block columns 1 through $p-1$. Using this idea, and developing a similar process than the Bartels-Stewart algorithm, they obtain Algorithm 3.2 to solve the matrix equation (3.26).

```
Algorithm 3.2 Solution of \(R W+W^{\star} S^{\star}=E\) for (quasi) triangular coefficient
matrices
```

Input: Matrices $R, S \in \mathbb{F}^{n \times n}$ with $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$ obtained in (3.24) and $E$ obtained in (3.25).
Output: $W \in \mathbb{F}^{n \times n}$, which is the unique solution of $R W+W^{\star} S^{\star}=E$.
for $j=p:-1: 1$ do

1. Get $W_{j j}$ by solving $R_{j j} W_{j j}+W_{j j}^{\star} S_{j j}^{\star}=E_{j j}$. for $i=j-1:-1: 1$ do
2. Get $W_{i j}$ and $W_{j i}$ by solving $\left\{\begin{array}{l}S_{i i} W_{i j}+W_{j i}^{\star} R_{j j}^{\star}=E_{j i}^{\star}-\sum_{k=i+1}^{j} S_{i k} W_{k j} \\ R_{i i} W_{i j}+W_{j i}^{\star} S_{j j}^{\star}=E_{i j}-\sum_{k=i+1}^{j} R_{i k} W_{k j}\end{array}\right\}$ end for
3. Update the right-hand side $E$

$$
\begin{gathered}
E(1: j-1,1: j-1)=E(1: j-1,1: j-1)-R(1: j-1, j) W(j, 1: j-1) \\
-(S(1: j-1, j) W(j, 1: j-1))^{\star}
\end{gathered}
$$

end for
Note that in step 3 of Algorithm 3.2, we have used again MATLAB's notation for submatrices through block indices. Algorithm 3.3 summarizes the process to solve the Sylvester equation for $\star$-congruence (3.14).

Algorithm 3.3 Algorithm to solve $A X+X^{\star} B=C$
Input: $A, B, C \in \mathbb{F}^{n \times n}$ with $\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$, such that $A$ and $B$ satisfy the conditions 1 and 2 in Lemma 3.9.
Output: The unique solution $X \in \mathbb{F}^{n \times n}$ of $A X+X^{\star} B=C$.

1. Compute the generalized Schur decomposition of the pair $\left(A, B^{\star}\right), A=U R V$, $B^{\star}=U S V$.
2. Compute $E=U^{*} C\left(U^{\star}\right)^{*}$.
3. Use Algorithm 3.2 to solve the transformed equation $R W+W^{\star} S^{\star}=E$.
4. Compute $X=V^{*} W U^{\star}$.

Now, we analyze the computational costs of Algorithms 3.2 and 3.3. If we assume that $\mathbb{F}=\mathbb{R}$, the cost of Algorithm 3.2 is $2 n^{3}+O\left(n^{2}\right)$ flops, if $R_{i i} \in \mathbb{R}^{1 \times 1}$ for all $i$. The cost of the QZ algorithm in Step 1 of Algorithm 3.3 is $66 n^{3}+O\left(n^{2}\right)$ flops (see [44, p. 385]). In addition, Steps 2 and 4 in Algorithm 3.3 amount to 4 matrix multiplications
of $n \times n$ matrices. Therefore the total cost of Algorithm 3.3 is $76 n^{3}+O\left(n^{2}\right)$ flops. If $\mathbb{F}=\mathbb{C}$, this cost is multiplied by a factor up to 6 . This cost implies that Algorithm 3.3 can only be used for matrices $A, B, C \in \mathbb{C}^{n \times n}$ for small to medium size $n$. In Chapter 5 we propose a new method to solve Sylvester equations for $T$-congruence when the matrices $A, B$ and $C$ are large-scale and sparse and the right-hand side matrix $C$ has low rank, based on Krylov methods.

### 3.3 Galerkin projection methods for the Sylvester equation

In this section, we discuss Galerkin projection methods for solving the Sylvester equation. These methods use Galerkin conditions on the residual to compute an approximate solution of the Sylvester equation and the approximate solution is computed in terms of the solution of a reduced problem. In particular, direct methods are used to solve these reduced problems. As we discussed before, since the original problem is projected into a problem of small size, Krylov methods are used for largescale coefficient matrices $A, B$ and $C$ in the Sylvester equation. In particular, for Sections 3.3.1 and 3.3.2, we consider the case $A, B, C \in \mathbb{C}^{n \times n}$ for historical reasons. Also note that in both sections $m$ denotes the dimension of the Krylov subspace.

In the literature, a first approach that was used for solving large-scale Sylvester equations was to apply a projection method on the linear system (3.5) which is equivalent to solve (3.1). In order to present this idea, we first introduce in Section 3.3.1 the full orthogonalization method [85] (FOM) which is based on Arnoldi for solving general linear systems of equations. However, FOM does not take into account the structure of the matrix involved in the linear system (3.5), and it results impractical a direct application for large-scale and sparse problems, specially in terms of storage and computational costs. To address this issue, an improved algorithm based on FOM is presented in Section 3.3 .2 that replaces the Krylov subspace considered originally in FOM by a new one, which allows to work with the matrices $A$ and $B$ of size $n \times n$ instead of (3.6) of size $n^{2} \times n^{2}$, obtaining a memory saving procedure.

The Sylvester equation arises in several applications, where the right-hand side matrix $C$ has low rank [5]. When this happens, another class of Krylov methods has been developed to project the large-scale Sylvester equation onto another one of smaller size 90. In Section 3.3.3 we present a brief summary on projection methods for Sylvester equations with low-rank right-hand side. These algorithms are based on the Arnoldi method and they approximate the solution by a low rank matrix. The implementation of these methods depends on the type of Krylov subspace that have been chosen, as block Krylov or extended Krylov, and it allows to develop memory efficient algorithms.

### 3.3.1 The full orthogonalization method

In this section we discuss the full orthogonalization method (FOM) introduced in [85] which is a method developed for solving general linear systems of equations. Also, a summary of this method is presented in [53, Section 2].

Consider a square linear system

$$
\begin{equation*}
G x=b \tag{3.29}
\end{equation*}
$$

where $G \in \mathbb{C}^{n \times n}$ is invertible and $b \in \mathbb{C}^{n}$.
The purpose of the full orthogonalization method is to construct an orthonormal basis of a certain Krylov subspace $\mathcal{K}_{m}\left(G, u_{1}\right)$ by using the Arnoldi method, and then, compute an approximation to the solution of (3.29) by solving a linear system of equations of smaller size by a direct method.

Let $x_{0} \in \mathbb{C}^{n}$ be a given initial approximation of the solution of (3.29), and define the residual vector

$$
\begin{equation*}
r_{0}:=b-G x_{0} . \tag{3.30}
\end{equation*}
$$

FOM requires to determine a correction $z_{0} \in \mathcal{K}_{m}\left(G, r_{0}\right)$ of $x_{0}$ that satisfies $G\left(x_{0}+\right.$ $\left.z_{0}\right) \approx b$, or equivalently, $G z_{0} \approx r_{0}$.

In order to determine a convenient representation of $z_{0}$, the Arnoldi process is applied to generate an orthonormal basis of $\mathcal{K}_{m}\left(G, r_{0}\right)$. Consider the first $j$ iterations of the Arnoldi process for $\mathcal{K}_{m}\left(G, r_{0}\right)$, and recall the Arnoldi recurrence relation introduced in Proposition 2.20:

$$
\begin{equation*}
H_{j}=V_{j}^{*} G V_{j}, \quad G V_{j}=V_{j+1} \underline{H}_{j} \tag{3.31}
\end{equation*}
$$

where $V_{j+1}=\left[v_{1}, v_{2}, \cdots v_{j+1}\right] \in \mathbb{C}^{n \times(j+1)}$ contains the orthonormal Krylov vectors as columns, and $\underline{H}_{j} \in \mathbb{C}^{(j+1) \times j}$ is an upper Hessenberg matrix. Then, we can write

$$
\begin{equation*}
z_{0}=V_{j} y_{0} \tag{3.32}
\end{equation*}
$$

for some $y_{0} \in \mathbb{C}^{j}$. Since the full orthogonalization method is a Galerkin method, the vector $y_{0}$ is required to be such that the residual error

$$
\begin{equation*}
r_{1}=r_{0}-G V_{j} y_{0} \tag{3.33}
\end{equation*}
$$

is orthogonal to $\mathcal{K}_{m}\left(G, r_{0}\right)$, i.e.,

$$
\begin{equation*}
V_{j}^{*}\left(r_{0}-G V_{j} y_{0}\right)=0 . \tag{3.34}
\end{equation*}
$$

By using (3.31) and the fact that the first column of $V_{j}$ is a scaling of $r_{0}$, the equation (3.34) can be rewritten as

$$
\begin{equation*}
H_{j} y_{0}=\left\|r_{0}\right\|_{2} e_{1}, \tag{3.35}
\end{equation*}
$$

where $e_{1} \in \mathbb{R}^{j}$ represents the first canonical vector. Then, the system (3.35) is solved for $y_{0}$, and $z_{0}$ can be determined from (3.32). Thus, the new approximate solution can be computed as

$$
\begin{equation*}
x_{1}=x_{0}+z_{0}, \tag{3.36}
\end{equation*}
$$

and the corresponding residual error as

$$
\begin{equation*}
r_{1}=r_{0}-V_{j+1} \underline{H}_{j} y_{0}, \tag{3.37}
\end{equation*}
$$

whose norm can be cheaply computed as $\left\|r_{1}\right\|_{2}=\| \| r_{0}\left\|_{2} e_{1}-\underline{H}_{j} y_{0}\right\|_{2}$, and so, the convergence can be cheaply tested. The full orthogonalization method is summarized in Algorithm 3.4.
> $\overline{\text { Algorithm 3.4 Full orthogonalization method for solving general linear systems of }}$ equations

Input: $G \in \mathbb{C}^{n \times n}$ with $\operatorname{det}(G) \neq 0, b \in \mathbb{C}^{n}$ and $x_{0} \in \mathbb{C}^{n}$ an initial approximation of (3.29).

Output: An approximation for the unique solution $x \in \mathbb{C}^{n}$ of $G x=b$.

1. Compute $r_{0}=b-G x_{0}$.
for $j=1,2, \ldots, m$ do
2. Use the Arnoldi method (Algorithm 2.1) to compute $V_{j+1}$ whose columns form an orthonormal basis of $\mathcal{K}_{j+1}\left(G, r_{0}\right)$ and the upper Hessenberg matrix $\underline{H}_{j}$.
3. Solve the small linear system $H_{j} y=\left\|r_{0}\right\|_{2} e_{1}$.
4. Compute $x_{0}=x_{0}+V_{j} y$ and test for convergence.
end for

Convergence properties of this method can be found in [85]. If $\left\|r_{1}\right\|_{2}$ is not sufficiently small for a reasonably small $j$, we can repeat the computations with $x_{0}=x_{1}$ and $r_{0}=r_{1}$. This process is known as the restarted full orthogonalization method 85 .

If FOM wants to be applied for solving the linear system (3.5), the size of $A \oplus_{S} B$ in (3.6) turns into an issue since we need to store at each iteration a Krylov vector of size $n^{2}$. For this reason, it is attractive to replace the Krylov vectors by vectors of smaller size. This technique is developed in Section 3.3.2

### 3.3.2 An algorithm based on the tensor product of Krylov subspaces for solving the Sylvester equation

In this section we discuss a Krylov method for the unique solution of the Sylvester equation (3.1) with $A, B, C \in \mathbb{C}^{n \times n}$, which consists into project the original problem (3.1) into a Sylvester equation of reduced size, and use the solution of this reduced equation to approximate the solution of the original problem [53].

The full orthogonalization method is not attractive when the matrix $\left(A \oplus_{S}\right.$ $B$ ) is large, since it is very expensive to store a basis of the Krylov subspace $\mathcal{K}_{m}\left(A \oplus_{S} B, r_{0}\right)$. In order to reduce the memory cost, the Krylov subspace $\mathcal{K}_{m}\left(A \oplus_{S}\right.$ $\left.B, r_{0}\right)$ is replaced by the subspace $\mathcal{K}_{m}\left(B^{T}, g\right) \otimes \mathcal{K}_{m}(A, f)$, for certain vectors $f, g \in \mathbb{C}^{n}$ where the tensor product of these subspaces is defined by

$$
\mathcal{K}_{m}\left(B^{T}, g\right) \otimes \mathcal{K}_{m}(A, f):=\operatorname{span}\left\{w \otimes v: w \in \mathcal{K}_{m}\left(B^{T}, g\right), v \in \mathcal{K}_{m}(A, f)\right\}
$$

and, as we will discuss later in this section, $f$ and $g$ are related to $r_{0}$.
Suppose, for the moment, $f$ and $g$ arbitrary but fixed vectors in $\mathbb{C}^{n}$, and use the Arnoldi method in Algorithm 2.1 to generate orthonormal bases $\left\{v_{1}, v_{2}, \ldots, v_{m+1}\right\}$ and $\left\{w_{1}, w_{2}, \ldots, w_{m+1}\right\}$ of $\mathcal{K}_{m+1}(A, f)$ and $\mathcal{K}_{m+1}\left(B^{T}, g\right)$, respectively. Using the usual notation $V_{m}:=\left[v_{1}, v_{2}, \ldots v_{m}\right]$ and $W_{m}:=\left[w_{1}, w_{2}, \ldots w_{m}\right]$ we obtain from the Arnoldi recurrence relation:

$$
\begin{gather*}
H_{m}^{(A)}=V_{m}^{*} A V_{m}, \quad H_{m}^{(B)}=W_{m}^{*} B^{T} W_{m}  \tag{3.38}\\
A V_{m}=V_{m+1} \underline{H}_{m}^{(A)}, \quad B^{T} W_{m}=W_{m+1} \underline{H}_{m}^{(B)} \tag{3.39}
\end{gather*}
$$

Since the columns of $V_{m}$ and $W_{m}$ are orthonormal, the columns of $W_{m} \otimes V_{m}$ are also orthonormal and they form a basis of $\mathcal{K}_{m}\left(B^{T}, g\right) \otimes \mathcal{K}_{m}(A, f)$.

Consider the linear system

$$
\begin{equation*}
\left(A \oplus_{S} B\right) \operatorname{vec}(X)=\operatorname{vec}(C) \tag{3.40}
\end{equation*}
$$

and let $x_{0} \in \mathbb{C}^{n^{2}}$ be an approximate solution of (3.40), and consider the residual vector $r_{0}$ as in (3.30) with $G:=A \oplus_{S} B$. As for the full orthogonalization method, we want to compute a correction $z_{0} \in \mathcal{K}_{m}\left(B^{T}, g\right) \otimes \mathcal{K}_{m}(A, f)$ of $x_{0}$ and obtain a new approximate solution $x_{1}=x_{0}+z_{0}$ for (3.40) such that the residual vector in (3.33) is orthogonal to $\mathcal{K}_{m}\left(B^{T}, g\right) \otimes \mathcal{K}_{m}(A, f)$. Then, the correction $z_{0}$ can be written as

$$
\begin{equation*}
z_{0}=\left(W_{m} \otimes V_{m}\right) y_{0} \tag{3.41}
\end{equation*}
$$

for some vector $y_{0} \in \mathbb{C}^{m^{2}}$. Substituting (3.41) in

$$
\begin{equation*}
r_{1}=r_{0}-\left(A \oplus_{S} B\right) z_{0} \tag{3.42}
\end{equation*}
$$

and requiring that $\left(W_{m} \otimes V_{m}\right)^{*} r_{1}=0$, the linear system

$$
\begin{equation*}
\left(I_{m} \otimes H_{m}^{(A)}+H_{m}^{(B)} \otimes I_{m}\right) y_{0}=\bar{r}_{0} \tag{3.43}
\end{equation*}
$$

is obtained, where $H_{m}^{(A)}, H_{m}^{(B)} \in \mathbb{C}^{m \times m}$ are defined in (3.38) and $\bar{r}_{0}:=\left(W_{m} \otimes\right.$ $\left.V_{m}\right)^{*} r_{0} \in \mathbb{C}^{m^{2}}$. Note that the system (3.43) is equivalent to the Sylvester equation

$$
\begin{equation*}
H_{m}^{(A)} Y_{0}+Y_{0}\left(H_{m}^{(B)}\right)^{T}=\bar{R}_{0} \tag{3.44}
\end{equation*}
$$

where $\operatorname{vec}\left(Y_{0}\right)=y_{0}$ and $\operatorname{vec}\left(\bar{R}_{0}\right)=\bar{r}_{0}$. Since the size of the Sylvester equation (3.44) is small, it can be solved by using a direct method as the Bartels-Stewart algorithm.

When $y_{0}$ is computed, the correction $z_{0}$ is computed by using (3.41). Then, $x_{1}=x_{0}+z_{0}$ can be computed, and with this, the residual vector $r_{1}$ in (3.42). The computation of $r_{1}$ can be expensive if $A$ and $B$ are not sparse, for that reason, the residual $r_{1}$ can be computed as

$$
\begin{equation*}
r_{1}=r_{0}-\left(W_{m} \otimes V_{m+1} \underline{H}_{m}^{(A)}\right) y_{0}-\left(W_{m+1} \underline{H}_{m}^{(B)} \otimes V_{m}\right) y_{0} \tag{3.45}
\end{equation*}
$$

The implementation of the Galerkin algorithm is summarized in Algorithm 3.5.
Algorithm 3.5 Tensor product of Krylov subspaces for solving the Sylvester equa-
tion
Input: $A, B, C \in \mathbb{C}^{n \times n}$, such that the Sylvester equation $A X+X B=C$ has a unique solution, $f, g \in \mathbb{C}^{n}$ with $\|f\|_{2}=\|g\|_{2}=1$, and $x_{0}$ an initial approximation of the solution of (3.40)
Output: The unique solution $X \in \mathbb{C}^{n \times n}$ of $A X+X B=C$.

1. Compute $r=\operatorname{vec}(C)-\left(A \oplus_{S} B\right) x_{0}$.
for $j=1,2, \ldots, m$ do
2. Use the Arnoldi method (Algorithm 2.1) to compute $V_{j+1}$ whose columns form an orthonormal basis of $\mathcal{K}_{j+1}(A, f)$ and the upper Hessenberg matrix $\underline{H}_{j}^{(A)}$.
3. Use the Arnoldi method (Algorithm 2.1) to compute $W_{j+1}$ whose columns form an orthonormal basis of $\mathcal{K}_{j+1}\left(B^{T}, g\right)$ and the upper Hessenberg matrix $\underline{H}_{j}^{(B)}$.
4. Compute $\bar{r}=\left(W_{j} \otimes V_{j}\right)^{*} r$.
5. Solve the reduced Sylvester equation $H_{j}^{(A)} Y+Y\left(H_{j}^{(B)}\right)^{T}=\bar{R}$, where $\operatorname{vec}(\bar{R})=\bar{r}$ via the Bartels-Stewart algorithm (Algorithm 3.1).
6. Compute $x_{0}=x_{0}+\left(W_{j} \otimes V_{j}\right) y$ where $y=\operatorname{vec}(Y)$ and test for convergence.
7. Compute $r=r-\left(W_{j} \otimes V_{j+1} \underline{H}_{j}^{(A)}\right) y-\left(W_{j+1} \underline{H}_{j}^{(B)} \otimes V_{j}\right) y$.
end for
8. Define $X$ such that $\operatorname{vec}(X)=x_{0}$.

If the approximations are not good enough, the Galerkin method can be applied again with new vectors $f$ and $g$. This process is usually called the restarted Galerkin algorithm. For the selection of the vectors $f$ and $g$, a brief discussion is presented [53, Section 5]. An ideal option for $f$ and $g$ would be to choose them such that $r_{0} \in \mathcal{K}\left(B^{T}, g\right) \otimes \mathcal{K}_{m}(A, f)$. However, such vectors are difficult to determine. Then, the vectors $f, g \in \mathbb{R}^{n}$ can be determined so that $\left\|r_{0}-g \otimes f\right\|_{2}$ is small, or equivalently, if $\left\|R_{0}-f g^{T}\right\|_{F}$ is small, where $r_{0}=\operatorname{vec}\left(R_{0}\right)$ with $R_{0} \in \mathbb{R}^{n \times n}$.

If $\sigma_{\max }$ denotes the largest singular value of $R_{0}$, and let $q_{l}$ and $q_{r}$ be the associated left and right unit singular vectors, then

$$
\begin{equation*}
\min _{f, g \in \mathbb{R}^{n}}\left\|R_{0}-f g^{T}\right\|_{F}=\left\|R_{0}-\sigma_{\max } q_{l} q_{r}^{T}\right\|_{F} \tag{3.46}
\end{equation*}
$$

However, the solution of (3.46) requires an extra cost that makes this solution unattractive. Then, an approximate solution is proposed in [53] for computing the vectors $f$ and $g$. Let $f=\left[f_{1}, \ldots, f_{n}\right]^{T}, g=\left[g_{1}, \ldots, g_{n}\right]^{T}$ and assume that $f \neq 0$, $g \neq 0$. Introduce the functional

$$
T(f, g)=\left\|R_{0}-f g^{T}\right\|_{F}^{2}
$$

Then

$$
\begin{align*}
& \frac{\partial T}{\partial f_{j}}=0 \quad \forall j \quad \Leftrightarrow \quad f=\frac{R_{0} g}{\|g\|_{2}^{2}}  \tag{3.47}\\
& \frac{\partial T}{\partial g_{j}}=0 \quad \forall j \quad \Leftrightarrow \quad g=\frac{R_{0}^{T} f}{\|f\|_{2}^{2}} \tag{3.48}
\end{align*}
$$

Therefore, given a vector $g, f$ can be computed by (3.47) that minimizes $f \rightarrow$ $T(f, g)$, or conversely, given a vector $f$, the vector $g$ can be computed from (3.48) such that minimizes $g \rightarrow T(f, g)$. Thus, we can summarize that, if $\left\|R_{0}\right\|_{1} \geq\left\|R_{0}\right\|_{\infty}$ then, choose $f$ as the column with largest norm of $R_{0}$, and determine $g$ from 3.48, If $\left\|R_{0}\right\|_{1} \leq\left\|R_{0}\right\|_{\infty}$, choose $g$ as the row with largest norm of $R_{0}$ and then, determine $f$ by using (3.47).

Now, we discuss and compare the computational and memory costs of Algorithm 3.4 and 3.5, with $G:=\left(A \oplus_{S} B\right)$ in Algorithm 3.4. In practice, the dimension $n$ is usually much greater than the iteration number $j$, so when counting the flops number we may disregard those terms not containing $n$. First, it is important to remark that multiplications that involve Kronecker products of matrices can be performed without explicitly construct the matrix, for example, consider the matrix-vector multiplication

$$
\left(A \oplus_{S} B\right) \mathbf{c}
$$

where $\left(A \oplus_{S} B\right) \in \mathbb{C}^{n^{2} \times n^{2}}$ and $\mathbf{c} \in \mathbb{C}^{n^{2}}$ which can be computed as follows: If we partition $\mathbf{c}$ as $\mathbf{c}=\left[c^{(1)^{T}}, c^{(2)^{T}}, \ldots, c^{(n)^{T}}\right]^{T}$ with $c^{(i)} \in \mathbb{C}^{n}$, for $i=1,2, \ldots, n$ and we consider $B=\left[b_{i j}\right]_{1 \leq i, j \leq n}$ then

$$
\begin{aligned}
\left(A \oplus_{S} B\right) \mathbf{c} & =\left(I_{n} \otimes A+B^{T} \otimes I_{n}\right) \mathbf{c} \\
& =\left[\begin{array}{c}
A c^{(1)}+b_{11} c^{(1)}+b_{21} c^{(2)}+\cdots+b_{n 1} c^{(n)} \\
A c^{(2)}+b_{12} c^{(1)}+b_{22} c^{(2)}+\cdots+b_{n 2} c^{(n)} \\
\vdots \\
A c^{(n)}+b_{1 n} c^{(1)}+b_{2 n} c^{(2)}+\cdots+b_{n n} c^{(n)}
\end{array}\right]
\end{aligned}
$$

and this matrix-vector multiplication can be computed with computational cost at most $\mathcal{O}\left(n^{3}\right)$ flops but much less if $A$ and $B$ are sparse. Anyway, it requires $2 n$
matrix-vector products of size $n$. Since this multiplication appears in the first step in both algorithms, it is a common (and expensive) step and we do not consider it in the computational cost for comparative purposes.

We start with the computational costs for FOM in Algorithm 3.4. Step 2 costs $\mathcal{O}\left(n^{3}+n^{2} j\right)$ flops, where the most expensive step is the computation of $\hat{v}$ in the Arnoldi method, which produces the $\mathcal{O}\left(n^{3}\right)$ cost, but that it can be much less if $A$ and $B$ are sparse. Anyway, as explain above it, it requires $2 n$ matrix vector products of size $n$. The cost of the solution of the linear system in step 3 is $\mathcal{O}\left(j^{3}\right)$ flops and is disposable. Finally, the cost for step 4 is $\mathcal{O}\left(n^{2} j\right)$ flops. Therefore, the computational cost of the $j$-th iteration in Algorithm 3.4 is $\mathcal{O}\left(n^{3}+n^{2} j\right)$ flops.

The costs of Algorithm 3.5 are summarized in the following lines. For the computation of steps 2 and $3, \mathcal{O}\left(n^{2}+n j\right)$ flops are required for each one. Note that in this case, the computation of the vectors $\hat{v}$ and $\hat{w}$ in steps 2 and 3 , respectively, involves matrix-vector multiplications of size $n$ instead of $n^{2}$, and, therefore, it costs at most $\mathcal{O}\left(n^{2}\right)$ flops. The computation of $\bar{r}$ in step 4 requires $\mathcal{O}\left(n^{2} j\right)$ flops. The cost of step 5 is $\mathcal{O}\left(j^{3}\right)$ which is negligible. Finally, for steps 7 and 8 the costs are $\mathcal{O}\left(n^{2} j\right)$ flops, which results that the computational cost of the $j$-th iteration is $\mathcal{O}\left(n^{2}+n j+n^{2} j\right) \approx \mathcal{O}\left(n^{2} j\right)$.

In terms of memory cost, the bigger cost for Algorithm 3.4 lies in storing the matrices $V_{j+1} \in \mathbb{C}^{n^{2} \times(j+1)}$ and the vectors $x_{0}, r \in \mathbb{C}^{n^{2}}$. After $j$ iterations, this requires to store $(j+1) n^{2}+2 n^{2}$ numbers. For Algorithm 3.5, after $j$ iterations we store the matrices $V_{j+1}, W_{j+1} \in \mathbb{C}^{n \times(j+1)}$ and the vectors $x_{0}, r \in \mathbb{C}^{n^{2}}$, which results in a storage cost of $2 n j+2 n+2 n^{2}$ numbers.

In Table 3.1, the comparison of the costs between both algorithms is summarized. As we commented before, Algorithm 3.5 results in a memory saving method. Also, without considering the first step of both methods which has the same cost for both of them, the computational costs are considerably reduced in Algorithm 3.5 with respect to Algorithm 3.4 .

|  | Algorithm 3.4 | Algorithm 3.5 |
| :---: | :---: | :---: |
| Computational cost | $j \times($ the cost of $2 n$ matrix- <br> vector products of size $n)+\mathcal{O}\left(n^{2} j^{2}\right)$ | $\mathcal{O}\left(n^{2} j^{2}\right)$ |
| Memory cost | $(j+1) n^{2}+2 n^{2}$ | $2 n j+2 n+2 n^{2}$ |

Table 3.1: Computational and memory costs for Algorithms 3.4 and 3.5 .
Despite of the relevant improvement of Algorithm 3.5 with respect to Algorithm [3.4, the memory cost of Algorithm 3.5 is very high and it cannot be used to solve modern large-scale problems. The key reason is the term $2 n^{2}$ in the memory cost of Algorithm 3.5, that comes from the fact that Algorithm 3.5 stores the vectors $x_{0}$ and $r$, where $x_{0}=\operatorname{vec}\left(X_{0}\right)$ is a full-dense approximation to the solution $X$. In
modern large-scale problems, $n$ is very large and a dense matrix of size $n \times n$ cannot be stored in the computer. This motivates the development of projection methods that approximate the true solution in terms of a number of parameters much less than $n^{2}$ for special Sylvester equations that are important in applications. A family of such projection methods is describe in the next subsection.

### 3.3.3 Projection methods for the Sylvester equation with a low rank right hand side

In this section, we consider the Sylvester equation

$$
\begin{equation*}
A X+X B=C_{1} C_{2}^{*} \tag{3.49}
\end{equation*}
$$

where $A \in \mathbb{C}^{m \times m}, B \in \mathbb{C}^{n \times n}$ are large and sparse and $C:=C_{1} C_{2}^{*}$ has low rank with $C_{1} \in \mathbb{C}^{m \times r}, C_{2} \in \mathbb{C}^{n \times r}$ and $r=\operatorname{rank}(C)$, with $r \ll \min \{m, n\}$.

An important observation is that, although $A$ and $B$ are sparse, $X \in \mathbb{C}^{m \times n}$ is dense, in general, and that for very large values of $m$ and $n$, a dense matrix of size $m \times n$ cannot be stored in the computer. Then, the distribution of the singular values of $X$ is a key factor for the development of iterative solution methods. Therefore, a Sylvester equation having solution with exponentially decaying singular values can be well approximated by a low rank matrix [90].

In order to solve (3.49), we introduce the block Krylov (BK) subspaces

$$
\begin{equation*}
\mathcal{K}_{k}(G, Z)=\operatorname{span}\left\{Z, G Z, G^{2} Z, \ldots, G^{k-1} Z\right\} \tag{3.50}
\end{equation*}
$$

where $G \in \mathbb{C}^{n \times n}$ and $Z \in \mathbb{C}^{n \times s}$. Note that the Arnoldi method can be straightforwardly adapted to compute an orthonormal basis for a block Krylov subspace $\mathcal{K}_{k}(G, Z)$ [86, Section 6.5].

Let $\mathcal{V}$ and $\mathcal{W}$ be two subspaces of $\mathbb{C}^{m}$ and $\mathbb{C}^{n}$ respectively, and let the columns of $V_{k} \in \mathbb{C}^{m \times k}, W_{j} \in \mathbb{C}^{n \times j}$ be orthonormal bases of $\mathcal{V}$ and $\mathcal{W}$ respectively, this is,

$$
\begin{equation*}
\mathcal{V}=\operatorname{range}\left(V_{k}\right), \quad \mathcal{W}=\operatorname{range}\left(W_{j}\right), \tag{3.51}
\end{equation*}
$$

such that $\mathcal{V}$ is not orthogonal to range $\left(C_{1}\right)$ and $\mathcal{W}$ is not orthogonal to range $\left(C_{2}\right)$. It is well-known [89, 90] that projection methods for Sylvester equations with low-rank right-hand side look for an approximation

$$
\begin{equation*}
\tilde{X}=V_{k} Y W_{j}^{*} \approx X \tag{3.52}
\end{equation*}
$$

for a certain matrix $Y \in \mathbb{C}^{k \times j}$ with an associated residual

$$
\begin{equation*}
R:=C_{1} C_{2}^{*}-A \tilde{X}-\tilde{X} B \tag{3.53}
\end{equation*}
$$

Observe that $\tilde{X}$ is represented in terms of $n k+m j+k j$ numbers, and that $n k+$ $m j+k j \ll m n$ if $\max \{k, j\} \ll \min \{m, n\}$. Then, we have

$$
\begin{equation*}
\tilde{x}=\operatorname{vec}(\tilde{X})=\left(W_{j} \otimes V_{k}\right) \operatorname{vec}(Y) \tag{3.54}
\end{equation*}
$$

where $\tilde{x}$ is an approximate solution of the equivalent linear system (3.5). If a Galerkin condition is imposed to the vector residual $\operatorname{vec}(C)-\left(A \oplus_{S} B\right) \tilde{x}$ in (3.5) with respect to the space spanned by $W_{j} \otimes V_{k}$ we have

$$
\begin{equation*}
\left(W_{j} \otimes V_{k}\right)^{*}\left(\operatorname{vec}(C)-\left(A \oplus_{S} B\right) \tilde{x}\right)=0 \quad \Leftrightarrow \quad V_{k}^{*} R W_{j}=0 \tag{3.55}
\end{equation*}
$$

If we substitute the residual matrix (3.53) in (3.55), we obtain the small size Sylvester equation

$$
\begin{equation*}
V_{k}^{*} A V_{k} Y+Y W_{j}^{*} B W_{j}=V_{k}^{*} C_{1}\left(W_{j}^{*} C_{2}\right)^{*} \tag{3.56}
\end{equation*}
$$

The development of the algorithm and the computations of the matrices depend on the selection of the subspaces $\mathcal{V}$ and $\mathcal{W}$. For example, block Krylov subspaces can be chosen, with $\mathcal{V}=\mathcal{K}_{k}\left(A, C_{1}\right)$ and $\mathcal{W}=\mathcal{K}_{k}\left(B^{*}, C_{2}\right)$ or an attractive choice are extended Krylov (EK) subspaces, defined as

$$
\begin{equation*}
\mathcal{E} \mathcal{K}_{k}(G, Z)=\mathcal{K}_{k}(G, Z)+\mathcal{K}_{k}\left(G^{-1}, G^{-1} Z\right) \tag{3.57}
\end{equation*}
$$

where $G \in \mathbb{C}^{n \times n}$ is an invertible matrix and $Z \in \mathbb{C}^{n \times s}$. Then, we can choose $\mathcal{V}=\mathcal{E} \mathcal{K}_{k}\left(A, C_{1}\right)$ and $\mathcal{W}=\mathcal{E} \mathcal{K}_{k}\left(B^{*}, C_{2}\right)$ if we are interested into use extended Krylov subspaces. A very brief summary of this process with $\mathcal{V}$ and $\mathcal{W}$ chosen as block Krylov subspaces is presented in Algorithm 3.6. Note that in Algorithm[3.6]the notation $\mathbf{V}_{j+1}=\left[V_{1}, V_{2}, \ldots, V_{j+1}\right]=\left[\mathbf{V}_{j}, V_{j+1}\right]$ and $\mathbf{W}_{j+1}=\left[W_{1}, W_{2}, \ldots, W_{j+1}\right]=$ $\left[\mathbf{W}_{j}, W_{j+1}\right]$ is used since now we are orthogonalizing blocks of vectors instead of a single one at each iteration.

A detailed discussion of the selection of different subspaces is presented in [90]. Also, several other methods to compute a numerical solution of the Sylvester equations, as the ADI iteration, are discussed in [90].

In terms of memory cost, Algorithm 3.6 results in a memory saving procedure. We consider the case $m=n$ to compare the memory costs of Algorithms 3.4, 3.5 and 3.6. Note that for Algorithm 3.6, after $j$ iterations, only two matrices of size $n(j+1) r$, where $r$ is the rank of the right-hand side $C$, need to be stored, and one of size $j \times j$. As occurs in large-scale problems, $n \gg j$, thus, roughly $2 n(j+1) r$ numbers need to be stored, where usually $r<j$ in applications. The memory cost for each method is summarized in Table 3.2. Note that the approximate solution obtained by Algorithm 3.6 depends on a number of parameters much less than $n^{2}$, which is a very considerable improvement with respect to Algorithm 3.5 when $n$ is large.

$$
\begin{array}{c|c|c|c} 
& \text { Algorithm } 3.4 & \text { Algorithm } 3.5 & \text { Algorithm } 3.6 \\
\hline \text { Memory cost } & (j+1) n^{2}+\overline{2 n^{2}} & 2 n(j+1)+2 n^{2} & 2 n(j+1) r
\end{array}
$$

Table 3.2: Memory costs for Algorithms 3.4, 3.5 and 3.6 after $j$ iterations.
$\overline{\text { Algorithm 3.6 Block Krylov method for the Sylvester equation with low-rank }}$ right-hand side
Input: $A \in \mathbb{C}^{m \times m}, B \in \mathbb{C}^{n \times n}, C_{1} \in \mathbb{C}^{m \times r}, C_{2} \in \mathbb{C}^{n \times r}$ such that the Sylvester equation $A X+X B=C_{1} C_{2}^{*}$ has a unique solution.
Output: $\mathbf{V}_{k}, Y_{k}$ and $\mathbf{W}_{k}$ such that $X_{k}=\mathbf{V}_{k} Y_{k} \mathbf{W}_{k}^{*}$ is an approximate solution of the Sylvester equation $A X+X B=C_{1} C_{2}^{*}$.

1. Orthogonalize the columns of $C_{1}$ obtaining $V_{1} \in \mathbb{C}^{m \times r}$ and set $\mathbf{V}_{1}=\left[V_{1}\right]$.
2. Orthogonalize the columns of $C_{2}$ obtaining $W_{1} \in \mathbb{C}^{n \times r}$ and set $\mathbf{W}_{1}=\left[W_{1}\right]$. for $k=1,2, \ldots, l$ do
3. Compute $Y_{k}$, solution of

$$
\left(\mathbf{V}_{k}^{*} A \mathbf{V}_{k}\right) Y_{k}+Y_{k}\left(\mathbf{W}_{k}^{*} B \mathbf{W}_{k}\right)-\mathbf{V}_{k}^{*} C_{1} C_{2}^{*} \mathbf{W}_{k}=0
$$

via the Bartels-Stewart algorithm and test for convergence.
4. Compute $\hat{V}, \hat{W}$ for the chosen approximate space, where $\hat{V}, \hat{W}$ are block matrices obtained by computing a matrix-matrix multiplication similar to step 1 of Algorithm 2.1 where $v_{j}$ is a block matrix instead of a vector.
5. Orthogonalize $\hat{V}$ and $\hat{W}$ with respect to $\left\{V_{1}, V_{2}, \ldots, V_{k}\right\}$ and $\left\{W_{1}, W_{2}, \ldots, W_{k}\right\}$ respectively.
6. Orthogonalize the columns of $\hat{V}$ to get $V_{k+1}$ and columns of $\hat{W}$ to get $W_{k+1}$.
7. Update $\mathbf{V}_{k+1}=\left[\begin{array}{ll}\mathbf{V}_{k} & V_{k+1}\end{array}\right], \mathbf{W}_{k+1}=\left[\begin{array}{ll}\mathbf{W}_{k} & W_{k+1}\end{array}\right]$.
end for

In Chapter 5, we present a novel projection method to solve the Sylvester equation for T-congruence with low-rank right-hand side. This method presents some similarities with the Krylov methods presented in this section, however, the use of a Galerkin condition is changed by a Petrov-Galerkin condition given the relation between the matrices $A$ and $B$ in the T-Sylvester equation.

## Chapter 4

## The R-CORK method

In this chapter, inspired in the methods CORK and TOAR for PEPs explained in Sections 2.4.3 and 2.4.2, we develop the new method R-CORK for the solution of large-scale and sparse rational eigenvalue problems. We use the compact rational Krylov decomposition (2.25) expressed in a compact form (as in 2.112) for the bases of the rational Krylov subspaces associated to the linearization (2.10) of the REP corresponding to the rational matrix (2.9) and we work in the spirit of the two levels of orthogonalization introduced in [100, 71]. We also discuss the advantages of the R-CORK method in terms of memory and orthogonalization costs which are similar to the costs for the CORK method.

The R-CORK method is based on the rational Krylov method, and it follows the steps introduced in Algorithm [2.4, but exploiting the structure of both the linearization (2.10) and the Krylov vectors.

From now on, we change slightly the notation used in Algorithm 2.4, we denote the Krylov vectors $u_{j}$ as $\mathbf{u}_{j}$, this is, we use bold characters and the matrix $U_{j}$ that contains the Krylov vectors in its columns as $\mathbf{U}_{j}$, basically because now they represent block vectors and block matrices, respectively. Also, for simplicity, we will consider the continuation vector $z_{j}$ in step 2 in Algorithm 2.4 as the canonical vector $e_{j} \in \mathbb{C}^{j}$ and then, in step 3 in Algorithm 2.4, we have $\mathbf{w}_{j}=\mathbf{u}_{j}$ and

$$
\hat{\mathbf{u}}=\left(\mathcal{A}-\theta_{j} \mathcal{B}\right)^{-1} \mathcal{B} \mathbf{u}_{j} .
$$

The results introduced in Chapter 4 are, as far as we know, novel results that have been accepted for publication and that they appear in [34].

### 4.1 A compact decomposition for bases of rational Krylov subspaces of $\mathcal{A}-\lambda \mathcal{B}$

Recall the matrices $\mathcal{A}$ and $\mathcal{B}$ introduced in (2.11)

$$
\mathcal{A}=\left[\begin{array}{cccc|c}
P_{0} & P_{1} & \cdots & P_{d-1} & E \\
0 & \cdots & 0 & -I_{n} & \\
\vdots & . & . & . & \\
0 & -I_{n} & & & \\
\hline F^{T} & & & & C
\end{array}\right], \quad \mathcal{B}=-\left[\begin{array}{cccc|c} 
& & & P_{d} & \\
& & I_{n} & & \\
& . & & & \\
I_{n} & & & & \\
\hline & & & & -D
\end{array}\right]
$$

to linearize the REP written as 2.9 and the rational Krylov recurrence relation (2.25) which is valid for arbitrary pencils.

In this section, we particularize such relation to the matrices $\mathcal{A}$ and $\mathcal{B}$ in (2.11) in order to save memory and orthogonalization costs. For this purpose, we consider a partition of $\mathbf{U}_{j+1}$ conformable to $\mathcal{A}$ and $\mathcal{B}$ as follows

$$
\mathbf{U}_{j+1}=\left[\begin{array}{ll}
\mathbf{U}_{j} & \mathbf{u}_{j+1}
\end{array}\right]=\left[\begin{array}{cc}
U_{j}^{(1)} & u_{j+1}^{(1)}  \tag{4.1}\\
U_{j}^{(2)} & u_{j+1}^{(2)} \\
\vdots & \vdots \\
U_{j}^{(d)} & u_{j+1}^{(d)} \\
V_{j} & v_{j+1}
\end{array}\right]
$$

where $U_{j}^{(i)} \in \mathbb{C}^{n \times j}, u_{j+1}^{(i)} \in \mathbb{C}^{n}$, for $i=1, \ldots, d, V_{j} \in \mathbb{C}^{s \times j}$, and $v_{j+1} \in \mathbb{C}^{s}$. Next, as in CORK for the first $d$ blocks, we define the matrix $Q_{j} \in \mathbb{C}^{n \times r_{j}}$ such that the columns of $Q_{j}$ are orthonormal with

$$
\begin{equation*}
\operatorname{span}\left\{Q_{j}\right\}=\operatorname{span}\left\{U_{j}^{(1)}, U_{j}^{(2)}, \ldots, U_{j}^{(d)}\right\} \tag{4.2}
\end{equation*}
$$

and $\operatorname{rank}\left(Q_{j}\right)=r_{j}$. Using 4.2 we can express

$$
\begin{equation*}
U_{j}^{(i)}=Q_{j} R_{j}^{(i)}, \quad i=1,2, \ldots, d \tag{4.3}
\end{equation*}
$$

where $R_{j}^{(i)} \in \mathbb{C}^{r_{j} \times j}$ for $i=1,2, \ldots, d$. Then, by using (4.3), we have

$$
\mathbf{U}_{j}=\left[\begin{array}{c}
Q_{j} R_{j}^{(1)}  \tag{4.4}\\
Q_{j} R_{j}^{(2)} \\
\vdots \\
Q_{j} R_{j}^{(d)} \\
V_{j}
\end{array}\right]=\left[\begin{array}{lllll}
Q_{j} & & & & \\
& Q_{j} & & & \\
& & \ddots & & \\
& & & Q_{j} & \\
& & & & I_{s}
\end{array}\right]\left[\begin{array}{c}
R_{j}^{(1)} \\
R_{j}^{(2)} \\
\vdots \\
R_{j}^{(d)} \\
V_{j}
\end{array}\right] .
$$

By introducing the notation

$$
\mathbf{R}_{j}:=\left[\begin{array}{c}
R_{j}^{(1)}  \tag{4.5}\\
R_{j}^{(2)} \\
\vdots \\
R_{j}^{(d)} \\
V_{j}
\end{array}\right] \in \mathbb{C}^{\left(d r_{j}+s\right) \times j},
$$

we have $\mathbf{U}_{j}=\mathbf{Q}_{j} \mathbf{R}_{j}$. Since the columns of $\mathbf{U}_{j}$ and $\mathbf{Q}_{j}$ are orthonormal, the matrix $\mathbf{R}_{j}$ has orthonormal columns too. With this notation, the rational Krylov decomposition (2.25) can be written as the following compact rational Krylov recurrence relation

$$
\begin{equation*}
\mathcal{A} \mathbf{Q}_{j+1} \mathbf{R}_{j+1} \underline{H}_{j}=\mathcal{B} \mathbf{Q}_{j+1} \mathbf{R}_{j+1} \underline{K}_{j} \tag{4.6}
\end{equation*}
$$

In order to prove that, as in CORK, we need only one vector to expand $Q_{j}$ into $Q_{j+1}$ and that, as a consequence, $r_{j}$ is considerably smaller than $j d$, i.e., that $\mathbf{Q}_{j} \mathbf{R}_{j}$ is indeed a compact representation of $\mathbf{U}_{j}$, we will prove first Lemmas 4.1 and 4.3. We emphasize the relationship between Lemma 4.1 and Theorem 2.15, but also two differences: the first one is coming from the presence of the strictly proper part $E(C-\lambda D)^{-1} F^{T}$ of the rational matrix $R(\lambda)$, which motivates the definition of the rational matrix $\mathbf{A}(\lambda)$ in Lemma 4.1, and the second one which is related with the matrices $\mathcal{A}$ and $\mathcal{B}$ in (2.11). Since the matrices $P_{i}$ are ordered in increasing index order in 2.11, it occurs that the permutation $\mathcal{P}$ in Theorem 2.15 is not needed in Lemma 4.1, therefore, we developed a UL decomposition instead of a ULP decomposition. Apart from these differences, we have stated Lemma 4.1 in an analogous way to Theorem 2.15, with the purpose of stressing the relation with CORK, but note that the simple particular structures of $M, N \in \mathbb{C}^{(d-1) \times d}$, and $\mathbf{B}$ inherited from (2.11)-(2.13) imply that in Lemma 4.1
$M:=\left[m_{0} \mid M_{1}\right]=\left[\begin{array}{c|ccc}0 & & & -1 \\ \vdots & & . & \\ 0 & -1 & & \end{array}\right], \quad N:=\left[n_{0} \mid N_{1}\right]=\left[\begin{array}{lll} & & -1 \\ & & 0 \\ -1 & & \vdots \\ & & 0\end{array}\right]$
and that $\overline{\mathbf{B}}_{1}$ has only one nonzero block. Therefore, the factors $\mathcal{L}(\mu)$ and $\mathcal{U}(\mu)$ in Lemma 4.1 are simpler than the general ones in Theorem 2.15. Note also that Lemma 4.3 is related to [104, Lemma 4.3], although again the strictly proper part of the rational matrix introduces relevant differences.

Lemma 4.1. Consider a rational matrix

$$
R(\lambda)=P(\lambda)-E(C-\lambda D)^{-1} F^{T} \in \mathbb{C}(\lambda)^{n \times n}
$$

where $P(\lambda)=\sum_{i=0}^{d} \lambda^{i} P_{i}, P_{i} \in \mathbb{C}^{n \times n}$ for $i=0, \ldots, d, E, F \in \mathbb{C}^{n \times s}, C, D \in \mathbb{C}^{s \times s}, D$ is nonsingular, and $E(C-\lambda D)^{-1} F^{T}$ is a minimal realization. Define the rational
matrix

$$
\mathbf{A}(\lambda)=\left[\begin{array}{lrlll}
P_{0}-E(C-\lambda D)^{-1} F^{T} & P_{1} & \cdots & P_{d-2} & P_{d-1} \\
M \otimes I_{n} & &
\end{array}\right],
$$

and the constant matrix

$$
\mathbf{B}=\left[\right],
$$

with $M$ and $N$ defined as in 4.7). Then, for every $\mu \in \mathbb{C}$ which is not a pole of $R(\mu)$, i.e., such that $(C-\mu D)$ is nonsingular, we can factorize $\mathbf{A}(\mu)-\mu \mathbf{B}$ as follows

$$
\begin{equation*}
\mathbf{A}(\mu)-\mu \mathbf{B}=\mathcal{U}(\mu) \mathcal{L}(\mu) \tag{4.8}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{L}(\mu) & =\left[\begin{array}{cc}
R(\mu) & 0 \\
\left(m_{0}-\mu n_{0}\right) \otimes I_{n} & \left(M_{1}-\mu N_{1}\right) \otimes I_{n}
\end{array}\right] \\
\mathcal{U}(\mu) & =\left[\begin{array}{cc}
I_{n} & \left(\overline{\mathbf{A}}_{1}-\mu \overline{\mathbf{B}}_{1}\right)\left(\left(M_{1}-\mu N_{1}\right)^{-1} \otimes I_{n}\right) \\
0 & I_{(d-1) n}
\end{array}\right]
\end{aligned}
$$

and

$$
\left.\left.\begin{array}{rl}
{\left[P_{0}-E(C-\mu D)^{-1} F^{T}\right.} & P_{1} \\
\cdots & P_{d-1}
\end{array}\right]=: \begin{array}{lll}
{\left[P_{0}-E(C-\mu D)^{-1} F^{T}\right.} & \overline{\mathbf{A}}_{1}
\end{array}\right],
$$

Proof. Observe first that the definitions of $M$ and $N$ imply that $M_{1}-\mu N_{1}$ is invertible for every $\mu \in \mathbb{C}$, therefore $M_{1}-\mu N_{1}$ is nonsingular for every $\mu \in \mathbb{C}$. By a direct matrix multiplication, we obtain

$$
\begin{aligned}
& \mathcal{U}(\mu) \mathcal{L}(\mu)=\left[\begin{array}{cc}
R(\mu)+\left(\overline{\mathbf{A}}_{1}-\mu \overline{\mathbf{B}}_{1}\right)\left(\left(\left(M_{1}-\mu N_{1}\right)^{-1}\left(m_{0}-\mu n_{0}\right)\right) \otimes I_{n}\right) & \left(\overline{\mathbf{A}}_{1}-\mu \overline{\mathbf{B}}_{\mathbf{B}}\right) \\
\left(m_{0}-\mu n_{0}\right) \otimes I_{n} & \left(M_{1}-\mu N_{1}\right) \otimes I_{n}
\end{array}\right] \\
&=\left[\frac{R(\mu)+\left(\overline{\mathbf{A}}_{1}-\mu \overline{\mathbf{B}}_{1}\right)\left(\left(\left(M_{1}-\mu N_{1}\right)^{-1}\left(m_{0}-\mu n_{0}\right)\right) \otimes I_{n}\right)}{(M-\mu N) \otimes I_{n}}\left(\overline{\mathbf{A}}_{1}-\mu \overline{\mathbf{B}}_{1}\right)\right. \\
&(M-\mu .
\end{aligned}
$$

Therefore, we only need to prove that

$$
R(\mu)+\left(\overline{\mathbf{A}}_{1}-\mu \overline{\mathbf{B}}_{1}\right)\left(\left(\left(M_{1}-\mu N_{1}\right)^{-1}\left(m_{0}-\mu n_{0}\right)\right) \otimes I_{n}\right)=P_{0}-E(C-\mu D)^{-1} F^{T}
$$

which is equivalent to prove that

$$
\begin{equation*}
P(\mu)+\left(\overline{\mathbf{A}}_{1}-\mu \overline{\mathbf{B}}_{1}\right)\left(\left(\left(M_{1}-\mu N_{1}\right)^{-1}\left(m_{0}-\mu n_{0}\right)\right) \otimes I_{n}\right)=P_{0} \tag{4.9}
\end{equation*}
$$

The proof of 4.9) is a very simple algebraic manipulation as a consequence of the extremely simple structures of $m_{0}$ and $n_{0}, M_{1}$ and $N_{1}$ in this case. Another proof comes from the observation that (4.9) holds because it is proved for proving the ULP decomposition in Theorem 2.15 (see [104, pp. 823-824]).

Remark 4.2. Observe that Theorem 2.15 involves the constant $\alpha=e_{1}^{T} \mathcal{P} f(\mu)$, which is not present in Lemma 4.1. The reason is that in Lemma 4.1, this constant is equal to 1 as a consequence of the structure of (2.12) and that $\mathcal{P}=I_{d}$.

Lemma 4.3. Let $\mathcal{A}$ and $\mathcal{B}$ be the matrices defined in (2.11). Consider the linear system

$$
\begin{equation*}
(\mathcal{A}-\mu \mathcal{B}) \mathbf{x}=\mathcal{B} \mathbf{w} \tag{4.10}
\end{equation*}
$$

where $\mathbf{x}=\left[x^{(1)^{T}}, x^{(2)^{T}}, \cdots, x^{(d)^{T}}, y^{T}\right]^{T}$ and $\mathbf{w}=\left[w^{(1)^{T}}, w^{(2)^{T}}, \cdots, w^{(d)^{T}}, z^{T}\right]^{T}$, the blocks $x^{(i)}, w^{(i)} \in \mathbb{C}^{n}, i=1,2, \ldots, d, y, z \in \mathbb{C}^{s}$, and $\mu$ is not a pole of $R(\mu)$, i.e., $(C-\mu D)$ is nonsingular. Then, the block $x^{(1)}$ of $\mathbf{x}$ can be computed by solving the following $n \times n$ linear system whose coefficient matrix is $R(\mu)$ in (2.9):
$R(\mu) x^{(1)}=-P_{d} w^{(d)}-E(C-\mu D)^{-1} D z+\left(\overline{\mathbf{A}}_{1}-\mu \overline{\mathbf{B}}_{1}\right)\left(\left(M_{1}-\mu N_{1}\right)^{-1} \otimes I_{n}\right) w^{(d-1, \ldots, 1)}$, where the matrices introduced in Lemma 4.1 are used and

$$
w^{(d-1, \ldots, 1)}=\left[w^{(d-1)^{T}}, \cdots, w^{(1)^{T}}\right]^{T} .
$$

The remaining blocks $x^{(i)}$ for $i=2, \cdots, d$ of $\mathbf{x}$ can be obtained as linear combinations of $x^{(1)}$ and $w^{(i)}, i=1, \ldots, d-1$. Also, $x^{(2, \ldots, d)}=\left[x^{(2)^{T}}, \cdots, x^{(d)^{T}}\right]^{T}$ satisfies the linear system

$$
x^{(2, \ldots, d)}=-\left(\left(M_{1}-\mu N_{1}\right)^{-1} \otimes I_{n}\right)\left(w^{(d-1, \ldots, 1)}+\left(\left(m_{0}-\mu n_{0}\right) \otimes I_{n}\right) x^{(1)}\right) .
$$

In addition, $y$ can be computed by solving the $s \times s$ linear system

$$
(C-\mu D) y=D z-F^{T} x^{(1)}
$$

Proof. Rewrite the matrix pencil (2.10) as in 2.13)

$$
\mathcal{A}-\mu \mathcal{B}=\left[\begin{array}{c|c}
\mathbf{A}-\mu \mathbf{B} & e_{1} \otimes E \\
\hline e_{1}^{T} \otimes F^{T} & C-\mu D
\end{array}\right]
$$

with

$$
\mathbf{A}=\left[\begin{array}{cccc}
P_{0} & \cdots & P_{d-2} & P_{d-1} \\
M \otimes I_{n}
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{llll}
0_{n} & \cdots & 0_{n} & -P_{d} \\
\hline & N \otimes I_{n}
\end{array}\right],
$$

and $M$ and $N$ defined as in 4.7). Then, we can solve the system (4.10) by solving

$$
\begin{align*}
(\mathbf{A}-\mu \mathbf{B}) x^{(1,2, \ldots, d)}+\left(e_{1} \otimes E\right) y & =\mathbf{B} w^{(1,2, \ldots, d)}  \tag{4.11}\\
\left(e_{1}^{T} \otimes F^{T}\right) x^{(1,2, \ldots, d)}+(C-\mu D) y & =D z \tag{4.12}
\end{align*}
$$

where $x^{(1,2, \ldots, d)}=\left[x^{(1)^{T}}, x^{(2)^{T}}, \cdots, x^{(d)^{T}}\right]^{T}$ and $w^{(1,2, \ldots, d)}=\left[w^{(1)^{T}}, w^{(2)^{T}}, \cdots, w^{(d)^{T}}\right]^{T}$. The second equation is the equation for $y$ in the statement. By replacing $y=$
$(C-\mu D)^{-1}\left(D z-F^{T} x^{(1)}\right)$ from (4.12) in (4.11), and using the notation of Lemma 4.1. we obtain

$$
\begin{aligned}
&(\mathbf{A}-\mu \mathbf{B}) x^{(1,2, \ldots, d)}-\left(e_{1} \otimes E\right)(C-\mu D)^{-1} F^{T} x^{(1)}=\mathbf{B} w^{(1,2, \ldots, d)}-\left(e_{1} \otimes E\right)(C-\mu D)^{-1} D z, \\
& {\left[\frac{P_{0}-E(C-\mu D)^{-1} F^{T} \ldots}{} \begin{array}{rl}
(M-\mu N) \otimes I_{n} & P_{d-1}+\mu P_{d}
\end{array}\right] x^{(1,2, \ldots, d)} }=-\left[\frac{P_{d} w^{(d)}+E(C-\mu D)^{-1} D z}{w^{(d-1, \ldots, 1)}}\right], \\
&(\mathbf{A}(\mu)-\mu \mathbf{B}) x^{(1,2, \ldots, d)}=-\left[\frac{P_{d} w^{(d)}+E(C-\mu D)^{-1} D z}{w^{(d-1, \ldots, 1)}}\right] .
\end{aligned}
$$

By combining the factorization (4.8) in Lemma 4.1 and the equation above, it is immediate to see that the blocks $x^{(i)}$ for $i=2, \ldots, d$ of $\mathbf{x}$ are linear combinations of $x^{(1)}$ and the blocks $w^{(i)}, i=1, \ldots, d-1$. In addition, some elementary matrix manipulations with the matrices $\mathcal{U}(\mu)$ and $\mathcal{L}(\mu)$ in (4.8) lead to the equations for $x^{(2, \ldots, d)}$ and $x^{(1)}$ in the statement. This finishes the proof.

As we mentioned before, Lemma 4.3 is the key result that allows us to prove through Theorems 4.5 and 4.6 that only one vector is needed to expand $Q_{j}$ into $Q_{j+1}$ and, so, that the representation (4.4) for $\mathbf{U}_{j}$ is indeed compact. Moreover, the equations for $x^{(1)}, x^{(2, \ldots, d)}$, and $y$ deduced in Lemma 4.3 lead to the efficient Algorithm 4.1 for solving the linear system (4.10), which is fundamental for performing efficiently the shift-and-invert step in the R-CORK method developed in Section 4.2. Observe that in Algorithm 4.1 a notation similar to that in Lemma 4.3 is used.

## Algorithm 4.1 Solver for the linear system $(\mathcal{A}-\mu \mathcal{B}) \mathbf{x}=\mathcal{B} \mathbf{w}$, with $\mathcal{A}$ and $\mathcal{B}$ as in (2.11)

Input: $\mathcal{A}, \mathcal{B} \in \mathbb{C}^{(n d+s) \times(n d+s)}$ as in (2.11), $\mu \in \mathbb{C}$ such that $(C-\mu D)^{-1}$ exists and $\mathbf{w} \in \mathbb{C}^{n d+s}$.
Output: The solution $\mathbf{x}=\left[x^{(1)^{T}}, \ldots, x^{(d)^{T}}, y^{T}\right]^{T} \in \mathbb{C}^{n d+s}$ of the linear system.

1. Compute $x=\mathbf{B} w^{(1,2, \ldots, d)}-\left(e_{1} \otimes E\right)(C-\mu D)^{-1} D z$ as

$$
x=-\left[\frac{P_{d} w^{(d)}+E(C-\mu D)^{-1} D z}{w^{(d-1, \ldots, 1)}}\right] .
$$

Solve the block upper triangular system associated to $\mathcal{U}(\mu)$ in 4.8):
2. $x^{(1)}=x^{(1)}-\left(\overline{\mathbf{A}}_{1}-\mu \overline{\mathbf{B}}_{1}\right)\left(\left(M_{1}-\mu N_{1}\right)^{-1} \otimes I_{n}\right) x^{(2, \ldots, d)}$.

Solve the block lower triangular system associated to $\mathcal{L}(\mu)$ in (4.8):
3. $x^{(1)}=(R(\mu))^{-1} x^{(1)}$.
4. $x^{(2, \ldots, d)}=\left(\left(M_{1}-\mu N_{1}\right)^{-1} \otimes I_{n}\right)\left(x^{(2, \ldots, d)}-\left(\left(m_{0}-\mu n_{0}\right) \otimes I_{n}\right) x^{(1)}\right)$.

Compute the block $y$ of $\mathbf{x}$
5. $y=(C-\mu D)^{-1}\left(D z-F^{T} x^{(1)}\right)$.

Remark 4.4. The multiplications by inverses in Algorithm 4.1 have to be understood, in principle, in a similar way than for previous algorithms, this is, as solutions of linear systems and the key observation on Algorithm 4.1 is that all the involved linear systems have sizes smaller than the size $(n d+s) \times(n d+s)$ of $(\mathcal{A}-\mu \mathcal{B})$ as we discuss in this remark. The only linear system which is always large is the one in step 3 involving $R(\mu)$ which has the size $n \times n$ of the original $R E P$. Solving the system in step 3 may require just the ability of multiplying by $R(\mu)$, if an iterative Krylov method is used, which might be done through the coefficients of $P(\lambda)$ and the matrices $E, C, D, F$ in (2.9) without computing $R(\mu)$, or may require to compute $R(\mu)$, if a direct method is used. In the case $(C-\mu D)$ is large and complicated the computation of $R(\mu)$ might be performed more efficiently through (2.8) than through (2.9), though this depends on each particular problem. However, we emphasize once again that the matrix $(C-\mu D) \in \mathbb{C}^{s \times s}$ is in many applications [76, (99] very small as we commented in Chapter 2, since $s \ll n$, and has in addition a very simple structure, which imply that it is often possible just to compute $(C-\mu D)^{-1}$ and to perform the corresponding matrix multiplications to construct $R(\mu)$ through (2.9). These comments on the size $s \ll n$ also apply to the linear systems involving $(C-\mu D) \in \mathbb{C}^{s \times s}$ in steps 1 and 5 which are often in practice very small. Finally, the linear systems involving $\left(M_{1}-\mu N_{1}\right) \otimes I_{n}$ have size $(d-1) n \times(d-1) n$ and look very large, but they are block linear systems very easy to solve with cost $2 n(d-2)$ flops by using a simple two term recurrence relation. More precisely, the solution of $\left(\left(M_{1}-\mu N_{1}\right) \otimes I_{n}\right) \mathbf{x}=\mathbf{b}$, taking into account that
and partitioning the vectors in $(d-1)$ blocks of size $n \times 1$, can be obtained as $x^{(1)}=-b^{(d-1)}$ and $x^{(i)}=\mu x^{(i-1)}-b^{(d-i)}$ for $i=2,3, \ldots, d-1$.

Theorems 4.5 and 4.6 are similar to results obtained in 104, Theorems 4.4 and 4.5].

Theorem 4.5. Let $Q_{j}$ be defined as in 4.2). Then,

$$
\begin{equation*}
\operatorname{span}\left\{Q_{j+1}\right\}=\operatorname{span}\left\{Q_{j}, u_{j+1}^{(1)}\right\} \tag{4.13}
\end{equation*}
$$

Proof. From the definition of $Q_{j}$ in (4.2) we have

$$
\begin{aligned}
\operatorname{span}\left\{Q_{j+1}\right\} & =\operatorname{span}\left\{U_{j+1}^{(1)}, \ldots, U_{j+1}^{(d)}\right\} \\
& =\operatorname{span}\left\{U_{j}^{(1)}, \ldots, U_{j}^{(d)}, u_{j+1}^{(1)}, \ldots, u_{j+1}^{(d)}\right\}
\end{aligned}
$$

$$
\begin{equation*}
=\operatorname{span}\left\{Q_{j}, u_{j+1}^{(1)}, \ldots, u_{j+1}^{(d)}\right\} \tag{4.14}
\end{equation*}
$$

and from Algorithm 2.4 with $z_{j}=e_{j} \in \mathbb{R}^{j}$, by combining steps 3,5 and 6 , we obtain

$$
\mathbf{u}_{j+1}=\frac{1}{h_{j+1, j}}\left(\hat{\mathbf{u}}-\mathbf{U}_{j} h_{j}\right) .
$$

Then,

$$
u_{j+1}^{(i)}=\frac{1}{h_{j+1, j}}\left(\hat{u}^{(i)}-U_{j}^{(i)} h_{j}\right), \quad \text { for } i=1, \ldots, d
$$

By replacing the latter expression in (4.14), we have

$$
\operatorname{span}\left\{Q_{j+1}\right\}=\operatorname{span}\left\{Q_{j}, \hat{u}^{(1)}, \ldots, \hat{u}^{(d)}\right\}
$$

Since $\left(\mathcal{A}-\theta_{j} \mathcal{B}\right) \hat{\mathbf{u}}=\mathcal{B} \mathbf{u}_{\mathbf{j}}$, by applying Lemma 4.3 with $\mu=\theta_{j}$ and $\mathbf{w}=\mathbf{u}_{j}$ it follows

$$
\begin{aligned}
\operatorname{span}\left\{Q_{j+1}\right\} & =\operatorname{span}\left\{Q_{j}, \hat{u}^{(1)}, \ldots, \hat{u}^{(d)}\right\} \\
& =\operatorname{span}\left\{Q_{j}, \hat{u}^{(1)}\right\} \\
& =\operatorname{span}\left\{Q_{j}, u_{j+1}^{(1)}\right\} .
\end{aligned}
$$

Theorem 4.6. Let $Q_{j}$ be defined as in (4.2). Then

$$
\begin{equation*}
r_{j}<d+j . \tag{4.15}
\end{equation*}
$$

Proof. We will prove this theorem by induction. From the definition of $Q_{j}$ in 4.2), we have that

$$
\operatorname{span}\left\{Q_{1}\right\}=\operatorname{span}\left\{u_{1}^{(1)}, u_{1}^{(2)}, \ldots, u_{1}^{(d)}\right\}
$$

so $r_{1} \leq d$. Assuming that the inequality (4.15) is satisfied until $j-1$, then we have by Theorem 4.5 that $r_{j} \leq r_{j-1}+1<d+j$.

From the fact that $r_{j}$ increases at most by 1 in each iteration and by considering the inequality 4.15 , we show in Lemma 4.7 the possible structures of the expansion of the first $d$ blocks of the matrix $\mathbf{R}_{j}$ defined in 4.5).
Lemma 4.7. Let $\mathbf{R}_{j} \in \mathbb{C}^{\left(d r_{j}+s\right) \times j}$ be defined as in 4.5). Then, the first $d$ blocks of the matrix $\mathbf{R}_{j+1} \in \mathbb{C}^{\left(d r_{j+1}+s\right) \times(j+1)}$ can take the following forms:

- if $r_{j+1}>r_{j}$

$$
R_{j+1}^{(i)}=\left[\begin{array}{cc}
R_{j}^{(i)} & r_{j+1}^{(i)} \\
0_{1 \times j}
\end{array}\right], \quad i=1,2, \ldots, d
$$

where $r_{j+1}^{(i)} \in \mathbb{C}^{r_{j+1}}$, or

- if $r_{j+1}=r_{j}$

$$
R_{j+1}^{(i)}=\left[\begin{array}{ll}
R_{j}^{(i)} & r_{j+1}^{(i)}
\end{array}\right], \quad i=1,2, \ldots, d
$$

with $r_{j+1}^{(i)} \in \mathbb{C}^{r_{j+1}}$.

### 4.2 The two levels of orthogonalization

In this section, we will introduce the method to solve large-scale and sparse rational eigenvalue problems based on the compact representation presented in Section 4.1 of the orthonormal bases of the rational Krylov subspaces of the linearization $\mathcal{A}-\lambda \mathcal{B}$ in (2.10). First, we consider an initial vector $\mathbf{u}_{1} \in \mathbb{C}^{n d+s}$ with $\left\|\mathbf{u}_{1}\right\|_{2}=1$ partitioned as in (4.1) and then, we express that vector in the compact form:

$$
\mathbf{u}_{1}=\left[\begin{array}{c}
u_{1}^{(1)} \\
\vdots \\
u_{1}^{(d)} \\
v_{1}
\end{array}\right]=\left[\begin{array}{c}
Q_{1} R_{1}^{(1)} \\
\vdots \\
Q_{1} R_{1}^{(d)} \\
v_{1}
\end{array}\right]
$$

where $Q_{1} \in \mathbb{C}^{n \times r_{1}}$ has orthonormal columns such that

$$
\operatorname{span}\left\{Q_{1}\right\}=\operatorname{span}\left\{u_{1}^{(1)}, \cdots, u_{1}^{(d)}\right\}, \quad r_{1}=\operatorname{rank}\left(\left[u_{1}^{(1)} \cdots u_{1}^{(d)}\right]\right)
$$

Observe that $r_{1}=1$ if and only if $\mathbf{u}_{1}$ is chosen to have collinear nonzero blocks $u_{1}^{(1)}, \ldots, u_{1}^{(d)}$. Now, taking into account the definition of $\mathbf{R}_{j}$ in 4.5), after $j$ steps the matrices $Q_{j}$ and $\mathbf{R}_{j}$ have to be expanded into $Q_{j+1}$ and $\mathbf{R}_{j+1}$ respectively, which results in the so-called two levels of orthogonalization.

First level of orthogonalization. In Theorem 4.5 we have proved that we need to orthogonalize $u_{j+1}^{(1)}$ with respect to $Q_{j}$ to obtain the last orthonormal column of $Q_{j+1}$. In addition, it can be easily seen that

$$
\begin{equation*}
\operatorname{span}\left\{Q_{j+1}\right\}=\operatorname{span}\left\{Q_{j}, u_{j+1}^{(1)}\right\}=\operatorname{span}\left\{Q_{j}, \hat{u}^{(1)}\right\} \tag{4.16}
\end{equation*}
$$

where $\hat{u}^{(1)}$ is the first block of size $n$ of the vector $\hat{\mathbf{u}}$ obtained by applying the shift-and-invert step to $\mathbf{u}_{j}$ (step 3 in Algorithm 2.4) when $\hat{\mathbf{u}}$ is partitioned as in (4.1). Therefore, we only need to compute the block $\hat{u}^{(1)}$ of $\hat{\mathbf{u}}$ to compute $Q_{j+1}$. Thus, we can run Algorithm 4.1 with $\mathbf{w}=\mathbf{u}_{j}$ and $\mu=\theta_{j}$ until step 3, saving the resulting vector $x^{(1)}=\hat{u}^{(1)}$. It is important to observe that the first $d$ blocks of $\mathbf{u}_{j}$ have to be constructed, since the variables in R-CORK are $Q_{j}$ and $\mathbf{R}_{j}$, and $\mathbf{u}_{j}$ is not stored. As in CORK, they are computed as the single matrix-matrix product $Q_{j}\left[r_{j}^{(1)} \cdots r_{j}^{(d)}\right]$, where $r_{j}^{(1)}, \ldots, r_{j}^{(d)}$ are the first $d$ blocks of the last column $\mathbf{r}_{j}$ of $\mathbf{R}_{j}$, which is a very efficient computation in terms of cache utilisation on modern computers. Once $\hat{u}^{(1)}$ is computed, by 4.16) we can decompose

$$
\begin{equation*}
\hat{u}^{(1)}=Q_{j} x_{j}+\alpha_{j} q_{j+1}, \tag{4.17}
\end{equation*}
$$

where $q_{j+1}$ is a unit vector orthogonal to $Q_{j}$ and $x_{j}=Q_{j}^{*} \hat{u}^{(1)}$. Note also that since $\hat{u}^{(1)}$ has been already computed, we can compute the last $s$ entries of $\hat{\mathbf{u}}$, denoted by
$\hat{v}$, from step 5 in Algorithm 4.1 without the need of performing step 4. The vector $\hat{v}$ will be used in the second level of orthogonalization. Now, if $\hat{u}^{(1)}$ does not lie in the subspace spanned by the columns of $Q_{j}$, i.e., if $\hat{u}^{(1)}-Q_{j} x_{j} \neq 0$, we can expand $Q_{j}$ into $Q_{j+1}$ as follows:

$$
Q_{j+1}=\left[\begin{array}{ll}
Q_{j} & q_{j+1}
\end{array}\right], \quad r_{j+1}=r_{j}+1
$$

On the other hand, if $\hat{u}^{(1)}$ lies in the subspace spanned by the columns of $Q_{j}$, we have $Q_{j+1}=Q_{j}$ and $r_{j+1}=r_{j}$. The first level of orthogonalization is summarized in Algorithm 4.2. In step 2, if it is necessary, we can reorthogonalize $\tilde{q}$ to ensure orthogonality. In fact, in our MATLAB code, we perform the classical Gram-Schmidt method twice.

```
Algorithm 4.2 First level of orthogonalization in R-CORK
Input: The matrix \(Q_{j} \in \mathbb{C}^{n \times r_{j}}\) and the vector \(\hat{u}^{(1)} \in \mathbb{C}^{n}\) (the first block of \(\hat{\mathbf{u}}=\)
    \(\left.\left(\mathcal{A}-\theta_{j} \mathcal{B}\right)^{-1} \mathcal{B} \mathbf{u}_{j}\right)\).
Output: The matrix \(Q_{j+1} \in \mathbb{C}^{n \times r_{j+1}}\), the vector \(x_{j}\), and the scalar \(\alpha_{j}\).
    Expanding \(Q_{j}\) into \(Q_{j+1}\).
    1. \(x_{j}=Q_{j}^{*} \hat{u}^{(1)}\).
    2. \(\tilde{q}=\hat{u}^{(1)}-Q_{j} x_{j}\).
    3. \(\alpha_{j}=\|\tilde{q}\|_{2}\).
    if \(\alpha_{j} \neq 0\) then
        4a. \(Q_{j+1}=\left[\begin{array}{ll}Q_{j} & \tilde{q} / \alpha_{j}\end{array}\right]\).
        5a. \(r_{j+1}=r_{j}+1\).
    else
        4b. \(Q_{j+1}=Q_{j}\).
        5b. \(r_{j+1}=r_{j}\).
    end if
```

Second level of orthogonalization. In Algorithm 2.4, after choosing the shift $\theta_{j}$ and performing the shift-and-invert step, we need to compute the entries of the $j$-th column of $\underline{H}_{j}$ in step 4 . We will explain how to do it efficiently in the R-CORK method. By using the compact representation of $\mathbf{U}_{j}$ in (4.4) - (4.5), we have

$$
\begin{align*}
h_{j} & =\mathbf{U}_{j}^{*} \hat{\mathbf{u}} \\
& =\left(R_{j}^{(1)}\right)^{*} Q_{j}^{*} \hat{u}^{(1)}+\cdots+\left(R_{j}^{(d)}\right)^{*} Q_{j}^{*} \hat{u}^{(d)}+V_{j}^{*} \hat{v}, \tag{4.18}
\end{align*}
$$

where $\hat{\mathbf{u}}$ has been partitioned in an analogous way to 4.1). Since $\left(\mathcal{A}-\theta_{j} \mathcal{B}\right) \hat{\mathbf{u}}=\mathcal{B} \mathbf{u}_{j}$, and $\mathcal{A}$ and $\mathcal{B}$ have the structures in (2.11), we obtain the following relation between the blocks of size $n$ of $\hat{\mathbf{u}}$ and the blocks of size $n$ of $\mathbf{u}_{j}$

$$
\begin{equation*}
\hat{u}^{(i)}=\theta_{j} \hat{u}^{(i-1)}+u_{j}^{(i-1)}, \quad \text { for } i=2, \ldots, d . \tag{4.19}
\end{equation*}
$$

Motivated by (4.19), we consider the vectors $x_{j} \in \mathbb{C}^{r_{j}}$ obtained in step 1 in Algorithm 4.2 and $\hat{v} \in \mathbb{C}^{S}$ obtained in step 5 in Algorithm 4.1 with $x^{(1)}=\hat{u}^{(1)}$ and $\mu=\theta_{j}$, and a vector $\hat{\mathbf{p}} \in \mathbb{C}^{d r_{j}+s}$ partitioned as follows

$$
\hat{\mathbf{p}}=\left[\begin{array}{c}
\hat{p}^{(1)}  \tag{4.20}\\
\vdots \\
\hat{p}^{(d)} \\
\hat{v}
\end{array}\right], \quad \hat{p}^{(i)} \in \mathbb{C}^{r_{j}}, \quad i=1, \ldots, d,
$$

with the blocks defined by the recurrence relation

$$
\begin{align*}
\hat{p}^{(1)} & =x_{j}, \\
\hat{p}^{(i)} & =\theta_{j} \hat{p}^{(i-1)}+r_{j}^{(i-1)}, \quad i=2, \ldots, d, \tag{4.21}
\end{align*}
$$

where $r_{j}^{(i)}$ represents the $j$-th column of the block $R_{j}^{(i)}$ in 4.4). If $\alpha_{j} \neq 0$ in step 3 in Algorithm 4.2, by using $\hat{\mathbf{p}}$, the decomposition (4.17) and the recurrence relation (4.19), the vectors $\hat{u}^{(i)}, i=1, \ldots, d$, corresponding to the partition of $\hat{\mathbf{u}}$ as in (4.1) can be represented as follows

$$
\hat{u}^{(i)}=Q_{j+1}\left[\begin{array}{c}
\hat{p}^{(i)}  \tag{4.22}\\
\theta_{j}^{i-1} \alpha_{j}
\end{array}\right], \quad i=1, \ldots, d,
$$

whereas that if $\alpha_{j}=0$, we can represent the blocks $\hat{u}^{(i)}, i=1, \ldots, d$, as follows

$$
\begin{equation*}
\hat{u}^{(i)}=Q_{j} \hat{p}^{(i)} . \tag{4.23}
\end{equation*}
$$

Then, by using either (4.22) or 4.23) (depending on the value of $\alpha_{j}$ ) in (4.18) and recalling that the columns of $Q_{j+1}$ are orthonormal, we have

$$
h_{j}=\left[\begin{array}{c}
R_{j}^{(1)}  \tag{4.24}\\
\vdots \\
R_{j}^{(d)} \\
V_{j}
\end{array}\right]^{*}\left[\begin{array}{c}
\hat{p}^{(1)} \\
\vdots \\
\hat{p}^{(d)} \\
\hat{v}
\end{array}\right]=\mathbf{R}_{j}^{*} \hat{\mathbf{p}} .
$$

Thus, after computing $\hat{\mathbf{p}}$ with the recurrence relation (4.21), the vector $h_{j}$ can be computed by performing a matrix-vector multiplication of size $d r_{j}+s$, which, according to (4.15), is much smaller than $d n+s$ in large-scale problems and, even more, much smaller than $n$ whenever $s \ll n$ as often happens in applications [76, 99].

Next, in step 5 of Algorithm 2.4, we need to compute the vector $\tilde{\mathbf{u}}$, which means that in R-CORK we need its compact representation. By using the compact representation of $\mathbf{U}_{j}$ and (4.22), we have, if $\alpha_{j} \neq 0$,

$$
\tilde{\mathbf{u}}=\hat{\mathbf{u}}-\mathbf{U}_{j} h_{j}
$$

$$
\begin{aligned}
& =\left[\begin{array}{c}
Q_{j+1}\left[\begin{array}{c}
\hat{p}^{(1)} \\
\alpha_{j}
\end{array}\right] \\
\vdots \\
Q_{j+1}\left[\begin{array}{c}
\hat{p}^{(d)} \\
\theta_{j}^{d-1} \alpha_{j}
\end{array}\right] \\
\hat{v}
\end{array}\right]-\left[\begin{array}{c}
Q_{j} R_{j}^{(1)} \\
\vdots \\
Q_{j} R_{j}^{(d)} \\
V_{j}
\end{array}\right] h_{j}, \\
& =\left[\begin{array}{cccc}
Q_{j+1} & & \\
& \ddots & & \\
& & Q_{j+1} & \\
& & & I_{s}
\end{array}\right]\left[\begin{array}{c}
{\left[\begin{array}{c}
\hat{p}^{(1)}-R_{j}^{(1)} h_{j} \\
\alpha_{j}
\end{array}\right]} \\
\vdots \\
{\left[\begin{array}{c}
\hat{p}^{(d)}-R_{j}^{(d)} h_{j} \\
\theta_{j}^{d-1} \alpha_{j} \\
\hat{v}-V_{j} h_{j}
\end{array}\right]}
\end{array}\right],
\end{aligned}
$$

and, in a similar way, if $\alpha_{j}=0$ we obtain

$$
\tilde{\mathbf{u}}=\left[\begin{array}{llll}
Q_{j} & & & \\
& \ddots & & \\
& & Q_{j} & \\
& & & I_{s}
\end{array}\right]\left[\begin{array}{c}
\hat{p}^{(1)}-R_{j}^{(1)} h_{j} \\
\vdots \\
\hat{p}^{(d)}-R_{j}^{(d)} h_{j} \\
\hat{v}-V_{j} h_{j}
\end{array}\right] .
$$

Defining

$$
\tilde{\mathbf{p}}:=\left[\begin{array}{c}
\tilde{p}^{(1)}  \tag{4.25}\\
\vdots \\
\tilde{p}^{(d)} \\
\tilde{v}
\end{array}\right], \quad \tilde{p}^{(i)}:=\hat{p}^{(i)}-R_{j}^{(i)} h_{j} \in \mathbb{C}^{r_{j}}, i=1, \ldots, d, \quad \tilde{v}:=\hat{v}-V_{j} h_{j} \in \mathbb{C}^{s},
$$

and taking into account that the columns of $Q_{j+1}$ and $Q_{j}$ are orthonormal, we can express the step 5 in Algorithm 2.4 as follows: if $\alpha_{j} \neq 0$, then

$$
h_{j+1, j}=\|\tilde{\mathbf{u}}\|_{2}=\left\|\left[\begin{array}{c}
\tilde{p}^{(1)}  \tag{4.26}\\
\alpha_{j} \\
\vdots \\
\tilde{p}^{(d)} \\
\theta_{j}^{d-1} \alpha_{j} \\
\tilde{v}
\end{array}\right]\right\|_{2} \text { and } \mathbf{u}_{j+1}=\mathbf{Q}_{j+1} \cdot \frac{1}{h_{j+1, j}}\left[\begin{array}{c}
\tilde{p}^{(1)} \\
\alpha_{j} \\
\vdots \\
\tilde{p}^{(d)} \\
\theta_{j}^{d-1} \alpha_{j} \\
\tilde{v}
\end{array}\right]
$$

where the notation in (4.5) is used, while if $\alpha_{j}=0$ we proceed as in 4.26) by removing all the entries involving $\alpha_{j}$ and with $\mathbf{Q}_{j+1}=\mathbf{Q}_{j}$. From the previous
equations, we can conclude that the first $d$ blocks of size $r_{j+1}$ of the last column of $\mathbf{R}_{j+1}$ in (4.5) are given if $\alpha_{j} \neq 0$ by

$$
r_{j+1}^{(i)}=\frac{1}{h_{j+1, j}}\left[\begin{array}{c}
\tilde{p}^{(i)}  \tag{4.27}\\
\theta_{j}^{i-1} \alpha_{j}
\end{array}\right], \quad i=1, \ldots, d
$$

and if $\alpha_{j}=0$ by

$$
\begin{equation*}
r_{j+1}^{(i)}=\frac{1}{h_{j+1, j}} \tilde{p}^{(i)}, \quad i=1, \ldots, d \tag{4.28}
\end{equation*}
$$

In addition, the last block of size $s$ of the last column of $\mathbf{R}_{j+1}$ is

$$
\begin{equation*}
v_{j+1}=\frac{1}{h_{j+1, j}} \tilde{v} . \tag{4.29}
\end{equation*}
$$

Since $\mathbf{R}_{j}$ has orthonormal columns, from (4.24) and the definitions in (4.20)-(4.21) and (4.25), we have that $h_{j}$ and $\tilde{\mathbf{p}}$ satisfy

$$
\begin{equation*}
\tilde{\mathbf{p}}=\hat{\mathbf{p}}-\mathbf{R}_{j} h_{j} \tag{4.30}
\end{equation*}
$$

where $\tilde{\mathbf{p}}$ is orthogonal to $\mathbf{R}_{j}$. This process is the Gram-Schmidt process without the normalization step, and it is summarized in Algorithm 4.3.

```
Algorithm 4.3 Second level of orthogonalization in R-CORK
Input: The matrix \(\mathbf{R}_{j} \in \mathbb{C}^{\left(d r_{j}+s\right) \times j}\) and the vector \(\hat{\mathbf{p}} \in \mathbb{C}^{d r_{j}+s}\) from (4.20)-(4.21).
Output: Vectors \(h_{j} \in \mathbb{C}^{j}\) and \(\tilde{\mathbf{p}} \in \mathbb{C}^{d r_{j}+s}\).
    1. \(h_{j}=\mathbf{R}_{j}^{*} \hat{\mathbf{p}}\).
    2. \(\tilde{\mathbf{p}}=\hat{\mathbf{p}}-\mathbf{R}_{j} h_{j}\).
```

Remark 4.8. In order to improve orthogonality, a reorthogonalization method can be included in Algorithm 4.3. In our MATLAB code, we use the classical GramSchmidt process twice.

The whole procedure of this new method to solve large-scale and sparse rational eigenvalue problems requires the use of the two levels of orthogonalization described in this section, the first level to expand $Q_{j}$ into $Q_{j+1}$ and the second level to expand $\mathbf{R}_{j}$ into $\mathbf{R}_{j+1}$. The complete R-CORK method is summarized in Algorithm 4.4. Note that R-CORK has as inputs the matrix $Q_{1}$ and the vector $\mathbf{R}_{1}$, which have to be computed. As in CORK [104, p. 830], there are two possible ways of computing these inputs: either starting with a random vector $\mathbf{u}_{1} \in \mathbb{C}^{\text {nd }+s}$ and using an economysize QR factorization, or emulating the structure of the eigenvectors (2.12) of the linearization in (2.10). We know from Theorem 2.14 that the eigenvectors have a Kronecker structure. Therefore, Algorithm 4.4 can also be started with

$$
\mathbf{u}_{1}=\left[\begin{array}{c}
f \otimes g \\
t
\end{array}\right]
$$

where $f \in \mathbb{C}^{n}, g \in \mathbb{C}^{d}$ and $g \in \mathbb{C}^{s}$. This results in

$$
Q_{1}=g /\|g\|_{2} \in \mathbb{C}^{n} \quad \text { and } \quad \mathbf{R}_{1}=\left[\begin{array}{c}
\|g\|_{2} f \\
t
\end{array}\right] \in \mathbb{C}^{(d+s) \times 1}
$$

with $r_{1}=1$. Recall in Algorithm 4.4 that $\mathbf{r}_{j}$ denotes the last column of the matrix $\mathbf{R}_{j}$ in (4.5).

```
Algorithm 4.4 Compact rational Krylov method for REP (R-CORK)
Input: \(Q_{1} \in \mathbb{C}^{n \times r_{1}}, \mathbf{R}_{1} \in \mathbb{C}^{\left(d r_{1}+s\right) \times 1}\) with \(Q_{1}^{*} Q_{1}=I_{r_{1}}\) and \(\mathbf{R}_{1}^{*} \mathbf{R}_{1}=1\).
Output: Approximate eigenpairs \((\lambda, \mathbf{x})\) of \(\mathcal{A}-\lambda \mathcal{B}\) with \(\mathcal{A}\) and \(\mathcal{B}\) as in (2.11).
    for \(j=1,2, \ldots\) do
        1. Choose shift \(\theta_{j}\).
        2. Compute \(\mathbf{u}_{j}=\mathbf{Q}_{j} \mathbf{r}_{j}\), obtaining the first \(d\) blocks as matrix-matrix product
        \(Q_{j}\left[r_{j}^{(1)} \cdots r_{j}^{(d)}\right]\).
        3. Compute \(\hat{u}^{(1)}\) by using Algorithm 4.1 until step 3 applied to \(\mathbf{w}=\mathbf{u}_{j}\) and
        \(\mu=\theta_{j}\).
        4. Compute \(\hat{v}\) from step 5 in Algorithm 4.1.
        First level of orthogonalization
        5. Run Algorithm 4.2 obtaining \(Q_{j+1}\), the scalar \(\alpha_{j}\) and the vector \(x_{j}\).
        Second level of orthogonalization:
        6. Compute \(\hat{\mathbf{p}}\) in 4.20) via the recurrence relation in 4.21.
        7. Run Algorithm 4.3 obtaining \(\tilde{\mathbf{p}}\) and \(h_{j}\).
        8. Compute \(h_{j+1, j}\) and \(\mathbf{r}_{j+1}\) using (4.26)-(4.27)-(4.28)-(4.29) and get \(\mathbf{R}_{j+1}\) with
        Lemma 4.7.
        9. Compute eigenpairs: \(\left(\lambda_{i}, t_{i}\right)\) of (2.27) and test for convergence.
    end for
    10. Compute eigenvectors: \(\mathbf{x}_{i}=\mathbf{Q}_{j+1} \mathbf{R}_{j+1} \underline{H}_{j} t_{i}\).
```


### 4.3 Memory and computational costs

In this section, we discuss the memory and the computational costs of R-CORK and compare these costs with those of the classical rational Krylov (RK) method, i.e., Algorithm 2.4, applied directly to the linearization $\mathcal{A}-\lambda \mathcal{B}$ of the REP in (2.10). In order to simplify the results we will take $r_{j}=j+d$ in R-CORK, which is the upper bound in Theorem 4.6 and that essentially corresponds to start the R-CORK iteration with $Q_{1} \in \mathbb{C}^{n \times d}\left(r_{1}=d\right)$ or, equivalently, with a random initial vector $\mathbf{u}_{1}$ whose first $d$ blocks in the partition (4.1) are linearly independent. If the first $d$ blocks of $\mathbf{u}_{1}$ are taken to be collinear, then one can take $r_{j}=j$ and to improve even more the costs of R-CORK. In addition, note that we estimate the costs for any
value of $s$, where $s \times s$ is the size of the lower-right block $C-\lambda D$ of $\mathcal{A}-\lambda \mathcal{B}$ appearing in the strictly proper part of the REP (2.9). In this way, it will be seen that even if $s \approx n$, R-CORK has considerable advantages with respect to RK in terms of memory and computational costs. However, we emphasize that such advantages are still much more relevant when $s \ll n$, as happens very often in applications [76, 99].

For the memory costs, after $j$ iterations R-CORK stores $Q_{j} \in \mathbb{C}^{n \times r_{j}}$ and $\mathbf{R}_{j} \in$ $\mathbb{C}^{\left(d r_{j}+s\right) \times j}$, which amounts to $(n+d j)(j+d)+s j \approx n(j+d)+s j$ numbers. Note that the approximation $n+d j \approx n$ holds in any reasonable large-scale REP. In contrast, RK stores $\mathbf{U}_{j}$, which amounts to $(n d+s) j=n d j+s j$ numbers. Since, $(j+d)<d j$ for most reasonable choices of $j$ and degrees $d$ appearing in practice, we see that R-CORK is much more memory-efficient than RK. These memory costs are shown in Table 4.1.

With respect to the computational costs, observe that for both R-CORK and RK the cost is the sum of (i) the shift-and-invert step and (ii) the orthogonalization steps. Let us analyze first the shift-and-invert steps. If the shift-and-invert step in RK, i.e., step 3 in Algorithm 2.4, is performed by applying an unstructured solver to the $(n d+s) \times(n d+s)$ linear system $\left(\mathcal{A}-\theta_{j} \mathcal{B}\right) \hat{\mathbf{u}}=\mathcal{B} \mathbf{u}_{j}$, then the cost of RK is much larger than the cost of R-CORK, since R-CORK solves this system with Algorithm 4.1 (removing step 4) which is much more efficient because it requires the solution of smaller linear systems (essentially, see Remark 4.4, one of size $n \times n$ and two of size $s \times s$, which are very often extremely small). However, one can consider to perform the shift-and-invert step in RK with Algorithm 4.1, but this is still somewhat more expensive than R-CORK, because for RK it is needed to perform step 4 of Algorithm 4.1, with an additional cost of $2 n(d-2)$ flops in each iteration (see Remark 4.4). A final important remark on the shift-and-invert step is that R-CORK involves the overhead cost of constructing $\mathbf{u}_{j}$ in step 2 of Algorithm 4.4, which in RK is not needed. However, note that, as explained in previous sections, this construction can be performed as in CORK via a single matrix-matrix product, which allows for optimal efficiency and cache utilisation on modern computers [63, p. 577]. Moreover, we emphasize that a traditional construction of $\mathbf{u}_{j}$ in R-CORK costs $\mathcal{O}\left(d n r_{j}\right)=\mathcal{O}(d n(j+d)) \approx \mathcal{O}(d n j)$ flops at iteration $j$, which added to the orthogonalization cost of R-CORK discussed below would give a cost of the same order of the orthogonalization cost of RK.

Finally, we discuss the orthogonalization costs of RK and R-CORK. In RK, the orthogonalization is performed in steps $4-5-6$ of Algorithm 2.4 and its cost is well-known to be $\mathcal{O}(j(n d+s))=\mathcal{O}(j n d+j s)$ flops at iteration $j$, which amounts to $\mathcal{O}\left(j^{2} n d+j^{2} s\right)$ flops in the first $j$ iterations (see Table 4.1). In R-CORK, the orthogonalization is performed in steps 5-6-7-8 of Algorithm 4.4. At iteration $j$, the cost of step 5 is $\mathcal{O}\left(r_{j} n\right)=\mathcal{O}((j+d) n)$ flops, the cost of step 6 is $\mathcal{O}\left(r_{j} d\right)=$ $\mathcal{O}((j+d) d)$ flops, which is negligible with respect to the cost of step 5 , the cost of step 7 is $\mathcal{O}\left(j\left(d r_{j}+s\right)\right)=\mathcal{O}(j d(j+d)+j s)$ flops, and the cost of step 8 is $\mathcal{O}\left(d r_{j}+s\right)=\mathcal{O}(d(j+d)+s)$ flops. Therefore, the total cost at iteration $j$ of the
orthogonalization in R-CORK is $\mathcal{O}((n+j d)(j+d)+j s) \approx \mathcal{O}(n(j+d)+j s)$, where we have used again the approximation $n+j d \approx n$, which gives $\mathcal{O}\left(j^{2} n+j d n+j^{2} s\right)$ flops in the first $j$ iterations (see Table 4.1). Observe that the orthogonalization cost of RK includes the large term $j^{2} n d$ which is not present in the cost of R-CORK. Therefore, the orthogonalization cost of R-CORK is considerably smaller than the one of RK.

In Table 4.1, the comparison of the costs between R-CORK and RK is summarized.

|  | Classical rational Krylov method | R-CORK method |
| :---: | :---: | :---: |
| Orthogonalization cost | $\mathcal{O}\left(j^{2} n d+j^{2} s\right)$ | $\mathcal{O}\left(j^{2} n+j d n+j^{2} s\right)$ |
| Memory cost | $n d j+s j$ | $n(j+d)+s j$ |

Table 4.1: Orthogonalization and memory costs for classical rational Krylov method and R-CORK method after $j$ iterations.

### 4.4 Implicit restarting in R-CORK

Practical implementations of any Krylov-type method for computing eigenvalues of large-scale problems require effective restarting strategies. The goal of this section is to develop an implicit restarting strategy for R-CORK that restarts both $Q_{j}$ and $\mathbf{R}_{j}$ in the compact representation of $\mathbf{U}_{j}$ in (4.4)-(4.5). Since R-CORK shares many of the properties of CORK, the results of this section are similar to those in [104, Section 6], which in turn are based on implicit restarting procedures for classical rational Krylov methods [32] and on the Krylov-Schur restart developed for TOAR in [63, Section 4.2].

Following the Krylov-Schur spirit 98 (see also [97, Section 5.2]), the restarting technique we propose transforms first the matrices $\underline{H}_{j}$ and $\underline{K}_{j}$ in (4.6) to (quasi)triangular form (i.e. $\underline{H}_{j}$ and $\underline{K}_{j}$ are block upper triangular with 1-by-1 and 2-by-2 blocks on the diagonal), in order to reorder the Ritz values and to preserve the desired ones with a rational Krylov subspace of smaller dimension. Second, by representing the new smaller Krylov subspace in its compact form in an efficient way, the implicit restart of R-CORK is completed. The main difference of the process described below with respect to the implicit restarting in [104, Section 6] is that here we need to add a new block of size $s \times s$ corresponding to the rational part of $R(\lambda)$ in (2.9).

Suppose that after $j$ iterations, we have the rational Krylov recurrence relation in its compact form as in 4.6)

$$
\begin{equation*}
\mathcal{A} \mathbf{Q}_{j+1} \mathbf{R}_{j+1} \underline{H}_{j}=\mathcal{B} \mathbf{Q}_{j+1} \mathbf{R}_{j+1} \underline{K}_{j} \tag{4.31}
\end{equation*}
$$

and we want to reduce this representation to a smaller compact rational decomposition of size $p, p<j$, this is

$$
\mathcal{A} \mathbf{Q}_{p+1}^{+} \mathbf{R}_{p+1}^{+} \underline{H_{p}^{+}}=\mathcal{B} \mathbf{Q}_{p+1}^{+} \mathbf{R}_{p+1}^{+} \underline{K_{p}^{+}}, \quad p<j
$$

For this purpose, we consider the generalized Schur decomposition:

$$
\begin{align*}
H_{j} & =\left[\begin{array}{ll}
Y_{p} & Y_{j-p}
\end{array}\right]\left[\begin{array}{cc}
T_{p \times p}^{(H)} & * \\
0 & T_{(j-p) \times(j-p)}^{(H)}
\end{array}\right]\left[\begin{array}{c}
Z_{p}^{*} \\
Z_{j-p}^{*}
\end{array}\right],  \tag{4.32}\\
K_{j} & =\left[\begin{array}{ll}
Y_{p} & Y_{j-p}
\end{array}\right]\left[\begin{array}{cc}
T_{p \times p}^{(K)} & * \\
0 & T_{(j-p) \times(j-p)}^{(K)}
\end{array}\right]\left[\begin{array}{c}
Z_{p}^{*} \\
Z_{j-p}^{*}
\end{array}\right], \tag{4.33}
\end{align*}
$$

where $H_{j}$ and $K_{j}$ are the $j \times j$ upper Hessenberg matrices obtained by removing the last row of $\underline{H}_{j}$ and $\underline{K}_{j}$ respectively, $Y:=\left[\begin{array}{ll}Y_{p} & Y_{j-p}\end{array}\right], Z:=\left[\begin{array}{ll}Z_{p} & Z_{j-p}\end{array}\right] \in \mathbb{C}^{j \times j}$ are unitary matrices with $Y_{p}, Z_{p} \in \mathbb{C}^{j \times p}, Y_{j-p}, Z_{j-p} \in \mathbb{C}^{j \times(j-p)}$ and $T^{(H)}:=$ $\left[\begin{array}{cc}T_{p \times p}^{(H)} & * \\ 0 & T_{(j-p) \times(j-p)}^{(H)}\end{array}\right], T^{(K)}:=\left[\begin{array}{cc}T_{p \times p}^{(K)} & * \\ 0 & T_{(j-p) \times(j-p)}^{(K)}\end{array}\right] \in \mathbb{C}^{j \times j}$ are upper (quasi) triangular matrices with $T_{p \times p}^{(H)}, T_{p \times p}^{(K)} \in \mathbb{C}^{p \times p}$ and $T_{(j-p) \times(j-p)}^{(H)}, T_{(j-p) \times(j-p)}^{(K)} \in \mathbb{C}^{(j-p) \times(j-p)}$. The $p<j$ Ritz values of interest are the eigenvalues of the pencil $T_{p \times p}^{(K)}-\lambda T_{p \times p}^{(H)}$. By multiplying by $Z$ on the right the recurrence relation (4.31) and using (4.32) and (4.33), and considering the first $p$ columns, we obtain:

$$
\mathcal{A} \mathbf{Q}_{j+1} \mathbf{R}_{j+1}\left[\begin{array}{cc}
Y_{p} & 0  \tag{4.34}\\
0 & 1
\end{array}\right]\left[\begin{array}{c}
T_{p \times p}^{(H)} \\
h_{j+1, j} \tilde{z}^{*}
\end{array}\right]=\mathcal{B} \mathbf{Q}_{j+1} \mathbf{R}_{j+1}\left[\begin{array}{cc}
Y_{p} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
T_{p \times p}^{(K)} \\
k_{j+1, j}^{(K)} \tilde{z}^{*}
\end{array}\right],
$$

where $\tilde{z}^{*}$ represents the first $p$ entries of the last row of $Z$. By introducing the notation:
$Y_{1}:=\left[\begin{array}{cc}Y_{p} & 0 \\ 0 & 1\end{array}\right] \in \mathbb{C}^{(j+1) \times(p+1)}, \quad \underline{H}_{p}^{+}:=\left[\begin{array}{c}T_{p \times p}^{(H)} \\ h_{j+1, j} \tilde{z}^{*}\end{array}\right], \quad \underline{K}_{p}^{+}=\left[\begin{array}{c}T_{p \times p}^{(K)} \\ k_{j+1, j} \tilde{z}^{*}\end{array}\right] \in \mathbb{C}^{(p+1) \times p}$,
and defining $\mathbf{W}_{p+1}=\mathbf{R}_{j+1} Y_{1}$, we obtain

$$
\begin{equation*}
\mathcal{A} \mathbf{Q}_{j+1} \mathbf{W}_{p+1} \underline{H}_{p}^{+}=\mathcal{B} \mathbf{Q}_{j+1} \mathbf{W}_{p+1} \underline{K}_{p}^{+} \tag{4.36}
\end{equation*}
$$

Note that with this transformation, we reduce the size of the matrices $\underline{H}_{p}^{+}, \underline{K}_{p}^{+}$, and $\mathbf{W}_{p+1}$ with respect to $\underline{H}_{j}, \underline{K}_{j}$, and $\mathbf{R}_{j+1}$, and remove the Ritz values that are not of interest. However, observe that the large factor $\mathbf{Q}_{j+1}$ remains unchanged. In order to reduce the size of $\mathbf{Q}_{j+1}$, consider

$$
\mathbf{W}_{p+1}=\left[\begin{array}{c}
W_{p+1}^{(1)} \\
\vdots \\
W_{p+1}^{(d)} \\
V_{j+1} Y_{1}
\end{array}\right], \quad W_{p+1}^{(i)} \in \mathbb{C}^{r_{j+1} \times(p+1)}, \quad i=1, \ldots, d,
$$

and let $\omega$ be the rank of $\left[\begin{array}{lll}W_{p+1}^{(1)} & \cdots & W_{p+1}^{(d)}\end{array}\right]$. The key observation is that although the matrices $\underline{H}_{p}^{+}, \underline{K}_{p}^{+}$are no longer in Hessenberg form, the subspace spanned by the columns of $\left(\mathbf{Q}_{j+1} \mathbf{W}_{p+1}\right)$ is still a rational Krylov subspace corresponding to $\mathcal{A}-\lambda \mathcal{B}$ [32]. Therefore, we can apply Theorem 4.6 to span $\left\{Q_{j+1} W_{p+1}^{(1)}, \ldots, Q_{j+1} W_{p+1}^{(d)}\right\}=$ $Q_{j+1} \operatorname{span}\left\{W_{p+1}^{(1)}, \ldots, W_{p+1}^{(d)}\right\}$ to obtain that $\omega \leq d+p<d+j$. Then, the economy singular value decomposition of:

$$
\left[\begin{array}{lll}
W_{p+1}^{(1)} & \cdots & W_{p+1}^{(d)}
\end{array}\right]=\mathcal{U} \mathcal{S}\left[\mathcal{V}^{(1)} \quad \cdots \quad \mathcal{V}^{(d)}\right]
$$

is computed, where $\mathcal{U} \in \mathbb{C}^{r_{j+1} \times \omega}, \mathcal{S} \in \mathbb{C}^{\omega \times \omega}$ and $\mathcal{V}^{(i)} \in \mathbb{C}^{\omega \times(p+1)}$ for $i=1, \ldots, d$. Thus, by defining

$$
Q_{p+1}^{+}=Q_{j+1} \mathcal{U}, \quad \mathbf{R}_{p+1}^{+}=\left[\begin{array}{c}
\mathcal{S} \mathcal{V}^{(1)} \\
\vdots \\
\mathcal{S} \mathcal{V}^{(d)} \\
V_{j+1} Y_{1}
\end{array}\right], \quad \mathbf{Q}_{p+1}^{+}=\left[\begin{array}{cccc}
Q_{p+1}^{+} & & & \\
& \ddots & & \\
& & Q_{p+1}^{+} & \\
& & & I_{s}
\end{array}\right]
$$

we get from (4.36) the compact rational Krylov recurrence relation

$$
\begin{equation*}
\mathcal{A} \mathbf{Q}_{p+1}^{+} \mathbf{R}_{p+1}^{+} \underline{H}_{p}^{+}=\mathcal{B} \mathbf{Q}_{p+1}^{+} \mathbf{R}_{p+1}^{+} \underline{K}_{p}^{+} \tag{4.37}
\end{equation*}
$$

with $p<j$. It is important to emphasize again that the matrices $\underline{H}_{p}^{+}$and $\underline{K}_{p}^{+}$ are no longer upper Hessenberg matrices, however, they contain the required Ritz values and the columns of $\mathbf{Q}_{p+1}^{+} \mathbf{R}_{p+1}^{+}$span a corresponding rational Krylov subspace. We continue the process by expanding (4.37) with Algorithm 4.4 until we get a rational Krylov subspace of dimension $j$. The matrices $\underline{H}_{j}^{+}$and $\underline{K}_{j}^{+}$obtained in this expansion are not in Hessenberg form, although their columns $p+1, \ldots, j$ have a Hessenberg structure (see [97, p. 329]). Then, the restarting process described in this section is applied again to get a new compact relation 4.37) of "size $p$ ". This expansion-restarting procedure is cyclicly repeated until the prescribed stopping criterion is satisfied for a certain desired number, less than or equal to $p$, of Ritz pairs.

### 4.5 Numerical tests

In this section, we present two large-scale and sparse numerical examples to illustrate the efficiency of the R-CORK method. All reported experiments were performed using Matlab R2013a on a PC with a $2,2 \mathrm{GHz}$ Intel (R) Core (TM) i7 processor, with 16 GB of RAM and DDR3 memory type, and with operating system macOS Sierra, version 10.12.1.

By following [104, Section 8], in the numerical experiments we plot the residuals at each iteration, with and without restarts, obtained by using the R-CORK method,
the dimension of the subspace at each iteration for R-CORK, and the comparison of the memory storages of R-CORK and of the classical rational Krylov method applied directly to the linearization (2.10). We also report on the number of iterations until convergence.

Inspired by the applications in [99, Section 4], we construct numerical experiments with prescribed eigenvalues and poles of a rational matrix $R(\lambda)$ represented as in (2.9). In order to measure the convergence of an approximate eigenpair $(\lambda, x)$ of $R(\lambda)$, the relative norm residual:

$$
\begin{equation*}
E(\lambda, x)=\frac{\|R(\lambda) x\|_{2}}{\left(\sum_{i=0}^{d}|\lambda|^{i}\left\|P_{i}\right\|_{F}+\left\|E(C-\lambda D)^{-1} F^{T}\right\|_{F}\right)\|x\|_{2}} . \tag{4.38}
\end{equation*}
$$

is considered. Note that the computation of $E(\lambda, x)$ involves matrices and vectors of size $n$ and, so, is expensive. Therefore, in actual practice, we recommend to test first the convergence through a cheap estimation of the residual of the linearized problem, i.e., $\|(\mathcal{A}-\lambda \mathcal{B}) \mathbf{z}\|_{2}$, involving only the small projected problem (2.27), and once such residual is sufficiently small to compute the residual (4.38) every $q>1$ iterations instead of at each iteration. However, in our examples, we performed the computation of $E(\lambda, x)$ at each iteration for the purpose of illustration.

The computation of (4.38) deserves some comments. Note first that it requires to recover the approximated eigenvector $x$ of $R(\lambda)$ from the approximated eigenvector z of the linearization $\mathcal{A}-\lambda \mathcal{B}$ in (2.10) computed in step 10 of Algorithm 4.4. This recovery, according to the first equation in (2.12), can be done by taking any of the first $d$ blocks of $\mathbf{z}$ if $\lambda \neq 0$. Since in our numerical examples the moduli of the approximate eigenvalues are larger than 1 , we have chosen the $d$-th block of $\mathbf{z}$ as approximate $x$. However, we recommend to choose the first block if the moduli of the approximate eigenvalues are smaller than 1 . The calculation of the quantities $\left\|P_{i}\right\|_{F}$, $i=0, \ldots, d$ needs to be performed only once and it is inexpensive since the matrices $P_{i}$ are sparse in practice. Finally, to compute the expression $\left\|E(C-\lambda D)^{-1} F^{T}\right\|_{F}$ on the denominator in 4.38), we use

$$
\begin{aligned}
\left\|E(C-\lambda D)^{-1} F^{T}\right\|_{F}^{2} & =\operatorname{trace}\left(\left(E(C-\lambda D)^{-1} F^{T}\right)^{*} E(C-\lambda D)^{-1} F^{T}\right), \\
& =\operatorname{trace}\left(\left(E^{*} E\right)(C-\lambda D)^{-1}\left(F^{T} \bar{F}\right)(C-\lambda D)^{-*}\right),
\end{aligned}
$$

which only involves the matrices $E^{*} E, F^{T} \bar{F},(C-\lambda D)^{-1}$ and $(C-\lambda D)^{-*}$ of size $s \times s$. Since in many application $s \ll n$, this computation is usually inexpensive.

Numerical test 4.9. We construct a REP of the type arising from the free vibrations of a structure if one uses a viscoelastic constitutive relation to describe the behavior of a material [76, 99]. The REPs of this type have the following structure:

$$
\begin{equation*}
R(\lambda) x=\left(\lambda^{2} M+K-\sum_{i=1}^{k} \frac{1}{1+b_{i} \lambda} \Delta G_{i}\right) x=0 \tag{4.39}
\end{equation*}
$$

where the mass and stiffness matrices $M$ and $K$ are real symmetric and positive definite, $b_{j}$ are relaxation parameters over $k$ regions, and $\Delta G_{j}$ is an assemblage of element stiffness matrices over the region with the distinct relaxation parameters. As in [99], we consider the case where $\Delta G_{i}=E_{i} E_{i}^{T}$ and $E_{i} \in \mathbb{R}^{n \times s_{i}}$. By defining

$$
E=\left[E_{1}, E_{2}, \ldots, E_{k}\right], \quad D=\operatorname{diag}\left(b_{1} I_{s_{1}}, b_{2} I_{s_{2}}, \ldots, b_{k} I_{s_{k}}\right)
$$

the REP (4.39) can be written in the form (2.9):

$$
\left(\lambda^{2} M+K-E(I+\lambda D)^{-1} E^{T}\right) x=0
$$

In our particular example, we consider the case with one region and one relaxation parameter $b_{1}=-1$. The construction of the matrices $M$ and $K$ in our example proceeds as follows: construct first $R_{1}(\lambda)=\lambda^{2} A_{2}+A_{0}-e_{10000}(1-\lambda)^{-1}\left(e_{10000}\right)^{T}$, with $A_{2}, A_{0} \in \mathbb{R}^{10000 \times 10000}$ diagonal and positive definite matrices where $A_{2}=I_{10000}$, $A_{0}(i, i)=i^{2}$ and $e_{10000}$ the last column of $I_{10000}$. This structure allows to prescribe easily the eigenvalues for $R_{1}(\lambda)$. Then, we consider the following invertible tridiagonal matrix $P$

$$
P=\left[\begin{array}{cccc}
1 & \frac{1}{2} & & \\
\frac{1}{3} & 1 & \ddots & \\
& \ddots & \ddots & \frac{1}{2} \\
& & \frac{1}{3} & 1
\end{array}\right]
$$

and finally construct $R(\lambda)=P R_{1}(\lambda) P^{T}$. Since $P$ is invertible, the eigenvalues of $R(\lambda)$ and $R_{1}(\lambda)$ are the same. By using this procedure, we have constructed the REP

$$
\begin{equation*}
R(\lambda) x=\left(\lambda^{2} M+K-p_{10000}(1-\lambda)^{-1}\left(p_{10000}\right)^{T}\right) x=0 \tag{4.40}
\end{equation*}
$$

where $M:=P A_{2} P^{T}, K:=P A_{0} P^{T} \in \mathbb{R}^{10000 \times 10000}$ are symmetric, positive definite, and pentadiagonal matrices, and $p_{10000} \in \mathbb{R}^{10000}$ represents the last column of the matrix $P$.

In this example we are interested in computing the 20 eigenvalues of 4.40 with negative imaginary part and with largest absolute value of the negative imaginary part. To aim our goal, we use 3 cyclically repeated shifts in the rational Krylov steps and a random unit real vector as an initial vector. The reader can see the approximate eigenvalues computed by R-CORK and the chosen shifts in Figure 4.1(a). We first solve the REP (4.40) by using Algorithm 4.4 without restart, and after 85 iterations, we find the required eigenvalues with a tolerance (4.38) of $10^{-10}$. The convergence history is shown in Figure 4.1(b). In Figure 4.1 (d), we plot $r_{j}$, the rank of $Q_{j}$ at the iteration $j$, and $j$, the dimension of the Krylov subspace. Since we did not perform restart, we can see that both, $r_{j}$ and $j$ increases with the iteration count $j$ and that $r_{j}=j+1$, as expected since the degree of the polynomial part of (4.40) is $d=2$. Figure 4.1(f) displays the comparison between the cost
of memory storage of both the R-CORK method, by using Algorithm 4.4, and the classical rational Krylov method, by using Algorithm 2.4. From this figure, we can see that the R-CORK method requires approximately half of the memory storage that the classical rational Krylov method, which is consistent with the degree 2 of the polynomial part of 4.40).

Next, we apply Algorithm 4.4 to the REP 4.40 combined with the implicit restarting introduced in Section 4.4. We choose the maximum dimension of the subspace $m=45$, which is reduced after each restart to dimension $p=30$ to compute the 20 required eigenvalues. The convergence history of the eigenpairs $(\lambda, x)$ computed by this restarted R-CORK method is shown in Figure 4.1(c). After 3 restarts and 81 iterations, the 20 required eigenvalues have been found with a tolerance (4.38) of $10^{-10}$. In Figure $4.1(\mathrm{e})$ the reader can see the rank of $Q_{j}$ at the $j$-th iteration and it can be seen that with restart, the relation between $j$ and $r_{j}$ continues the same. Finally, in Figure 4.1 (g) we plot the memory storage for R-CORK and classical rational Krylov, and it can be observed that the memory cost for the R-CORK method is a factor close to 2 smaller than the memory cost obtained by the classical rational Krylov method.

As a final comment, note that $R(\lambda)$ has prescribed eigenvalues, therefore, we can compare both approximate and exact eigenvalues. If $\hat{\lambda}$ denotes the approximations and $\lambda$ the exact eigenvalues, our numerical results show that, in practice,

$$
\begin{equation*}
\frac{|\hat{\lambda}-\lambda|}{\lambda}<10^{-10} \tag{4.41}
\end{equation*}
$$

for every approximate eigenvalue $\hat{\lambda}$.

Numerical test 4.10. For this numerical example, we consider an academic REP of size $5000 \times 5000$ and with the degree of its polynomial part equal to 3 , i.e., a REP of the form

$$
\begin{equation*}
R(\lambda)=\lambda^{3} A_{3}+\lambda^{2} A_{2}+\lambda A_{1}+A_{0}-E(C-\lambda D)^{-1} F^{T} . \tag{4.42}
\end{equation*}
$$

The coefficient matrices of $R(\lambda)$ in (4.42) were constructed in a similar way as in the numerical experiment 4.9. first, we consider a rational matrix $R_{2}(\lambda)=\lambda^{3} P_{3}+\lambda^{2} P_{2}+$ $\lambda P_{1}+P_{0}-E_{0}(C-\lambda D)^{-1} F_{0}^{T}$ with prescribed eigenvalues, where $P_{i} \in \mathbb{R}^{5000 \times 5000}$ are diagonal matrices, $E_{0}=\left[e_{1}+e_{2}, \quad e_{5}+e_{6}\right], \quad F_{0}=\left[e_{4997}+e_{4998}, \quad e_{4999}+e_{5000}\right] \in$ $\mathbb{R}^{5000 \times 2}$, with $e_{i}$ the $i$ th canonical vector of size 5000 , and

$$
C=\left[\begin{array}{cc}
105 & 0 \\
0 & -105
\end{array}\right], \quad D=I_{2},
$$


(a) Eigenvalues.


Figure 4.1: Numerical experiment 4.9 .
and then we define $R(\lambda)=P R_{2}(\lambda) Q$, where

$$
P=\left[\begin{array}{ccccc}
1 & \frac{1}{2} & \frac{1}{3} & & \\
-\frac{1}{4} & \ddots & \ddots & \ddots & \\
-\frac{1}{5} & \ddots & \ddots & \ddots & \frac{1}{3} \\
& \ddots & \ddots & \ddots & \frac{1}{2} \\
& & -\frac{1}{5} & -\frac{1}{4} & 1
\end{array}\right], \quad Q=\left[\begin{array}{cccc}
-1 & -\frac{1}{3} & & \\
\frac{1}{2} & \ddots & \ddots & \\
& \ddots & \ddots & -\frac{1}{3} \\
& & \frac{1}{2} & -1
\end{array}\right] \in \mathbb{R}^{5000 \times 5000}
$$

The goal of this example is to compute the 30 eigenvalues closest to zero. In this situation, it is natural to choose the origin as a fixed shift. In Figure 4.2(a), the approximate eigenvalues computed by R-CORK are displayed. By starting with a random unit complex vector, first we apply R-CORK without restarting, and after 83 iterations, the desired eigenvalues are obtained with a tolerance (4.38) of $10^{-12}$. The convergence history can be seen in Figure 4.2(b). In Figure 4.2 (d), we see that the relation $r_{j}<j+d$ with $j$ the number of iterations also holds in this example, though in this case with $d=3$ since this is the degree of the polynomial part in (4.42). Figure $4.2(\mathrm{f})$ shows the memory costs of R-CORK and classical rational Krylov. It is observed that the reduction in cost of R-CORK is approximately a factor of 3 , i.e., the degree of the polynomial part of 4.42 .

As a final example, we solve (4.42) by using R-CORK combined with restarting and taking a maximum subspace dimension $m=60$ which is reduced to $p=40$ after every restart. The convergence history is shown in Figure 4.2(c), where it is observed that after 91 iterations and 2 restarts, the 30 eigenvalues closest to the origin have been found with a tolerance (4.38) of $10^{-12}$. Despite the fact that a few more iterations are needed with restart than without restart, we see in Figure 4.2 (e) that we are using a subspace of much smaller dimension to compute the eigenpairs, and, particularly for this example, $r_{j}<j$ after the restart. Finally, the comparison of the memory costs for the R-CORK and for the classical rational Krylov methods is plotted in Figure $4.2(\mathrm{~g})$, where we see again that the cost of R-CORK is a factor $d=3$ smaller. Finally, relation (4.41) also holds for the approximate eigenvalues $\hat{\lambda}$.

As we can see, the numerical experiments confirm all the good properties of the R-CORK method that we mentioned along this chapter. The combined use of the compact representation of rational Krylov subspaces and the two levels of orthogonalization in R-CORK reduces significantly the orthogonalization and the memory costs with respect to a direct application of the classical rational Krylov method to the linearization (2.10) of $\mathcal{A}-\lambda \mathcal{B}$. More conclusions are presented in Chapter 6.

(a) Eigenvalues.


Figure 4.2: Numerical experiment 4.10 .

## Chapter 5

## Projection methods for T-Sylvester equations

This chapter is devoted to the numerical solution of the T-Sylvester equation

$$
\begin{equation*}
A X+X^{T} B=C_{1} C_{2}^{T} \tag{5.1}
\end{equation*}
$$

where $A, B \in \mathbb{R}^{n \times n}$ are large and sparse coefficient matrices, the right-hand side matrix $C:=C_{1} C_{2}^{T}$ has low rank, this is, $C_{1}, C_{2} \in \mathbb{R}^{n \times r}$ with $r \ll n$ and $X \in \mathbb{R}^{n \times n}$ is the unknown. Since our methods require the inversion of $A$ and/or $B$, we also assume the generic condition that $A$ and $B$ are invertible. Moreover, 5.1) is assumed to admit a unique solution, this is, the conditions of Lemma 3.9 hold.

As we mentioned in Chapter 1, our goal is to develop projection methods that construct low-rank approximations of the solution for T-Sylvester equations. To achieve our goal, we will use subspaces based on Krylov spaces, as block Krylov or extended block Krylov subspaces.

All results presented in Chapter 5 are, at the best of our knowledge, original results and they have been published by the author of this dissertation in [35].

### 5.1 A general projection framework for the T-Sylvester equation

As occurs for projection methods for the Sylvester equation, although $A$ and $B$ are sparse, the solution matrix $X$ is full, in general, so the storage of $X$ requires excessive memory allocations for large-scale problems. For this reason, we look for low-rank approximations to $X$. This strategy is strongly supported by the link established in Theorem 3.12(b) between a T-Sylvester equation and a Sylvester equation both with low-rank right-hand sides (see Theorem 3.12(c)), together with existing results on the singular value decay of solutions to Sylvester equations with low-rank right-
hand side [43, 79, which suggests that the solution $X$ of (5.1) can often be well approximated by a low-rank matrix.

As we discuss in Section 3.3, there exist different approaches to construct lowrank approximations to the solution of large-scale Sylvester equations with low-rank right-hand sides and often they proceed by imposing a Galerkin condition on a tensor product of low-dimensional subspaces; see [13, [55, 87, 90]. In this thesis, we follow a similar strategy for T-Sylvester equations.

Our starting point is therefore to consider approximations of the form

$$
\begin{equation*}
X \approx X_{m}=\mathbf{V}_{m} Y_{m} \mathbf{W}_{m}^{T} \in \mathbb{R}^{n \times n} \tag{5.2}
\end{equation*}
$$

where the columns of $\mathbf{V}_{m}, \mathbf{W}_{m} \in \mathbb{R}^{n \times p_{m}}$ form orthonormal bases of subspaces $\mathbb{V}_{m}, \mathbb{W}_{m} \subset \mathbb{R}^{n}$, respectively:

$$
\begin{equation*}
\mathbb{V}_{m}=\operatorname{range}\left(\mathbf{V}_{m}\right) \quad \text { and } \quad \mathbb{W}_{m}=\operatorname{range}\left(\mathbf{W}_{m}\right) \tag{5.3}
\end{equation*}
$$

Note that we are using bold characters to represent $\mathbf{V}_{m}$ and $\mathbf{W}_{m}$ since in the following sections we will consider them as block matrices.

The relation (5.2) states that $X_{m} \in \mathbb{V}_{m} \otimes \mathbb{W}_{m}$, where the tensor product of these subspaces is defined as

$$
\mathbb{V}_{m} \otimes \mathbb{W}_{m}:=\operatorname{span}\left\{v \otimes w: v \in \mathbb{V}_{m}, w \in \mathbb{W}_{m}\right\}
$$

Note that the set $\mathbb{V}_{m} \otimes \mathbb{W}_{m}$ is the set of all matrices of the form (5.2). The matrix $Y_{m} \in \mathbb{R}^{p_{m} \times p_{m}}$, which contains the coefficients of $X_{m}$ in the chosen bases, is determined by imposing a Petrov-Galerkin condition: We require the residual

$$
\begin{equation*}
R_{m}=A X_{m}+X_{m}^{T} B-C_{1} C_{2}^{T}=A\left(\mathbf{V}_{m} Y_{m} \mathbf{W}_{m}^{T}\right)+\left(\mathbf{V}_{m} Y_{m} \mathbf{W}_{m}^{T}\right)^{T} B-C_{1} C_{2}^{T} \tag{5.4}
\end{equation*}
$$

to be orthogonal to $\mathbb{W}_{m} \otimes \mathbb{W}_{m}$ in the matrix inner product [51, Section 5.2], $R_{m} \perp$ $\mathrm{W}_{m} \otimes \mathrm{~W}_{m}$. Using the orthonormal basis $\mathbf{W}_{m}$, this becomes equivalent to requiring

$$
\begin{equation*}
\mathbf{W}_{m}^{T} R_{m} \mathbf{W}_{m}=0 \tag{5.5}
\end{equation*}
$$

Replacing (5.4) into (5.5) yields the small-scale T-Sylvester equation

$$
\begin{equation*}
\left(\mathbf{W}_{m}^{T} A \mathbf{V}_{m}\right) Y_{m}+Y_{m}^{T}\left(\mathbf{V}_{m}^{T} B \mathbf{W}_{m}\right)=\left(\mathbf{W}_{m}^{T} C_{1}\right)\left(\mathbf{W}_{m}^{T} C_{2}\right)^{T} \tag{5.6}
\end{equation*}
$$

If we assume that equation (5.6) admits a unique solution, it can be solved within $\mathcal{O}\left(p_{m}^{3}\right)$ operations using Algorithm 3.3 discussed in Section 3.2.2.

It is important to emphasize that most of the existing projection methods for the standard Sylvester equation $F X+X G=C_{1} C_{2}^{T}$ use a Galerkin technique instead of a Petrov-Galerkin technique. This means that the same tensorized subspace $\mathbb{V}_{m} \otimes \mathbb{W}_{m}$ is used for searching the approximate solution and testing the residual:

$$
\begin{equation*}
X_{m} \in \mathbb{V}_{m} \otimes \mathbb{W}_{m} \quad \text { and } \quad\left(F X_{m}+X_{m} G-C_{1} C_{2}^{T}\right) \perp \mathbb{V}_{m} \otimes \mathbb{W}_{m} \tag{5.7}
\end{equation*}
$$

In contrast, our projection framework for T-Sylvester equations involves two different tensorized subspaces $\mathbb{V}_{m} \otimes \mathrm{~W}_{m}$ and $\mathbb{W}_{m} \otimes \mathrm{~W}_{m}$ as search and test spaces, respectively. This is needed to ensure that the compressed equation (5.6) is again a T-Sylvester equation, which allows for its inexpensive solution. In the language of projection methods [84, 86], our framework for T-Sylvester equations yields oblique projection methods, while the one for Sylvester equations yields orthogonal projection methods.

The choice of the subspaces $\mathbb{V}_{m}$ and $\mathbb{W}_{m}$ is decisive and it determines the quality of the approximation $X_{m}$ obtained from (5.2) and (5.6). In this thesis two different choices adapted to the structure of the T-Sylvester equation will be studied in detail in Sections 5.2 and 5.3 .

### 5.2 Block Krylov subspaces for the T-Sylvester equation

In order to motivate the choice of adequate subspaces $\mathbb{V}_{m}$ and $\mathbb{W}_{m}$ for the projection framework from Section 5.1, we will consider the generalized Schur decomposition of the matrix pencil $A-\lambda B^{T}$

$$
A=W T_{A} V^{T}, \quad B^{T}=W T_{B} V^{T}
$$

where $V, W \in \mathbb{R}^{n \times n}$ are orthogonal matrices, $T_{A} \in \mathbb{R}^{n \times n}$ is quasi-triangular, i.e., $T_{A}$ is block upper triangular with 1-by-1 and 2-by-2 blocks on the diagonal and $T_{B} \in \mathbb{R}^{n \times n}$ is triangular, which implies that

$$
\begin{equation*}
B^{-T} A=V T_{B}^{-1} T_{A} V^{T} \quad \text { and } \quad B^{T} V=W T_{B} . \tag{5.8}
\end{equation*}
$$

If we denote by $V_{p}$ the first $p<n$ columns of $V$, we have that the columns of $V_{p}$ represents an orthonormal basis for an invariant subspace of $B^{-T} A$, provided that the subdiagonal entry $(p+1, p)$ of the upper quasi-triangular matrix $T_{A}$ is zero. Moreover, if we denote by $W_{p}$ the first $p$ columns of $W$, we have

$$
\begin{equation*}
\operatorname{range}\left(W_{p}\right)=\operatorname{range}\left(B^{T} V_{p}\right)=B^{T} \operatorname{range}\left(V_{p}\right) . \tag{5.9}
\end{equation*}
$$

This suggests we choose a subspace $\mathbb{V}_{m}$ that contains good approximations to invariant subspaces of $B^{-T} A$ and set $\mathbb{W}_{m}=B^{T} \mathbb{V}_{m}$. Since Krylov subspaces are known to often contain excellent approximations to invariant subspaces 86 it is natural to choose $\mathbb{V}_{m}$ as a Krylov subspace for the matrix $B^{-T} A$. Also, in view of 5.6, it is important to ensure that range $\left(C_{1}\right) \cup$ range $\left(C_{2}\right) \subset \mathbb{W}_{m}$, in order to fully preserve the information from the right-hand side during the projection. Taking these considerations into account leads us to choose the block Krylov subspaces

$$
\begin{align*}
\mathbb{V}_{m} & =\mathcal{K}_{m}\left(B^{-T} A, B^{-T}\left[C_{1}, C_{2}\right]\right),  \tag{5.10}\\
\mathbb{W}_{m} & =B^{T} \mathbb{V}_{m} \tag{5.11}
\end{align*}
$$

By using the definition of block Krylov subspace and the algebraic identity

$$
B^{T}\left(B^{-T} A\right)^{k} B^{-T}=\left(A B^{-T}\right)^{k}, \quad k \in \mathbb{Z},
$$

we have

$$
\begin{equation*}
\mathbb{W}_{m}=\mathcal{K}_{m}\left(A B^{-T},\left[C_{1}, C_{2}\right]\right), \tag{5.12}
\end{equation*}
$$

which shows that, in fact, $\mathrm{W}_{m}$ contains the columns of $C_{1}$ and $C_{2}$. Note that the computational cost can be reduced if range $\left(C_{1}\right)=$ range $\left(C_{2}\right)$. Indeed, in this case it holds that

$$
\mathbb{V}_{m}=\mathcal{K}_{m}\left(B^{-T} A, B^{-T}\left[C_{1}, C_{2}\right]\right)=\mathcal{K}_{m}\left(B^{-T} A, B^{-T} C_{1}\right)
$$

yielding a block Krylov subspace of half the dimension. In Section 5.2 .2 we will discuss algorithms to construct orthonormal bases for $\mathbb{V}_{m}$ and $\mathbb{W}_{m}$.

Remark 5.1. Note that the roles of $A$ and $B$ can be reversed. By transposing (5.1), we obtain the T-Sylvester equation

$$
\begin{equation*}
B^{T} X+X^{T} A^{T}=C_{2} C_{1}^{T} \tag{5.13}
\end{equation*}
$$

where $A$ is replaced by $B^{T}, B$ by $A^{T}, C_{1}$ by $C_{2}$ and $C_{2}$ by $C_{1}$. Assuming that $A$ is invertible, we thus arrive at the block Krylov subspaces

$$
\begin{align*}
\mathbb{V}_{m}^{\prime} & =\mathcal{K}_{m}\left(A^{-1} B^{T}, A^{-1}\left[C_{1}, C_{2}\right]\right)  \tag{5.14}\\
\mathbb{W}_{m}^{\prime} & =A \mathbb{V}_{m}^{\prime} \tag{5.15}
\end{align*}
$$

In Section 5.4, we will show that we can expect fast convergence of the projection method applied to (5.13) with $\mathbb{V}_{m}^{\prime}$ and $\mathbb{W}_{m}^{\prime}$ if $\rho\left(A^{-1} B^{T}\right)<1$ and if this quantity is not too close to one, this is, all eigenvalues of $B^{-T} A$ should be located well outside the unit circle.

Therefore, we can choose between two methods depending on the location of eigenvalues of $B^{-T} A$ :

1. when all eigenvalues are well inside the unit circle, use the projection method with the block Krylov subspaces $\mathbb{V}_{m}, \mathrm{~W}_{m}$ defined in (5.10)-(5.11;
2. when all eigenvalues are well outside the unit circle, use the projection method with the block Krylov subspaces $\mathbb{V}_{m}^{\prime}, \mathrm{W}_{m}^{\prime}$ defined in (5.14)-(5.15).

In order to estimate $\rho\left(B^{-T} A\right)$ and $\rho\left(A^{-1} B^{T}\right)$, the power method can be used and guide the decision between 1 and 2. In Section 5.3, a variant that combines both approaches and does not require such decision will be discussed.

For simplicity, in the rest of this section, we will focus on the equation (5.1) and the block Krylov subspaces (5.10)- 5.11 , but it should be kept in mind that the same developments can be applied to the transposed equation.

### 5.2.1 Solvability of the reduced equation

When the projection method from Section 5.1 is performed, it is required that the compressed equation (5.6) admits a unique solution. However, the unique solvability of the original equation (5.1) does not guarantee that the reduced equation has also a unique solution. Similar difficulties arise in projection methods for the solution of the Sylvester equation $F X+X G=C_{1} C_{2}^{T}$, where this problem is addressed by imposing the more restrictive condition that the fields of values [52, Definition 1.1.1] (instead of the spectra) of $F$ and $-G$ are disjoint 90]. In fact, the assumption $\mathcal{F}(F) \cap \mathcal{F}(-G)=\emptyset$ is a key point to prove rigorous error bounds for rational Galerkin projection methods for the Sylvester equation [11].

Theorem 5.2 proposes an analogous condition for the T-Sylvester equation. Note that the result of Theorem 5.2 does not hold only for block Krylov subspaces, but for any pair of subspaces $\mathbb{V}_{m}, W_{m}$ that satisfy $\mathbb{W}_{m}=B^{T} \mathbb{V}_{m}$. Therefore, Theorem 5.2 is also applicable to the extended block Krylov subspaces introduced in 5.20) and (5.21) and that will be used in Section 5.3 .

Theorem 5.2. Let $A, B \in \mathbb{R}^{n \times n}$ and assume that $B$ is nonsingular. Let the columns of $\mathbf{V}_{m}, \mathbf{W}_{m} \in \mathbb{R}^{n \times p_{m}}$ form orthonormal bases of the two subspaces $\mathbb{V}_{m}$ and $\mathbb{W}_{m} \subset$ $\mathbb{R}^{n}$, respectively, which satisfy $\mathbb{W}_{m}=B^{T} \mathbb{V}_{m}$. If $\mathcal{F}\left(A B^{-T}\right)$ is inside the open unit disk, then
(a) The T-Sylvester equation $A X+X^{T} B=C$ has a unique solution for every right-hand side $C$, and
(b) The T-Sylvester equation $\left(\mathbf{W}_{m}^{T} A \mathbf{V}_{m}\right) Y_{m}+Y_{m}^{T}\left(\mathbf{V}_{m}^{T} B \mathbf{W}_{m}\right)=\tilde{C}$ has a unique solution for every right-hand side $\tilde{C}$.

Proof. (a) Since $\mathcal{F}\left(A B^{-T}\right)$ is inside the open unit disk, all eigenvalues of $A B^{-T}$ are inside the open unit disk, therefore, the spectrum of $A-\lambda B^{T}$ is T-reciprocal free. Thus, part (a) follows from Lemma 3.9 .
(b) Since $\mathrm{W}_{m}=B^{T} \mathbb{V}_{m}$, there exists a nonsingular matrix $Q_{m} \in \mathbb{R}^{p_{m} \times p_{m}}$ such that $B^{T} \mathbf{V}_{m}=\mathbf{W}_{m} Q_{m}$. Then,

$$
\begin{aligned}
\mathbf{W}_{m}^{T} A \mathbf{V}_{m} & =\mathbf{W}_{m}^{T} A B^{-T} \mathbf{W}_{m} Q_{m} \\
\left(\mathbf{V}_{m}^{T} B \mathbf{W}_{m}\right)^{T} & =\mathbf{W}_{m}^{T} B^{T} \mathbf{V}_{m}=\mathbf{W}_{m}^{T} \mathbf{W}_{m} Q_{m}=Q_{m}
\end{aligned}
$$

Thus, the pencil $\left(\mathbf{W}_{m}^{T} A \mathbf{V}_{m}\right)-\lambda\left(\mathbf{V}_{m}^{T} B \mathbf{W}_{m}\right)^{T}$ is strictly equivalent to the regular pencil $\mathbf{W}_{m}^{T} A B^{-T} \mathbf{W}_{m}-\lambda I_{p_{m}}$, and both pencils have the same eigenvalues. Since $\mathcal{F}\left(\mathbf{W}_{m}^{T} A B^{-T} \mathbf{W}_{m}\right) \subseteq \mathcal{F}\left(A B^{-T}\right)$, all eigenvalues of $\mathbf{W}_{m}^{T} A B^{-T} \mathbf{W}_{m}$ are inside the open unit disk. Therefore, part (b) also follows from Lemma 3.9.

The condition that $\mathcal{F}\left(A B^{-T}\right)$ is inside the open unit disk is sufficient but by no means necessary for $\rho\left(A B^{-T}\right)=\rho\left(B^{-T} A\right)<1$ and the unique solvability of the compressed equation. As we will see in Section 5.5, in our numerical experience, we observe fast convergence of the projection method in situations where $\rho\left(B^{-T} A\right)<1$, but $\mathcal{F}\left(A B^{-T}\right)$ is much larger than the open unit disk.

### 5.2.2 Algorithmic details of the block Krylov subspace method

In this section, the algorithm associated with the Petrov-Galerkin projection onto the block Krylov subspaces (5.10)-(5.11) is described. Two different implementations can be chosen:
(i) We can use the block Arnoldi method [86] to compute an orthonormal basis $\mathbf{V}_{m}$ of $\mathbf{V}_{m}$ and then, an orthonormal basis $\mathbf{W}_{m}$ of $\mathrm{W}_{m}$ by orthonormalizing $B^{T} \mathbf{V}_{m}$; or
(ii) Use (5.12) to first compute an orthonormal basis $\mathbf{W}_{m}$ of $W_{m}$ with the block Arnoldi method, and then, an orthonormal basis $\mathbf{V}_{m}$ of $\mathbb{V}_{m}$ by orthonormalizing $B^{-T} \mathbf{W}_{m}$.

Observe that the implementation (ii) does not require more linear system solves than (i), since the linear solves needed for computing $B^{-T} \mathbf{W}_{m}$ can be re-used by the Arnoldi method in computing $\mathbf{W}_{m+1}$. In fact, (ii) is slightly cheaper than (i), since the matrix-vector products $B^{T} \mathbf{V}_{m}$ in (i) cannot be re-used by block Arnoldi to compute $\mathbf{V}_{m+1}$. In this thesis, we will describe in detail only the implementation (i), which is similar to the one in Section 5.3 and the implementation (ii) is left to the interested reader. Also note that applying block Arnoldi twice for constructing $\mathbf{V}_{m}$ and $\mathbf{W}_{m}$ independently requires more work and does not provide us with the connection between both bases, which is needed to cheaply compute the coefficients of the compressed equations (see Proposition 5.3).

As occurs for the Arnoldi method, after $m$ steps of the block Arnoldi method, the following block Arnoldi recurrence relation holds (see, e.g., [86, Section 6.5]):

$$
\begin{equation*}
B^{-T} A \mathbf{V}_{m}=\mathbf{V}_{m} \mathbf{H}_{m}+V_{m+1} H_{m+1, m} E_{m}^{T}=\mathbf{V}_{m+1} \underline{\mathbf{H}}_{m} \tag{5.16}
\end{equation*}
$$

where $\mathbf{V}_{m}=\left[V_{1}, V_{2}, \ldots, V_{m}\right] \in \mathbb{R}^{n \times 2 m r}$ with $V_{j} \in \mathbb{R}^{n \times 2 r}$, for $j=1, \ldots, m$, is an orthonormal basis of $\mathbb{V}_{m}=\mathcal{K}_{m}\left(B^{-T} A, B^{-T}\left[C_{1}, C_{2}\right]\right)$, the matrix $E_{m}$ denotes the last $2 r$ columns of the $2 m r \times 2 m r$ identity matrix, and $\mathbf{H}_{m} \in \mathbb{R}^{2 m r \times 2 m r}, \underline{\mathbf{H}}_{m} \in$ $\mathbb{R}^{2(m+1) r \times 2 m r}$ are block Hessenberg matrices with

$$
\underline{\mathbf{H}}_{m}=\left[\begin{array}{c}
\mathbf{H}_{m} \\
H_{m+1, m} E_{m}^{T}
\end{array}\right] \quad \text { where } H_{m+1, m} \in \mathbb{R}^{2 r \times 2 r} .
$$

The matrix $\mathbf{W}_{m}$ can be obtained from $B^{T} \mathbf{V}_{m}$ by computing the "skinny" QR decomposition

$$
\begin{equation*}
\mathbf{W}_{m} \mathbf{Z}_{m}=B^{T} \mathbf{V}_{m}, \quad \mathbf{Z}_{m} \in \mathbb{R}^{2 m r \times 2 m r} \tag{5.17}
\end{equation*}
$$

where $\mathbf{W}_{m}=\left[W_{1}, W_{2}, \ldots, W_{m}\right] \in \mathbb{R}^{n \times 2 m r}$ with $W_{j} \in \mathbb{R}^{n \times 2 r}$, for $j=1, \ldots, m$, is an orthonormal basis of $\mathrm{W}_{m}=B^{T} \mathbf{V}_{m}$ and $\mathbf{Z}_{m}$ is upper triangular. Then, the matrices

$$
\mathbf{H}_{A, m}:=\mathbf{W}_{m}^{T} A \mathbf{V}_{m}, \quad \mathbf{H}_{B, m}:=\mathbf{V}_{m}^{T} B \mathbf{W}_{m}
$$

can be cheaply obtained during the generation of the bases $\mathbf{V}_{m}$ and $\mathbf{W}_{m}$ by using (5.16) and (5.17). This means that the matrices $\mathbf{H}_{A, m}$ and $\mathbf{H}_{B, m}$ can be computed without performing explicitly the multiplication that involves the large matrices $A$ and $B$, and then, they can be obtained without extra computational costs. In particular, both matrices $\mathbf{H}_{A, m}, \mathbf{H}_{B, m}$ can be expanded as the iteration proceeds.

Proposition 5.3. With the notation introduced above, the following relations hold:

$$
\begin{equation*}
\mathbf{H}_{A, m}=\left[I_{2 m r}, 0_{2 m r \times 2 r}\right] \mathbf{Z}_{m+1} \underline{\mathbf{H}}_{m}, \quad \text { and } \quad \mathbf{H}_{B, m}=\mathbf{Z}_{m}^{T} . \tag{5.18}
\end{equation*}
$$

Proof. Using (5.16) and (5.17) for $m+1$ we have

$$
\begin{aligned}
\mathbf{H}_{A, m} & =\mathbf{W}_{m}^{T} A \mathbf{V}_{m} \\
& =\mathbf{W}_{m}^{T} B^{T} \mathbf{V}_{m+1} \underline{\mathbf{H}}_{m} \\
& =\mathbf{W}_{m}^{T} \mathbf{W}_{m+1} \mathbf{Z}_{m+1} \underline{\mathbf{H}}_{m} \\
& =\left[I_{2 m r}, 0_{2 m r \times 2 r}\right] \mathbf{Z}_{m+1} \underline{\mathbf{H}}_{m}
\end{aligned}
$$

and, using (5.17), we have

$$
\begin{aligned}
\mathbf{H}_{B, m} & =\mathbf{V}_{m}^{T} B \mathbf{W}_{m} \\
& =\mathbf{Z}_{m}^{T} \mathbf{W}_{m}^{T} \mathbf{W}_{m} \\
& =\mathbf{Z}_{m}^{T}
\end{aligned}
$$

Algorithm 5.1 gives an overview of our proposed block Krylov subspace method for solving large-scale T-Sylvester equations, which amounts to the projection method from Section 5.1 with the subspaces $\mathbb{V}_{m}$ and $\mathbb{W}_{m}$ defined as in (5.10)-(5.11).

Some comments related to the implementation of Algorithm 5.1 are listed below:
Step 2. The orthogonalization of $B^{T} V_{m}$ with respect to the columns of $\mathbf{W}_{m-1}$ in Step 2 is performed by applying the classical Gram-Schmidt process twice.

Step 4. The matrices $\mathbf{H}_{A, m}=\mathbf{W}_{m}^{T} A \mathbf{V}_{m}$ and $\mathbf{H}_{B, m}=\mathbf{V}_{m}^{T} B \mathbf{W}_{m}$ in Step 4 are cheaply updated using the expressions presented in Proposition 5.3. Also note that (5.12) implies range $\left(\left[C_{1}, C_{2}\right]\right)=\mathbb{W}_{1}=\operatorname{range}\left(W_{1}\right)$, and hence $\mathbf{W}_{m}^{T} C_{i}=$ $\left[\left(W_{1}^{T} C_{i}\right)^{T}, 0, \ldots, 0\right]^{T}$ for $i=1,2$.

```
Algorithm 5.1 Block Krylov method for solving T-Sylvester equation
Input: \(A, B \in \mathbb{R}^{n \times n}\) and \(C_{1}, C_{2} \in \mathbb{R}^{n \times r}\).
Output: Factors of approximate solution \(X_{m}\) in (5.2) of \(A X+X^{T} B=C_{1} C_{2}^{T}\).
    Compute \(V_{1}\) orthonormal basis of range \(\left(B^{-T}\left[C_{1}, C_{2}\right]\right)\) and set \(\mathbf{V}_{0}=\mathbf{W}_{0}=\emptyset\).
    for \(m=1,2, \ldots\) do
        1. \(\mathbf{V}_{m}=\left[\mathbf{V}_{m-1}, V_{m}\right]\).
        2. Orthonormalize the columns of \(B^{T} V_{m}\) with respect to \(\mathbf{W}_{m-1}\) to obtain \(W_{m}\).
        3. \(\mathbf{W}_{m}=\left[\mathbf{W}_{m-1}, W_{m}\right]\).
        4. Expand \(\mathbf{H}_{A, m}=\mathbf{W}_{m}^{T} A \mathbf{V}_{m}, \mathbf{H}_{B, m}=\mathbf{V}_{m}^{T} B \mathbf{W}_{m}\) by using Proposition 5.3 and
        \(\tilde{C}_{m}=\left(\mathbf{W}_{m}^{T} C_{1}\right)\left(\mathbf{W}_{m}^{T} C_{2}\right)^{T}\).
        5. Compute \(Y_{m}\) solution of \(\mathbf{H}_{A, m} Y_{m}+Y_{m}^{T} \mathbf{H}_{B, m}=\tilde{C}_{m}\) via Algorithm 3.3 with
        \(\star=T\).
        if converged then
            Return \(\mathbf{V}_{m}, Y_{m}, \mathbf{W}_{m}\) such that \(X_{m}=\mathbf{V}_{m} Y_{m} \mathbf{W}_{m}^{T}\) and stop.
        end if
        6. Orthonormalize the columns of \(B^{-T} A V_{m}\) with respect to \(\mathbf{V}_{m}\) to obtain \(V_{m+1}\).
    end for
```

Step 6. One step of the standard block Arnoldi method presented in [86, Algorithm 6.8] is used in Step 6: it requires $2 r$ matrix-vector products with $A$, followed by $2 r$ solves with $B^{T}$. If $B$ is a sparse matrix, the latter can be implemented efficiently by computing and storing a sparse LU factorization of $B^{T}$ beforehand. Solves with $B^{T}$ then only require forward/backward substitutions with the sparse LU factors. For simplicity, we assume that breakdowns do not occur in the block Arnoldi method, and thus the matrices $\mathbf{V}_{m}, \mathbf{W}_{m} \in \mathbb{R}^{n \times 2 m r}$ are of full rank and have orthonormal columns.

Stopping criterion. To check convergence, the stopping criterion

$$
\begin{equation*}
\frac{\left\|A X_{m}+X_{m}^{T} B-C_{1} C_{2}^{T}\right\|_{F}}{\left(\|A\|_{F}+\|B\|_{F}\right)\left\|Y_{m}\right\|_{F}+\left\|C_{1} C_{2}^{T}\right\|_{F}}<\text { tol } \tag{5.19}
\end{equation*}
$$

is used, where tol is a fixed user-specified tolerance, $X_{m}=\mathbf{V}_{m} Y_{m} \mathbf{W}_{m}^{T}$, and $\left\|X_{m}\right\|_{F}=\left\|Y_{m}\right\|_{F}$ has been used. Analogous stopping criteria are used in other algorithms for matrix equations [89, p. 1275], [48, Chapter 16].
The residual norm $\left\|A X_{m}+X_{m}^{T} B-C_{1} C_{2}^{T}\right\|_{F}$ is computed inexpensively via the result obtained in Proposition 5.4, which uses the information obtained in Steps 2 and 6. Observe that the computation of the quantities $\|A\|_{F}$ and $\|B\|_{F}$ in 5.19) needs to be performed only once and is inexpensive if $A$ and $B$ are sparse; also notice that to compute $\left\|C_{1} C_{2}^{T}\right\|_{F}$ we use the expression

$$
\left\|C_{1} C_{2}^{T}\right\|_{F}^{2}=\operatorname{trace}\left(\left(C_{1} C_{2}^{T}\right)^{T} C_{1} C_{2}^{T}\right)=\operatorname{trace}\left(\left(C_{1}^{T} C_{1}\right)\left(C_{2}^{T} C_{2}\right)\right),
$$

which only involves the small $r \times r$ matrices $C_{1}^{T} C_{1}$ and $C_{2}^{T} C_{2}$.
From the expressions in (5.18) we can construct $\mathbf{H}_{A, m}$ at the cost of a small matrix multiplication and $\mathbf{H}_{B, m}$ at no additional cost. Also note that, in (5.18), the matrix $\mathbf{H}_{A, m}$ is a block Hessenberg matrix and $\mathbf{H}_{B, m}^{T}$ is upper triangular. To a certain extent, this structure can be exploited to reduce the cost of the QZ algorithm 44, Section 7.7] for computing the generalized Schur decomposition needed when solving the compressed equation. A minor complication in (5.18) for $\mathbf{H}_{A, m}$ is that it requires $\mathbf{Z}_{m+1}$, which only becomes available after the orthonormalization of $B^{T} \mathbf{V}_{m+1}$ has been performed. This issue, however, it is easily addressed by slightly reorganizing Algorithm 5.1.

Proposition 5.4 gives an expression for the residual norm that requires the computation of the Frobenius norm for a small $2 r \times 2 m r$ matrix only, in the spirit of a corresponding result for Lyapunov equations [89, Theorem 2.1].

Proposition 5.4. With the notation introduced in Proposition 5.3., the following relation holds for the residual norm:

$$
\left\|A X_{m}+X_{m}^{T} B-C_{1} C_{2}^{T}\right\|_{F}=\left\|Z_{m+1, m+1} H_{m+1, m} E_{m}^{T} Y_{m}\right\|_{F}
$$

where $Z_{m+1, m+1}$ is the trailing $2 r \times 2 r$ principal submatrix of $\mathbf{Z}_{m+1}$.
Proof. Set $R_{m}:=A X_{m}+X_{m}^{T} B-C_{1} C_{2}^{T}=A \mathbf{V}_{m} Y_{m} \mathbf{W}_{m}^{T}+\mathbf{W}_{m} Y_{m}^{T} \mathbf{V}_{m}^{T} B-C_{1} C_{2}^{T}$ and let the columns of $\mathbf{W}_{m, \perp}$ form an orthonormal basis for $W_{m}^{\perp}$, such that the first $2 r$ columns of $\mathbf{W}_{m, \perp}$ coincide with $W_{m+1}$. Then we have $\mathbf{W}_{m, \perp}^{T} \mathbf{W}_{m}=0$, $\mathbf{W}_{m, \perp}^{T} C_{1}=\mathbf{W}_{m, \perp}^{T} C_{2}=0$ and the relations (5.16)-5.17) imply:

$$
\begin{aligned}
\left\|\mathbf{W}_{m, \perp}^{T} R_{m} \mathbf{W}_{m}\right\|_{F} & =\left\|\mathbf{W}_{m, \perp}^{T} A \mathbf{V}_{m} Y_{m}\right\|_{F} \\
& =\left\|\mathbf{W}_{m, \perp}^{T} B^{T} \mathbf{V}_{m+1} \underline{\mathbf{H}}_{m} Y_{m}\right\|_{F} \\
& =\left\|\mathbf{W}_{m, \perp}^{T} \mathbf{W}_{m+1} \mathbf{Z}_{m+1} \underline{\mathbf{H}}_{m} Y_{m}\right\|_{F} \\
& =\left\|E_{m+1}^{T} \mathbf{Z}_{m+1} \mathbf{H}_{m} Y_{m}\right\|_{F} \\
& =\left\|Z_{m+1, m+1} H_{m+1, m} E_{m}^{T} Y_{m}\right\|_{F}
\end{aligned}
$$

In a similar way,

$$
\begin{aligned}
\left\|\mathbf{W}_{m}^{T} R_{m} \mathbf{W}_{m, \perp}\right\|_{F} & =\left\|Y_{m}^{T} \mathbf{V}_{m}^{T} B \mathbf{W}_{m, \perp}\right\|_{F} \\
& =\left\|Y_{m}^{T} \mathbf{Z}_{m}^{T} \mathbf{W}_{m}^{T} \mathbf{W}_{m, \perp}\right\|_{F} \\
& =0
\end{aligned}
$$

and $\left\|\mathbf{W}_{m, \perp}^{T} R_{m} \mathbf{W}_{m, \perp}\right\|_{F}=0$. Using that the Petrov-Galerkin condition (5.5) implies that $\left\|\mathbf{W}_{m}^{T} R_{m} \mathbf{W}_{m}\right\|_{F}=0$, we obtain

$$
\left\|R_{m}\right\|_{F}^{2}=\left\|\mathbf{W}_{m}^{T} R_{m} \mathbf{W}_{m}\right\|_{F}^{2}+\left\|\mathbf{W}_{m, \perp}^{T} R_{m} \mathbf{W}_{m}\right\|_{F}^{2}+\left\|\mathbf{W}_{m}^{T} R_{m} \mathbf{W}_{m, \perp}\right\|_{F}^{2}
$$

$$
\begin{aligned}
& +\left\|\mathbf{W}_{m, \perp}^{T} R_{m} \mathbf{W}_{m, \perp}\right\|_{F}^{2} \\
= & \left\|\mathbf{W}_{m, \perp}^{T} R_{m} \mathbf{W}_{m}\right\|_{F}^{2} \\
= & \left\|Z_{m+1, m+1} H_{m+1, m} E_{m}^{T} Y_{m}\right\|_{F}^{2}
\end{aligned}
$$

which completes the proof.

### 5.3 Extended Krylov subspaces for the T-Sylvester equation

Extended Krylov subspaces are often used in modern algorithms for solving largescale Sylvester equations (see [89, 90] and the references therein). A motivation to use these subspaces is to attain spaces that have smaller dimension compared to standard Krylov spaces but contain equally good approximations of the solution. This results in decreased storage requirements for the dense matrices $\mathbf{V}_{m}$ and $\mathbf{W}_{m}$ needed to get the approximate solution (5.2). In addition, in the case of standard Sylvester equations, it has been observed that these enriched spaces exhibit an impressive performance despite the fact that multiplication by inverses, i.e., solution of large linear systems, is involved in their construction, in contrast to standard Krylov spaces. In the case of the T-Sylvester equation $A X+X^{T} B=C_{1} C_{2}^{T}$ the use of extended Krylov subspaces is even more natural, since the standard block Krylov spaces (5.10) and (5.11) adapted to this equation already involve inverses. Other methods using enriched Krylov subspaces suggest themselves, such as Rational Krylov space and ADI methods (see, e.g., [90] and also the discussion in Section 5.4).

Following [89, Section 3], in this section we propose the use of extended block Krylov subspaces to implement the projection method in Section 5.1 .

$$
\begin{align*}
\mathbb{V}_{m} & =\mathcal{K}_{m}\left(B^{-T} A, B^{-T}\left[C_{1}, C_{2}\right]\right)+\mathcal{K}_{m+1}\left(\left(B^{-T} A\right)^{-1}, B^{-T}\left[C_{1}, C_{2}\right]\right),  \tag{5.20}\\
\mathrm{W}_{m} & =B^{T} \mathbb{V}_{m} \tag{5.21}
\end{align*}
$$

Let $\mathbf{C}_{B}=B^{-T}\left[C_{1}, C_{2}\right] \in \mathbb{R}^{n \times 2 r}$. The subspace $\mathbb{V}_{m}$ is iteratively expanded with two blocks of vectors at the time by an Arnoldi-type process as

$$
\left[\mathbf{C}_{B},\left(B^{-T} A\right)^{-1} \mathbf{C}_{B}\right],\left[\left(B^{-T} A\right) \mathbf{C}_{B},\left(B^{-T} A\right)^{-2} \mathbf{C}_{B}\right],\left[\left(B^{-T} A\right)^{2} \mathbf{C}_{B},\left(B^{-T} A\right)^{-3} \mathbf{C}_{B}\right], \ldots
$$

where for each pair, the first block of vectors expands the space in $B^{-T} A$, while the second block expands the space in $\left(B^{-T} A\right)^{-1}=A^{-1} B^{T}$. The actual basis is computed by orthogonalizing the newly built vectors by means of the Gram-Schmidt process 89]. Observe that $2 r+2 r$ vectors are added to the basis during each iteration. After $m$ iterations, the matrix $\mathbf{V}_{m}$ whose columns form an orthonormal basis of $\mathbf{V}_{m}$ is iteratively generated:

$$
\begin{equation*}
\mathbf{V}_{m}=\left[\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{m}\right] \in \mathbb{R}^{n \times 4 m r}, \quad \mathcal{V}_{j}=\left[V_{j}^{(1)}, V_{j}^{(2)}\right] \in \mathbb{R}^{n \times 4 r} \tag{5.22}
\end{equation*}
$$

where the "odds" $n \times 2 r$ matrices $V_{j}^{(1)}$ originally come from multiplications with $B^{-T} A$, while the "even" $n \times 2 r$ matrices $V_{j}^{(2)}$ come from multiplications with $A^{-1} B^{T}$. Keep in mind that, in the following, we shall heavily rely on this type of partitioning to build key recurrence results.

As occurs for the block Krylov subspace method, by using the definition of block Krylov subspaces and the matrix identity $B^{T}\left(B^{-T} A\right)^{k} B^{-T}=\left(A B^{-T}\right)^{k}, k \in \mathbb{Z}$, we obtain

$$
\begin{equation*}
\mathbb{W}_{m}=\mathcal{K}_{m}\left(A B^{-T},\left[C_{1}, C_{2}\right]\right)+\mathcal{K}_{m+1}\left(\left(A B^{-T}\right)^{-1},\left[C_{1}, C_{2}\right]\right) . \tag{5.23}
\end{equation*}
$$

From (5.23) it is immediate to see that

$$
\begin{equation*}
A B^{-T} \mathbb{W}_{m} \subseteq \mathbb{W}_{m+1} \tag{5.24}
\end{equation*}
$$

These relations show that there is nothing special about the matrix equation (5.21), since the same properties could be obtained by explicitly building the two extended subspaces $\mathbb{V}_{m}$ and $\mathbb{W}_{m}$ as in (5.20) and (5.23), respectively. On the other hand, as already mentioned, using (5.21) allows one to avoid extra system solves and provides us with the connection between orthonormal bases of both spaces to cheaply compute the coefficients of the reduced equations. Note that (5.23) allows one to construct first an orthonormal basis $\mathbf{W}_{m}$ of $\mathbb{W}_{m}$ and then use $\mathbb{V}_{m}=B^{-T} W_{m}$ for computing an orthonormal basis of $\mathbb{V}_{m}$. However, this approach requires more system solves than the approach we follow below, since only half of the solves in $B^{-T} \mathbf{W}_{m}$ can be re-used for expanding $W_{m}$ to $W_{m+1}$.

We denote by $\mathbf{V}_{m} \in \mathbb{R}^{n \times 4 m r}$ the orthonormal basis of $\mathbb{V}_{m}$ in (5.22), and we compute an orthonormal basis $\mathbf{W}_{m} \in \mathbb{R}^{n \times 4 m r}$ of $W_{m}$ by using again the "skinny" QR decomposition

$$
\begin{equation*}
\mathbf{W}_{m} \mathbf{Z}_{m}=B^{T} \mathbf{V}_{m}, \tag{5.25}
\end{equation*}
$$

where we can see that

$$
\mathbf{H}_{B, m}:=\mathbf{V}_{m}^{T} B \mathbf{W}_{m}=\mathbf{Z}_{m}^{T}
$$

As occurred for the block Krylov subspace method, the derivation of an updating expression for $\mathbf{H}_{A, m}:=\mathbf{W}_{m}^{T} A \mathbf{V}_{m}$ which does not involve multiplications with $A$ may be obtained as follows: From (5.20), we obtain that $B^{-T} A \mathbb{V}_{m} \subseteq \mathbb{V}_{m+1}$, and this implies that there exists a $4(m+1) r \times 4 m r$ block Hessenberg matrix $\mathbf{K}_{m}$ such that $B^{-T} A \mathbf{V}_{m}=\mathbf{V}_{m+1} \underline{\mathbf{K}}_{m}$. Note that the matrix $\underline{\mathbf{K}}_{m}$ is not obtained directly from the construction of the extended Krylov space $\mathbb{V}_{m}$, in constrast with the situation for standard Krylov spaces, however $\underline{\mathbf{K}}_{m}$ can be computed without extra large matrix-vector multiplications and system solves via the recursion presented in [89, Proposition 3.2]. Therefore, with (5.25), we have

$$
\begin{aligned}
\mathbf{H}_{A, m} & =\mathbf{W}_{m}^{T} A \mathbf{V}_{m} \\
& =\mathbf{W}_{m}^{T} B^{T}\left(B^{-T} A \mathbf{V}_{m}\right) \\
& =\mathbf{W}_{m}^{T} B^{T} \mathbf{V}_{m+1} \mathbf{K}_{m}
\end{aligned}
$$

$$
\begin{aligned}
& =\mathbf{W}_{m}^{T} \mathbf{W}_{m+1} \mathbf{Z}_{m+1} \underline{\mathbf{K}}_{m} \\
& =\left[I_{4 m r}, 0\right] \mathbf{Z}_{m+1} \underline{\mathbf{K}}_{m} .
\end{aligned}
$$

This method for computing $\mathbf{H}_{m, A}$ is very efficient since it only involves a small matrix product and allows one to easily expand $\mathbf{H}_{A, m}$ as the iteration proceeds. Note also that the expression above shows that $\mathbf{H}_{A, m}$ is block upper Hessenberg.

However, we develop another method for computing $\mathbf{H}_{A, m}$ which is slightly more efficient, since it adapts the recursion in [89, Proposition 3.2] to computing directly $\mathbf{H}_{A, m}$ instead of $\underline{\mathbf{K}}_{m}$. In order to explain this method in detail, we need to introduce some additional notation. First, we partition the upper triangular matrix $\mathbf{Z}_{m}=$ $\left(Z_{i j}\right)_{1 \leq i, j \leq m} \in \mathbb{R}^{4 m r \times 4 m r}$ with $Z_{i j} \in \mathbb{R}^{4 r \times 4 r}$ as $Z_{i j}=\left[Z_{i j}^{(1)}, Z_{i j}^{(2)}\right]$, with $Z_{i j}^{(1)}, Z_{i j}^{(2)} \in$ $\mathbb{R}^{4 r \times 2 r}$, and define the two block upper triangular matrices

$$
\begin{equation*}
\mathbf{Z}_{m}^{(1)}=\left(Z_{i j}^{(1)}\right)_{1 \leq i, j \leq m}, \quad \mathbf{Z}_{m}^{(2)}=\left(Z_{i j}^{(2)}\right)_{1 \leq i, j \leq m} \in \mathbb{R}^{4 m r \times 2 m r} \tag{5.26}
\end{equation*}
$$

Second, we observe that the orthonormalization process associated with the construction of $\mathbf{V}_{m}$ generates the block upper Hessenberg matrix

$$
\begin{equation*}
\underline{\mathbf{H}}_{m}=\left(H_{i j}\right) \in \mathbb{R}^{4(m+1) r \times 4 m r}, \quad \text { where } H_{i j} \in \mathbb{R}^{4 r \times 4 r}, \tag{5.27}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
\left[B^{-T} A V_{1}^{(1)},\left(B^{-T} A\right)^{-1} V_{1}^{(2)}, \ldots, B^{-T} A V_{m}^{(1)},\left(B^{-T} A\right)^{-1} V_{m}^{(2)}\right]=\mathbf{V}_{m+1} \underline{\mathbf{H}}_{m} \tag{5.28}
\end{equation*}
$$

The subdiagonal blocks $H_{j+1, j}$ are upper triangular, and we consider them partitioned as follows:

$$
H_{j+1, j}=\left[\begin{array}{cc}
\chi_{11}^{(j)} & \chi_{12}^{(j)}  \tag{5.29}\\
0 & \chi_{22}^{(j)}
\end{array}\right], \quad \text { with } \chi_{11}^{(j)}, \chi_{12}^{(j)}, \chi_{22}^{(j)} \in \mathbb{R}^{2 r \times 2 r}
$$

Submatrices $\underline{\mathbf{H}}_{m}^{(1)}=\left(H_{i j}^{(1)}\right)$ and $\underline{\mathbf{H}}_{m}^{(2)}=\left(H_{i j}^{(2)}\right)$ of $\underline{\mathbf{H}}_{m}$ analogous to those in 5.26) will also be used. This method is summarized in Proposition 5.5.

Proposition 5.5. Let $\mathbf{H}_{A, m}:=\mathbf{W}_{m}^{T} A \mathbf{V}_{m} \in \mathbb{R}^{4 m r \times 4 m r}$ be partitioned in blocks as $\mathbf{H}_{A, m}=\left(\mathrm{h}_{i j}\right)_{1 \leq i, j \leq m}$, where $\mathrm{h}_{i j} \in \mathbb{R}^{4 r \times 4 r}$. Let each block $\mathrm{h}_{i j}$ be partitioned as $\mathrm{h}_{i j}=$ $\left[h_{i j}^{(1)}, h_{i j}^{(2)}\right]$, where $\mathrm{h}_{i j}^{(1)}, \mathrm{h}_{i j}^{(2)} \in \mathbb{R}^{4 r \times 2 r}$, and define the following submatrices of $\mathbf{H}_{A, m}$ (separating the odd and even block columns of $\mathbf{H}_{A, m}$ )

$$
\mathrm{h}^{(1)}=\left(\mathrm{h}_{i j}^{(1)}\right)_{1 \leq i, j \leq m} \in \mathbb{R}^{4 m r \times 2 m r} \quad \text { and } \quad \mathrm{h}^{(2)}=\left(\mathrm{h}_{i j}^{(2)}\right)_{1 \leq i, j \leq m} \in \mathbb{R}^{4 m r \times 2 m r} .
$$

By using the matrices defined in (5.22)-(5.25)-(5.27), the following results hold.
(a) $\mathrm{h}^{(1)}=Z_{1: m, 1:(m+1)} \underline{\mathbf{H}}_{m}^{(1)}$.
(b) With $E_{1}=\left[I_{2 r} ; 0\right]^{T} \in \mathbb{R}^{4 m r \times 2 r}$, let $w_{1}=\mathbf{W}_{m} E_{1}$ be the matrix of the first $2 r$ columns of $\mathbf{W}_{m}$, and let

$$
\left[B^{-T}\left[C_{1}, C_{2}\right], A^{-1}\left[C_{1}, C_{2}\right]\right]=\mathcal{V}_{1}\left[\begin{array}{cc}
\chi_{11}^{(0)} & \chi_{12}^{(0)}  \tag{5.30}\\
0 & \chi_{22}^{(0)}
\end{array}\right], \quad \chi_{11}^{(0)}, \chi_{12}^{(0)}, \chi_{22}^{(0)} \in \mathbb{R}^{2 r \times 2 r}
$$

be the $Q R$ decomposition of the matrix in the left-hand side. Then

$$
\begin{align*}
\mathrm{h}_{1: m, 1}^{(2)} & =\left(E_{1} w_{1}^{T}\left[C_{1}, C_{2}\right]-\mathrm{h}_{1: m, 1}^{(1)} \chi_{12}^{(0)}\right)\left(\chi_{22}^{(0)}\right)^{-1},  \tag{5.31}\\
\mathrm{~h}_{1: m, k+1}^{(2)} & =\left(Z_{1: m, k}^{(2)}-\mathrm{h}_{1: m, 1: k} H_{1: k, k}^{(2)}-\mathrm{h}_{1: m, k+1}^{(1)} \chi_{12}^{(k)}\right)\left(\chi_{22}^{(k)}\right)^{-1},  \tag{5.32}\\
& k \tag{5.33}
\end{align*}=1, \ldots, m-1 . .
$$

Proof. To prove (a), let $\mathbf{V}_{m}^{(1)}:=\left[V_{1}^{(1)}, \ldots, V_{m}^{(1)}\right]$ and notice that (5.28) implies

$$
B^{-T} A \mathbf{V}_{m}^{(1)}=\mathbf{V}_{m+1} \underline{\mathbf{H}}_{m}^{(1)} \quad \text { and } \quad A \mathbf{V}_{m}^{(1)}=B^{T} \mathbf{V}_{m+1} \underline{\mathbf{H}}_{m}^{(1)}
$$

Therefore, $\mathrm{h}^{(1)}=\mathbf{W}_{m}^{T} A \mathbf{V}_{m}^{(1)}=\mathbf{W}_{m}^{T} B^{T} \mathbf{V}_{m+1} \underline{\mathbf{H}}_{m}^{(1)}=\mathbf{W}_{m}^{T} \mathbf{W}_{m+1} \mathbf{Z}_{m+1} \underline{\mathbf{H}}_{m}^{(1)}$, by using (5.25) for $m+1$. So $\mathrm{h}^{(1)}=\left[I_{4 m r}, 0_{4 m r \times 4 r}\right] \mathbf{Z}_{m+1} \mathbf{H}_{m}^{(1)}$, and the result follows.

Let us prove (b). To obtain (5.31), we start by equating the second block columns in (5.30) to get $A^{-1}\left[C_{1}, C_{2}\right]=V_{1}^{(1)} \chi_{12}^{(0)}+V_{1}^{(2)} \chi_{22}^{(0)}$, which implies

$$
A V_{1}^{(2)}=\left(\left[C_{1}, C_{2}\right]-A V_{1}^{(1)} \chi_{12}^{(0)}\right)\left(\chi_{22}^{(0)}\right)^{-1}
$$

Therefore

$$
\left(\mathrm{h}^{(2)}\right)_{1: m, 1}=\mathbf{W}_{m}^{T} A V_{1}^{(2)}=\left(\mathbf{W}_{m}^{T}\left[C_{1}, C_{2}\right]-\mathbf{W}_{m}^{T} A V_{1}^{(1)} \chi_{12}^{(0)}\right)\left(\chi_{22}^{(0)}\right)^{-1} .
$$

Equation (5.31) follows from observing that $\mathbf{W}_{m}^{T} A V_{1}^{(1)}=\left(\mathrm{h}^{(1)}\right)_{1: m, 1}$ and that, from (5.25), range $\left(w_{1}\right)=B^{T}$ range $\left(V_{1}^{(1)}\right)=\operatorname{range}\left(\left[C_{1}, C_{2}\right]\right)$. Next, we focus on 5.32). From (5.28), we obtain

$$
\begin{aligned}
\left(B^{-T} A\right)^{-1} V_{k}^{(2)} & =\mathbf{V}_{m+1} H_{1:(m+1), k}^{(2)}=\mathbf{V}_{k} H_{1: k, k}^{(2)}+V_{k+1} H_{k+1, k}^{(2)} \\
& =\mathbf{V}_{k} H_{1: k, k}^{(2)}+\left[V_{k+1}^{(1)} V_{k+1}^{(2)}\right]\left[\begin{array}{c}
\chi_{12}^{(k)} \\
\chi_{22}^{(k)}
\end{array}\right],
\end{aligned}
$$

where (5.29) has been used. This equation implies, after some manipulations,

$$
\begin{align*}
A V_{k+1}^{(2)} & =\left(B^{T} V_{k}^{(2)}-A \mathbf{V}_{k} H_{1: k, k}^{(2)}-A V_{k+1}^{(1)} \chi_{12}^{(k)}\right)\left(\chi_{22}^{(k)}\right)^{-1} \\
& =\left(\mathbf{W}_{m} Z_{1: m, k}^{(2)}-A \mathbf{V}_{k} H_{1: k, k}^{(2)}-A V_{k+1}^{(1)} \chi_{12}^{(k)}\right)\left(\chi_{22}^{(k)}\right)^{-1}, \tag{5.34}
\end{align*}
$$

where we used again (5.25). Equation (5.32) follows from combining (5.34) with $\mathrm{h}_{1: m, k+1}^{(2)}=\mathbf{W}_{m}^{T} A V_{k+1}^{(2)}$, and the definition of $\mathbf{H}_{A, m}$.

The method presented in Proposition 5.5 is the one we have used in all numerical tests presented in Section 5.5. Algorithm 5.2 presents the projection algorithm in Section 5.1 for the subspaces defined in (5.20) and (5.21) and the part concerning with the construction of the extended Krylov subspace $\mathbb{V}_{m}$ is based on the algorithm introduced in [89, Section 3]. Technical comments similar to those made after Algorithm 5.1 apply likewise to Algorithm 5.2. In particular, the same stopping criterion (5.19) is used here. Observe that the product $\left(B^{-T} A\right)^{-1} V_{m}^{(2)}=A^{-1} B^{T} V_{m}^{(2)}$ in step 6 is computed by first multiplying the columns of $V_{m}^{(2)}$ with $B^{T}$ and then $2 r$ linear systems with $A$ are solved.

```
Algorithm 5.2 Extended block Krylov method for solving T-Sylvester equation
Input: \(A, B \in \mathbb{R}^{n \times n}\) and \(C_{1}, C_{2} \in \mathbb{R}^{n \times r}\).
Output: Factors of approximate solution \(X_{m}\) of \(A X+X^{T} B=C_{1} C_{2}^{T}\).
    Compute \(V_{1}\) orthonormal basis of range \(\left(\left[B^{-T}\left[C_{1}, C_{2}\right], A^{-1}\left[C_{1}, C_{2}\right]\right]\right)\), and set \(\mathbf{V}_{0}=\)
    \(\mathbf{W}_{0}=\emptyset\).
    for \(m=1,2, \ldots\), do
        1. \(\mathbf{V}_{m}=\left[\mathbf{V}_{m-1}, V_{m}\right]\).
        2. Orthonormalize the columns of \(B^{T} V_{m}\) with respect to \(\mathbf{W}_{m-1}\) to obtain \(W_{m}\).
        3. \(\mathbf{W}_{m}=\left[\mathbf{W}_{m-1}, W_{m}\right]\).
        4. Set \(\mathbf{H}_{A, m}=\mathbf{W}_{m}^{T} A \mathbf{V}_{m}, \mathbf{H}_{B, m}=\mathbf{V}_{m}^{T} B \mathbf{W}_{m}\), and \(\tilde{C}_{m}=\left(\mathbf{W}_{m}^{T} C_{1}\right)\left(\mathbf{W}_{m}^{T} C_{2}\right)^{T}\).
        5. Compute \(Y_{m}\) solution of \(\mathbf{H}_{A, m} Y_{m}+Y_{m}^{T} \mathbf{H}_{B, m}=\tilde{C}_{m}\) via Algorithm 3.3 with
        \(\star=T\).
        if converged then
            Return \(\mathbf{V}_{m}, Y_{m}, \mathbf{W}_{m}\) such that \(X_{m}=\mathbf{V}_{m} Y_{m} \mathbf{W}_{m}^{T}\) and stop.
        end if
        6. \(V_{m+1}^{\prime}=\left[B^{-T} A V_{m}^{(1)},\left(B^{-T} A\right)^{-1} V_{m}^{(2)}\right]\) where \(V_{m}=\left[V_{m}^{(1)}, V_{m}^{(2)}\right]\).
        7. Orthonormalize the columns of \(V_{m+1}^{\prime}\) with respect to \(\mathbf{V}_{m}\) to obtain \(V_{m+1}\).
    end for
```

Proposition 5.6 shows that, in a similar manner as for the methods in Section 5.2 , the residual norm can be computed without explicitly storing the residual matrix, and, thus, without performing any multiplication by the large matrices $A$ and $B$.

Proposition 5.6. Let $\mathbf{H}_{A, m}:=\mathbf{W}_{m}^{T} A \mathbf{V}_{m} \in \mathbb{R}^{4 m r \times 4 m r}$ be partitioned in blocks as $\mathbf{H}_{A, m}=\left(\mathrm{h}_{i j}\right)_{1 \leq i, j \leq m}$, where $\mathrm{h}_{i j} \in \mathbb{R}^{4 r \times 4 r}$, and let $E_{m}$ be the matrix of the last $4 r$ columns of $I_{4 m r}$. Then, with the notation in Algorithm 5.2, the residual matrix $R_{m}=A X_{m}+X_{m}^{T} B-C_{1} C_{2}^{T}$ satisfies

$$
\left\|R_{m}\right\|_{F}=\left\|\mathrm{h}_{m+1, m} E_{m}^{T} Y_{m}\right\|_{F} .
$$

Proof. We have $R_{m}=A \mathbf{V}_{m} Y_{m} \mathbf{W}_{m}^{T}+\mathbf{W}_{m} Y_{m}^{T} \mathbf{V}_{m}^{T} B-C_{1} C_{2}^{T}$. Combining (5.24) and (5.25) it follows that range $\left(A \mathbf{V}_{m}\right) \subseteq \mathbb{W}_{m+1}$. In addition, range $\left(\mathbf{W}_{m}\right) \subseteq \mathbb{W}_{m+1}$
and range $\left(C_{1}\right) \subseteq \mathbb{W}_{m+1}$ by (5.23). Therefore, range $\left(R_{m}\right) \subseteq \mathbb{W}_{m+1}$. An analogous argument shows that range $\left(R_{m}^{T}\right) \subseteq \mathrm{W}_{m}$, by using again (5.25) and (5.23). As a consequence we can write $R_{m}=\mathbf{W}_{m+1} \widehat{R}_{m} \mathbf{W}_{m}^{T}$. Thus, $\widehat{R}_{m}=\mathbf{W}_{m+1}^{T} R_{m} \mathbf{W}_{m}$ and by (5.5)

$$
\widehat{R}_{m}=\left[\begin{array}{c}
\mathbf{W}_{m}^{T} R_{m} \mathbf{W}_{m} \\
W_{m+1}^{T} R_{m} \mathbf{W}_{m}
\end{array}\right]=\left[\begin{array}{c}
0 \\
W_{m+1}^{T} R_{m} \mathbf{W}_{m}
\end{array}\right] .
$$

Since $W_{m+1}^{T} \mathbf{W}_{m}=0$ and $W_{m+1}^{T} C_{1}=0$, because range $\left(C_{1}\right) \subseteq \mathbb{W}_{1}=\operatorname{range}\left(W_{1}\right)$ by (5.23), we have $W_{m+1}^{T} R_{m} \mathbf{W}_{m}=W_{m+1}^{T} A \mathbf{V}_{m} Y_{m}=\mathrm{h}_{m+1,1: m} Y_{m}$. Besides, $\mathbf{H}_{A, m+1}$ is block upper Hessenberg, which implies that $\mathrm{h}_{m+1,1: m}=\mathrm{h}_{m+1, m} E_{m}^{T}$, which proves the result, since $\left\|R_{m}\right\|_{F}=\left\|\widehat{R}_{m}\right\|_{F}$.

### 5.4 Relation to a T-Stein equation and a fixed point iteration

In this section, another motivation for choosing the Krylov subspaces (5.10)-5.11) is provided, which offers some intuition on the expected convergence of Algorithm 5.1. This intuition is fully confirmed by the numerical tests presented in Section 5.5 .

Since we assume that $B$ is nonsingular, the T-Sylvester equation (5.1) is equivalent to

$$
X^{T}=C_{1} C_{2}^{T} B^{-1}-A X B^{-1}
$$

Transposing this equation yields the fixed point equation

$$
\begin{equation*}
X=B^{-T} C_{2} C_{1}^{T}-B^{-T} X^{T} A^{T} \tag{5.35}
\end{equation*}
$$

Matrix equations of this form are usually called T-Stein equations [20]. The following theorem shows that the iterates produced by the fixed point iteration applied to (5.35) are contained in the tensor product $\mathbb{V}_{m} \otimes \mathbb{W}_{m}$ of the block Krylov subspaces in (5.10) and (5.11).

Theorem 5.7. Let $A, B \in \mathbb{R}^{n \times n}, C_{1}, C_{2} \in \mathbb{R}^{n \times r}$, and assume that $B$ is nonsingular. Consider the sequence of matrices $\left\{\tilde{X}_{m}\right\}_{m=0}^{\infty}$ defined by the fixed point iteration

$$
\begin{equation*}
\tilde{X}_{0}=0, \quad \tilde{X}_{m+1}=B^{-T} C_{2} C_{1}^{T}-B^{-T} \tilde{X}_{m}^{T} A^{T}, \quad \text { for } m=0,1,2, \ldots \tag{5.36}
\end{equation*}
$$

Then it holds that $\tilde{X}_{m+1} \in \mathbb{V}_{m} \otimes \mathbb{W}_{m}$ for $m=2,3, \ldots$, where

$$
\mathbb{V}_{m}=\mathcal{K}_{m}\left(B^{-T} A, B^{-T}\left[C_{1}, C_{2}\right]\right) \quad \text { and } \quad \mathbb{W}_{m}=\mathcal{K}_{m}\left(A B^{-T},\left[C_{1}, C_{2}\right]\right) .
$$

Proof. We will show by induction that range $\left(\tilde{X}_{m+1}\right) \subseteq{\underset{\sim}{\mathbb{X}}}_{m}$ and range $\left(\tilde{X}_{m+1}^{T}\right) \subseteq \mathbb{W}_{m}$; these two conditions taken together are equivalent to $\tilde{X}_{m+1} \in \mathbb{V}_{m} \otimes \mathbb{W}_{m}$.

The first three iterates of (5.36) are given by

$$
\tilde{X}_{1}=B^{-T} C_{2} C_{1}^{T},
$$

$$
\begin{aligned}
& \tilde{X}_{2}=B^{-T} C_{2} C_{1}^{T}-B^{-T} C_{1} C_{2}^{T}\left(A B^{-T}\right)^{T} \\
& \tilde{X}_{3}=B^{-T} C_{2} C_{1}^{T}-B^{-T} C_{1} C_{2}^{T}\left(A B^{-T}\right)^{T}-\left(B^{-T} A\right) B^{-T} C_{2} C_{1}^{T}\left(A B^{-T}\right)^{T}
\end{aligned}
$$

By inspection, range $\left(\tilde{X}_{3}\right) \subseteq \mathbb{V}_{2}$ and range $\left(\tilde{X}_{3}^{T}\right) \subseteq \mathbb{W}_{2}$.
Suppose now that range $\left(\tilde{X}_{m}\right) \subseteq \mathbb{V}_{m-1}$ and range $\left(\tilde{X}_{m}^{T}\right) \subseteq \mathbb{W}_{m-1}$ hold for some $m \geq 3$. Together with (5.36), this implies

$$
\operatorname{range}\left(\tilde{X}_{m+1}^{T}\right) \subseteq \operatorname{range}\left(C_{1}\right)+\operatorname{range}\left(A \tilde{X}_{m}\right) \subseteq \operatorname{range}\left(C_{1}\right)+A \mathbb{V}_{m-1}
$$

Using
$A \mathbb{V}_{m-1}=\operatorname{range}\left(\left[A B^{-T}\left[C_{1}, C_{2}\right],\left(A B^{-T}\right)^{2}\left[C_{1}, C_{2}\right], \ldots,\left(A B^{-T}\right)^{m-1}\left[C_{1}, C_{2}\right]\right]\right) \subseteq \mathrm{W}_{m}$, we therefore obtain

$$
\operatorname{range}\left(\tilde{X}_{m+1}^{T}\right) \subseteq \mathbb{W}_{1}+\mathbb{W}_{m}=\mathbb{W}_{m}
$$

Analogously,

$$
\begin{aligned}
\operatorname{range}\left(\tilde{X}_{m+1}\right) & \subseteq \operatorname{range}\left(B^{-T} C_{2}\right)+\operatorname{range}\left(B^{-T} \tilde{X}_{m}^{T}\right) \\
& \subseteq \mathbb{V}_{1}+B^{-T} W_{m}=\mathbb{V}_{1}+\mathbb{V}_{m}=\mathbb{V}_{m}
\end{aligned}
$$

where we have used (5.11). We have thus shown that the statement of the theorem holds for $m+1$, which completes the induction proof.

Theorem 5.7 shows that there is a $2 m r \times 2 m r$ matrix $\tilde{Y}_{m}$ such that

$$
\tilde{X}_{m+1}=\mathbf{V}_{m} \tilde{Y}_{m} \mathbf{W}_{m}^{T},
$$

for orthonormal bases $\mathbf{V}_{m}, \mathbf{W}_{m}$ of $\mathbb{V}_{m}, W_{m}$ respectively. In particular, $\tilde{X}_{m+1}$ has rank at most 2 mr . Although the iteration (5.36) itself operates with full $n \times n$ matrices, it is certainly possible to develop a low-rank variant, similar to the lowrank Smith method [78] for Lyapunov equations. More importantly, $\tilde{X}_{m+1}$ is in general different from the approximation $X_{m}$ obtained when applying the projection method from Section 5.1 with the same block Krylov subspaces $\mathbb{V}_{m}, \mathbb{W}_{m}$. Although, $\tilde{X}_{m+1}$ and $X_{m}$ are both contained in $\mathbb{V}_{m} \otimes \mathrm{~W}_{m}$, the Petrov-Galerkin condition (5.5) will usually pick an approximation different from $\tilde{X}_{m+1}$. Still we believe that the established link to the fixed point iteration (5.36) also offers some intuition on the expected convergence of the projection method.

Establishing sufficient conditions that guarantee fast convergence of the projection method is likely a difficult problem and it is not considered in this thesis. However, the convergence analysis of the fixed point iteration (5.36) is very simple. Observe that although in Theorem 5.8 the spectral norm is used, any other submultiplicative matrix norm may also be considered.

Theorem 5.8. Let $A, B \in \mathbb{R}^{n \times n}, C_{1}, C_{2} \in \mathbb{R}^{n \times r}$, and assume that $B$ is nonsingular and $\rho\left(B^{-T} A\right)<1$. Then the following statements hold:
(a) the T-Sylvester equation (5.1) (or, equivalently, the T-Stein equation 5.35) has a unique solution $X$;
(b) the sequence of matrices $\left\{\tilde{X}_{m}\right\}_{m=0}^{\infty}$ defined by the fixed point iteration 5.36) converges to $X$;
(c) the error matrix $E_{m}=X-\tilde{X}_{m}$ satisfies

$$
\left\|E_{2 \ell}\right\|_{2} \leq\left\|\left(B^{-T} A\right)^{\ell}\right\|_{2}\left\|\left(B^{-1} A^{T}\right)^{\ell}\right\|_{2}\|X\|_{2}, \quad \text { for } \ell=0,1,2, \ldots
$$

Proof. Part (a) follows immediately from Theorem 3.9; the condition $\rho\left(B^{-T} A\right)<1$ implies that the spectrum of $A-\lambda B^{T}$ is T-reciprocal free.

By the definition (5.36) of $\tilde{X}_{m}$, we get $E_{0}=X$ and $E_{m+1}=-B^{-T} E_{m}^{T} A^{T}$. Then a simple induction argument shows that

$$
\begin{equation*}
E_{2 \ell}=\left(B^{-T} A\right)^{\ell} X\left(B^{-1} A^{T}\right)^{\ell} \quad \text { and } \quad E_{2 \ell+1}=-B^{-T}\left(A B^{-T}\right)^{\ell} X^{T}\left(A^{T} B^{-1}\right)^{\ell} A^{T} \tag{5.37}
\end{equation*}
$$

for $\ell=0,1,2, \ldots$ Observe that $\rho\left(B^{-T} A\right)=\rho\left(A B^{-T}\right)=\rho\left(B^{-1} A^{T}\right)=\rho\left(A^{T} B^{-1}\right)$. Hence, $\rho\left(B^{-T} A\right)<1$ implies that

$$
\lim _{\ell \rightarrow \infty}\left(B^{-T} A\right)^{\ell}=\lim _{\ell \rightarrow \infty}\left(A B^{-T}\right)^{\ell}=\lim _{\ell \rightarrow \infty}\left(B^{-1} A^{T}\right)^{\ell}=\lim _{\ell \rightarrow \infty}\left(A^{T} B^{-1}\right)^{\ell}=0,
$$

see [51, Theorem 5.6.12], and $\lim _{m \rightarrow \infty} E_{m}=0$. This proves (b). Part (c) follows from the first equation in (5.37).

Standard properties of the spectral radius [51, Corollary 5.6.14] and Theorem 5.8 (c) show that asymptotically

$$
\begin{equation*}
\left\|E_{2 \ell}\right\|_{2} \lesssim\left(\rho\left(B^{-T} A\right)\right)^{2 \ell}\|X\|_{2}, \quad \ell \rightarrow \infty \tag{5.38}
\end{equation*}
$$

Therefore fast convergence of the fixed point iteration (5.36) for the T-Stein equation is expected if $\rho\left(B^{-T} A\right)<1$ and this spectral radius is not too close to one. By Theorem 5.7, this implies that $\mathbb{V}_{m} \otimes \mathbb{W}_{m}$ contains an approximation to $X$ that rapidly becomes more accurate as $m$ increases. Numerically, we have observed this behavior as well for the approximation $X_{m}$ picked by the Petrov-Galerkin condition; the experiments in Section 5.5 demonstrate that the projection method with the block Krylov subspaces $\mathbb{V}_{m}, \mathbb{W}_{m}$ in (5.10)-(5.11) converges always quickly when $\rho\left(B^{-T} A\right)<1$, although, sometimes, it converges also in other situations.

### 5.5 Numerical tests

In this section we report on numerical experiments with the new Algorithms 5.1 and 5.2. All reported experiments were performed using Matlab R2012a on a PC with
processor Intel (R) Core (TM) 2 Quad CPU Q9400 @2.66GHz (4CPUs), with 4096 MB of RAM, and with operating system Windows 7 Enterprise 64 bits. Both CPU time (in seconds) and the dimension of the approximation space $\mathbb{V}_{m}$ (equal to the dimension of $W_{m}$ ) are used to measure the cost of the different methods. We also report on the number of iterations for completeness.

Our algorithms are compared with the extended block Krylov subspace method applied to the standard Sylvester equation (3.20) (see Section 3.3.3, or [90] and the references therein for details). Some remarks are in order concerning this comparison. In view of the eventual goal, we use the relative residual defined in (5.19) for the T-Sylvester equation (instead of the relative residual of the Sylvester equation) for monitoring the convergence of the approximate solution $\widehat{X}_{m} \approx \widehat{\mathbf{V}}_{m} \widehat{Y}_{m} \widehat{\mathbf{W}}_{m}^{T}$ of (3.20) provided by the extended block Krylov subspace method. To compute this residual norm, we note that

$$
\widehat{R}_{m}=A \widehat{X}_{m}+\widehat{X}_{m}^{T} B-C_{1} C_{2}^{T}=\left[\begin{array}{lll}
A \widehat{\mathbf{V}}_{m} & \widehat{\mathbf{W}}_{m} & C_{1}
\end{array}\right]\left[\begin{array}{lll}
\widehat{Y}_{m} & & \\
& \widehat{Y}_{m}^{T} & \\
& & I_{r}
\end{array}\right]\left[\begin{array}{c}
\widehat{\mathbf{W}}_{m}^{T} \\
\widehat{\mathbf{V}}_{m}^{T} B \\
-C_{2}^{T}
\end{array}\right]
$$

Therefore, if $\left[A \widehat{\mathbf{V}}_{m}, \widehat{\mathbf{W}}_{m}, C_{1}\right]=Q_{m} S_{m}$ and $\left[\widehat{\mathbf{W}}_{m}, B^{T} \widehat{\mathbf{V}}_{m},-C_{2}\right]=U_{m} G_{m}$ are two "skinny" QR factorizations then $\left\|\widehat{R}_{m}\right\|_{F}=\left\|S_{m} \operatorname{diag}\left(\widehat{Y}_{m}, \widehat{Y}_{m}^{T}, I_{r}\right) G_{m}^{T}\right\|_{F}$. Although this computation is cheap, it is far more expensive than the methods for computing residual norms presented in Propositions 5.4 and 5.6 for Algorithms 5.1 and 5.2 , respectively. To take this into account, we will report CPU times with and without the computation of the relative residual in every iteration.

One motivation for reporting both times is that it usually suffices to verify the stopping criterion (5.19) only every few (say 5 or 10) iterations and hence the actual time will be in between.

The following table summarizes the algorithms that will be compared.

| BK | Algorithm 5.1 |
| :--- | :--- |
| BK-TR | Algorithm $\overline{5.1}$ applied to the transposed equation (5.13) |
| EK | Algorithm 5.5 |
| EK-woR | EK without time for residual computation |
| EK-SYLV | extended block Krylov subspace method applied to Sylvester equation3.20 <br> EK-SYLV-woR <br> EK-SYLV without time for residual computation |

Before presenting the numerical tests in detail, let us summarize the main conclusions we have obtained, since they offer a clear guidance on the selection of algorithm for solving a given problem. EK is the most reliable method as it succeeds to converge more often than any other method; indeed, we have not found any example where EK does not converge but one of the other methods does. However, for problems satisfying $\rho\left(B^{-T} A\right)<1$ we recommend the use of BK, which we have observed to be much faster than the other methods in this situation. On the other
hand, if $\rho\left(A^{-1} B^{T}\right)<1$ then BK-TR is the fastest method. This is in accordance with the discussions in Section 5.4 and in the paragraphs after Remark 5.1. The method EK-SYLV based on the standard Sylvester equation (3.20) is not recommended since it fails to converge in situations where other methods succeed and even when it works, it is almost always slower than EK.

In particular, we only show results for right-hand sides $C_{1} C_{2}^{T}$ with vectors $C_{1}, C_{2} \in$ $\mathbb{R}^{n \times 1}$ generated by the command rand in Matlab, although we have also performed tests with random matrices $C_{1}, C_{2} \in \mathbb{R}^{n \times r}$ with $r=2 \ldots, 7$.

In this thesis, we present three types of numerical tests. In the first type of tests (5.9 5.11) the coefficient matrices $A$ and $B$ are finite difference discretizations of certain differential operators. In the second type of tests (5.12 5.17), we construct structured matrices $A$ and $B$ with prescribed eigenvalues for $B^{-T} A$. Finally, we discuss tests with block diagonal matrices built from the previous tests; see (5.39) and the numerical test 5.18 .

Numerical test 5.9. $A$ and $B$ are $10^{4} \times 10^{4}$ matrices obtained by finite-difference discretizations in $[0,1] \times[0,1]$ of the differential operators

$$
\begin{aligned}
a(u) & =-u_{x x}-u_{y y}+y(1-x) u_{x}+\gamma u, \\
b(u) & =-u_{x x}-u_{y y}
\end{aligned}
$$

respectively, where $\gamma=10^{4}$. The vectors $C_{1}, C_{2}$ have been multiplied by $10^{4}$ to match the magnitude of the entries of the matrices $A$ and $B$. The following table displays the obtained results.

| tol $=10^{-10}$ | EK | BK | BK-TR | EK-SYLV | EK-SYLV-woR | EK-woR |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| iterations | 14 | 70 | 15 | 15 | 15 | 14 |
| dim. approx. space | 56 | 140 | 30 | 60 | 60 | 56 |
| time (seconds) | 4.277 | 50.856 | 1.684 | 6.255 | 2.901 | 3.666 |

The convergence history is shown in Figure 5.1(a). In this test, all eigenvalues of $B^{-T} A$ are well outside the unit circle; the smallest absolute value of the eigenvalues is approximately equal to 1.1226 . All methods converge, with BK-TR being the fastest by far and BK the slowest. In this test, the use of extended Krylov spaces in EK does not add any essential information compared to BK-TR and therefore EK wastes half of the space.
Numerical test 5.10. $A$ and $B$ are $10^{4} \times 10^{4}$ matrices obtained by finite-difference discretizations in $[0,1] \times[0,1]$ of the differential operators

$$
\begin{aligned}
a(u) & =\left(-\exp (-x y) u_{x}\right)_{x}+\left(-\exp (x y) u_{y}\right)_{y}+100 x u_{x}+\gamma u \\
b(u) & =-u_{x x}-u_{y y},
\end{aligned}
$$

where $\gamma=5 \cdot 10^{4}$. The vectors $C_{1}, C_{2}$ have been multiplied by $10^{4}$ to match the magnitude of the entries of the matrices $A$ and $B$.


Figure 5.1: Convergence histories for numerical tests 5.9 and 5.11 .

| tol $=10^{-10}$ | EK | BK | BK-TR | EK-SYLV | EK-SYLV-woR | EK-woR |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| iterations | 8 | 83 | 8 | 8 | 8 | 8 |
| dim. approx. space | 32 | 166 | 16 | 32 | 32 | 32 |
| time (seconds) | 1.716 | 58.175 | 0.764 | 2.496 | 1.784 | 1.6160 |

The results are similar to the numerical test 5.9, only that the convergence (except for BK ) is faster due to the fact that the eigenvalues of $B^{-T} A$ are even further outside the unit circle. The eigenvalue of smallest absolute value is approximately equal to 1.6159 .

Numerical test 5.11. $A$ and $B$ are $10^{4} \times 10^{4}$ matrices obtained via finite-difference discretizations in $[0,1] \times[0,1]$ of the differential operators

$$
\begin{aligned}
a(u) & =\left(-\exp (-x y) u_{x}\right)_{x}+\left(-\exp (x y) u_{y}\right)_{y}+100 x u_{x}+\gamma u \\
b(u) & =-u_{x x}-u_{y y}+100 x u_{x}
\end{aligned}
$$

where $\gamma=5 \cdot 10^{4}$. The vectors $C_{1}, C_{2}$ have been multiplied by $10^{4}$ to match the magnitude of the entries of the matrices $A$ and $B$. It turns out that only EK converges for this example. BK, BK-TR, and EK-SYLV do not converge within 100 iterations and their relative residuals remained essentially constant around $10^{-3}$. This lack of convergence is marked with a star in the following table.

| tol $=10^{-10}$ | EK | BK $^{*}$ | BK-TR $^{*}$ | EK-SYLV* | EK-SYLV-woR* | EK-woR |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| iterations | 29 | 100 | 100 | 100 | 100 | 29 |
| dim. approx. space | 116 | 200 | 200 | 400 | 400 | 116 |
| time (seconds) | 10.920 | 70.715 | 63.835 | 521.214 | 71.807 | 9.158 |

The convergence history of EK is plotted in Figure 5.1(b), which shows stagnation until the dimension of the approximation subspace is 90 , after which quick convergence sets in. A key difference to the previous tests 5.9 and 5.10 is that the eigenvalues of $B^{-T} A$ are now located inside and outside the unit circle, with the magnitudes of the eigenvalues varying between 0.8679 and 1.4563. This fact has drastic effects on the convergence of the methods making EK the only valid method.

Tests 5.9, 5.10, and 5.11 clearly show that the eigenvalue distribution of $B^{-T} A$ plays an important role in the behavior of the algorithms. To investigate this further, we prescribe the eigenvalues of $B^{-T} A$ in the numerical tests 5.12 5.17. We construct these matrices as follows: let $A_{1}$ be a block diagonal real matrix with $1 \times 1$ or $2 \times 2$ blocks, whose eigenvalues are, respectively, the real and complex eigenvalues that are prescribed for $B^{-T} A$. We consider in addition the following tridiagonal matrices $P$ and $Q$

$$
P=\left[\begin{array}{cccc}
1 & \frac{1}{3} & & \\
\frac{1}{2} & 1 & \ddots & \\
& \ddots & \ddots & \frac{1}{3} \\
& & \frac{1}{2} & 1
\end{array}\right], \quad Q=\left[\begin{array}{cccc}
1 & \frac{1}{6} & & \\
\frac{1}{4} & 1 & \ddots & \\
& \ddots & \ddots & \frac{1}{6} \\
& & \frac{1}{4} & 1
\end{array}\right] .
$$

Next, we define the matrices $A=P A_{1} Q$ and $B=Q^{T} P^{T}$. The eigenvalues of $A_{1}$ and $B^{-T} A$ are equal because

$$
B^{-T} A=\left(Q^{T} P^{T}\right)^{-T} P A_{1} Q=(P Q)^{-1} P A_{1} Q=Q^{-1} P^{-1} P A_{1} Q=Q^{-1} A_{1} Q .
$$

Note that $B$ is pentadiagonal and that $A$ has at most 7 nonzero diagonals.
Numerical test 5.12. $A$ and $B$ are $10^{5} \times 10^{5}$ matrices such that the eigenvalues of $B^{-T} A$ are distributed as in Figure 5.2 (a). Observe that all eigenvalues of $B^{-T} A$ are well inside the unit circle. BK-TR did not converge in 70 iterations; it was not even close to.

| tol $=10^{-10}$ | EK | BK | BK-TR $^{*}$ | EK-SYLV | EK-SYLV-woR | EK-woR |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| iterations | 13 | 13 | 70 | 15 | 15 | 13 |
| dim. approx. space | 52 | 26 | 140 | 60 | 60 | 52 |
| time (seconds) | 14.227 | 6.474 | 179.416 | 107.796 | 15.568 | 11.776 |

The convergence history is shown in Figure 5.2 (b). BK is the fastest method by far, which is in full agreement with the discussion in Section 5.4. The behaviors of BK and BK-TR are opposite to what has been observed in the tests 5.9 and 5.10 , while EK and EK-SYLV behave the same.


Figure 5.2: Distribution of eigenvalues of $B^{-T} A$ and convergence history for numerical test 5.12 .

Numerical test 5.13. $A$ and $B$ are $10^{5} \times 10^{5}$ matrices such that the eigenvalues of $B^{-T} A$ are distributed as in Figure 5.3 (a). Observe that all eigenvalues of $B^{-T} A$ are well outside the unit circle. BK did not converge in 70 iterations; it was not even close to.

| tol $=10^{-10}$ | EK | BK $^{*}$ | BK-TR | EK-SYLV | EK-SYLV-woR | EK-woR |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| iterations | 13 | 70 | 13 | 13 | 13 | 13 |
| dim. approx. space | 52 | 140 | 26 | 52 | 52 | 52 |
| time (seconds) | 14.024 | 168.041 | 6.489 | 73.492 | 12.448 | 11.965 |

All results are very similar to the ones in test 5.9, except that the CPU times increase as a consequence of the larger size. However, we emphasize that the distributions of eigenvalues of $B^{-T} A$ are very different in both cases, in particular, for test 5.9 the eigenvalues are either real or distributed along an arc, even though the eigenvalues are well outside the unit circle in both cases.

Numerical test 5.14. $A$ and $B$ are $10^{5} \times 10^{5}$ matrices such that the eigenvalues of $B^{-T} A$ are distributed as in Figure 5.3 (b). Observe that $B^{-T} A$ has eigenvalue inside and outside the unit circle and near 1. The behaviors of the methods are as in test 5.11 , with EK being the only converging method. All other methods were not close to convergence in 70 iterations.

| tol $=10^{-10}$ | EK | BK $^{*}$ | BK-TR $^{*}$ | EK-SYLV* | EK-SYLV-woR | EK-woR |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| iterations | 21 | 70 | 70 | 70 | 70 | 21 |
| dim. approx. space | 84 | 140 | 140 | 280 | 280 | 84 |
| time (seconds) | 35.427 | 178.722 | 192.536 | 3041.208 | 296.339 | 32.569 |


(a) Numerical test 5.13 (unit circle-dashed line). (b) Numerical test 5.14 (unit circle-dashed line).

Figure 5.3: Distribution of eigenvalues of $B^{-T} A$ for numerical tests 5.13 and 5.14 .

Numerical test 5.15. $A$ and $B$ are $10^{5} \times 10^{5}$ matrices such that the eigenvalues of $B^{-T} A$ are distributed as in Figure 5.4(a). In this test, the eigenvalues of $B^{-T} A$ are outside the unit circle and close to the real interval $[3,5]$. This test illustrates a situation that we have not seen before: both BK-TR and BK exhibit fast convergence, which is surprising in the light of the discussion in Section 6 and the results of the previous tests. As expected, BK-TR is the fastest method, but the difference is not as large as in the other tests.

| tol $=10^{-10}$ | EK | BK | BK-TR | EK-SYLV | EK-SYLV-woR | EK-woR |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| iterations | 3 | 9 | 4 | 3 | 3 | 3 |
| dim. approx. space | 12 | 18 | 8 | 12 | 12 | 12 |
| time (seconds) | 1.435 | 8.190 | 1.092 | 3.135 | 1.544 | 1.382 |

Numerical test 5.16. The tests presented so far may give the impression that EK converges well for any real T-Sylvester equation; however, this is not true. In fact, when $B^{-T} A$ has eigenvalues inside and outside the unit circle, often none of the methods presented in this paper can be expected to work well. This test is an example of such a situation. $A$ and $B$ are $10^{5} \times 10^{5}$ matrices such that the eigenvalues of $B^{-T} A$ are distributed as in Figure 5.4 (b). With tol $=10^{-10}$ none of the methods converged in 200 iterations, at which they reached relative residuals in the order of $10^{-2}-10^{-3}$. We have performed other tests with eigenvalues of $B^{-T} A$ distributed as in Figure 5.4(b) but with matrices of size $1000 \times 1000$. These small sized cases can be solved directly by using the Algorithm 3.3 and we have observed that the solution is very far from having low-rank. As a consequence, the relative residuals for all methods remain constant around $10^{-3}$ until the dimensions of the approximation spaces are equal to 1000 , i.e., they are the whole space.


(a) Numerical test 5.15 (unit circle-dashed line). (b) Numerical test 5.16 (unit circle-dashed line).

Figure 5.4: Distribution of eigenvalues of $B^{-T} A$ for numerical tests 5.15 and 5.16 .

Numerical test 5.17. In this example, the eigenvalues of $B^{-T} A$ are prescribed to lie all inside the unit circle, but some of them are close to 1 , see Figure 5.5(a). This test illustrates a situation where EK-SYLV does not converge in 100 iterations, while EK and BK do converge. The failure of BK-TR is expected from the discussion in Section 5.4 and the failure of EK-SYLV from the discussion after Theorem 3.12. After 100 iterations BK-TR and EK-SYLV were far from satisfying the stopping criterion. All methods have difficulties with this example and the convergence history for EK and BK differs from the other examples, see Figure 5.5(b).

| tol $=10^{-7}$ | EK | BK | BK-TR $^{*}$ | EK-SYLV $^{*}$ | EK-SYLV-woR | EK-woR |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| iterations | 57 | 57 | 100 | 100 | 100 | 57 |
| dim. approx. space | 228 | 114 | 200 | 400 | 400 | 228 |
| time (seconds) | 261.566 | 112.351 | 336.915 | 6785.715 | 567.110 | 217.339 |

Finally, we have considered matrices $A$ and $B$ from the previous tests such that BK or BK-TR performs well but the other methods do not, and then we construct the new pair of matrices

$$
\begin{equation*}
\tilde{A}=\operatorname{diag}(A, B) \quad \text { and } \quad \tilde{B}=\operatorname{diag}(B, A) \tag{5.39}
\end{equation*}
$$

When proceeding in this way for the matrices from tests 5.9, 5.10, and 5.12, only EK is observed to perform well. For brevity we report only the case coming from test 5.12.

Numerical test 5.18. We construct matrices $A$ and $B$ of size $\left(2 \cdot 10^{5}\right) \times\left(2 \cdot 10^{5}\right)$ applying (5.39) to the matrices from test 5.12. BK, BK-TR and EK-SYLV do not

(a) Eigenvalues of $B^{-T} A$ and unit circle (dashed line).

(b) Convergence history.

Figure 5.5: Distribution of eigenvalues of $B^{-T} A$ and convergence history for numerical test 5.17.
converge in 70 iterations and they are by no means close to satisfying the stopping criterion. In contrast, EK converges in 44 iterations, see also Figure 5.6.

| tol $=10^{-10}$ | EK | BK $^{*}$ | BK-TR $^{*}$ | EK-SYLV* | EK-SYLV-woR | EK-woR |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| iteration | 44 | 70 | 70 | 70 | 70 | 44 |
| dim. approx. space | 176 | 140 | 140 | 280 | 280 | 176 |
| time (seconds) | 305.621 | 352.733 | 372.358 | 6750.553 | 675.375 | 289.663 |



Figure 5.6: Distribution of eigenvalues of $B^{-T} A$ and convergence history for numerical test 5.18 .

We can see that our numerical experiments show that the new extended Krylov method we have introduced in Algorithm 5.2 works very well in many situations and that, if it fails, then all the other methods fail too. However, if we have some previous information about the behavior of the eigenvalues of $B^{-T} A$ and they are either well inside the unit circle, or well outside the unit circle, then the new block Krylov method introduced in Algorithm 5.1 is much faster. More conclusions and open problems will be discussed in Chapter 6.

## Chapter 6

## Conclusions, publications and open problems

In this chapter, we discuss the main conclusions and original results of this PhD Thesis. We also present a list of all papers that include the results developed in this dissertation, the conferences where they have been presented, and we discuss some future work motivated by the results obtained in this thesis.

### 6.1 Conclusions and original contributions

In this section, we provide a summary of the main original results introduced in this PhD Thesis.

Chapter 3: As far as we know, the connection we have established between T-Sylvester equations and Sylvester equations in Theorem 3.12 is a new result in the literature. A priori, these relations suggest that a large-scale T-Sylvester equation can be solved numerically by using a projection method on the related Sylvester equation stated in Theorem 3.12(b). However, the numerical experiments show that this is not a good approach, and projection methods developed specifically for T-Sylvester equations perform much better than the ones for the related Sylvester equation.

Chapter 4: We have introduced the R-CORK method for solving large-scale rational eigenvalue problems $R(\lambda) x=0$, with $R(\lambda)$ represented as in (2.9), this is, $R(\lambda)=P(\lambda)-E(C-\lambda D)^{-1} F^{T}$, where $P(\lambda)$ is the polynomial part and $E(C-\lambda D)^{-1} F^{T}$ is the strictly proper part of the rational matrix $R(\lambda)$. Note that, the first key idea is that R-CORK solves the generalized (linear) eigenvalue problem $(\mathcal{A}-\lambda \mathcal{B}) \mathbf{z}=0$, defined in (2.10), for $\mathcal{A}, \mathcal{B}$ and $\mathbf{z}$ as in (2.11)-2.12).
The second key idea is that R-CORK is a structured version of the classical rational Krylov method for solving generalized eigenvalue problems that takes
advantage of the particular structure of the linearization 2.10). This structure allows us to represent the orthonormal bases of the rational Krylov subspaces of the linearization in a compact form involving less parameters than the bases of rational Krylov subspaces of the same dimension corresponding to unstructured generalized eigenvalue problems of the same size as the considered linearization. In addition, this compact form can be efficiently and stably updated in each rational Krylov iteration by the use of two levels of orthogonalization in the spirit of the TOAR [100, 71, 63] and the CORK [104] methods for large-scale polynomial eigenvalue problems.
The combined use of the compact representation of rational Krylov subspaces and the two levels of orthogonalization in R-CORK reduces significantly the orthogonalization and the memory costs with respect to a direct application of the classical rational Krylov method to the linearization $\mathcal{A}-\lambda \mathcal{B}$. If we consider as $n \times n$ the size of $R(\lambda), j$ the maximum dimension of the Krylov subspaces of $\mathcal{A}-\lambda \mathcal{B}, d$ the degree of $P(\lambda)$, and $s \times s$ the size of the pencil $(C-\lambda D)$, then the reduction in costs of R-CORK is appreciable in the case when $j d \ll n$, which always happens in large scale problems, and very considerable if also $s \ll n$ and $d<j$, which occurs in most applications of rational eigenvalue problems. In this case, after $j$ iterations, the orthogonalization cost of R-CORK is $\mathcal{O}\left(j^{2} n\right)$, while the cost of the classical rational Krylov is $\mathcal{O}\left(j^{2} n d\right)$, and the memory cost of R-CORK is approximately $n j$ numbers, while the one of classical rational Krylov is $n d j$. These reductions can be combined with an structured implementation of a Krylov-Schur implicit restarting adapted to the compact representation used by R-CORK, which allows us to keep the dimension of the Krylov subspaces moderate without essentially increasing the number of iterations until convergence. Our numerical experiments confirm all these good properties of the R-CORK method.
Chapter 5: Two new projection algorithms based on Krylov subspaces to solve real, large-scale and sparse T-Sylvester equations, $A X+X^{T} B=C$, with lowrank right-hand side were developed and tested extensively in many different situations. In our numerical experiments, we have compared the new methods with the extended Krylov method applied to the equivalent standard Sylvester equation: $\left(B^{-T} A\right) X-X\left(A^{-T} B\right)=B^{-T} C-B^{-T} C^{T} A^{-T} B$.
Our experiments show that the first method, based on block Krylov subspaces, works efficiently if the eigenvalues of $B^{-T} A$ are inside the unit circle, in the sense of CPU time and reliability. Note that similar comments hold if the eigenvalues of $B^{-T} A$ are outside the unit circle and the block Krylov method is applied to the transposed of the given T-Sylvester equation, this is, if it is applied to $B^{T} X+X^{T} A^{T}=C^{T}$.

The second procedure, based on extended block Krylov subspaces, works very well in many situations and we can see, based on our numerical experience, that
if it fails, then all the other methods fail.
The implementation for the new procedures that we have introduced for the solution of the T-Sylvester equation projects the large-scale problem into a small-scale T-Sylvester equation. We showed that the construction of the matrices for the reduced equation can be performed without extra costs, resulting in fast and efficient algorithms.

Note that, the extended Krylov method applied to the equivalent standard Sylvester equation fails more often than the new methods, and also that, when it converges, it is always considerably smaller than the new algorithms. For these reasons, we do not recommend to use it.

The relation between T-Sylvester equations and T-Stein equations give us some intuition on the expected convergence of the projection method, in particular when $\rho\left(B^{-T} A\right)<1$, where the block Krylov method converges always quickly.

With the results in Chapter 5, we solve a relevant open problem concerning the T-Sylvester equation, namely, its numerical solution in the large-scale setting.

### 6.2 Publications

The results in Chapter 4 are contained in:

Dopico, F. M., González-Pizarro, J., A compact rational Krylov method for large-scale rational eigenvalue problems, accepted in Numer. Linear Algebra Appl., ArXiv:1705.06982, 2018.

Theorem 3.12 in Section 3.2 and the results in Chapter 5 are contained in:

Dopico, F. M., González-Pizarro, J., Kressner, D., Simoncini, V., Projection methods for large-scale T-Sylvester equations, Math. Comp. 85:24272455, DOI: HTTPS://DOI.ORG/10.1090/MCOM/3081, 2016.

### 6.3 Contributions to conferences

The results developed in this PhD Thesis were presented by its author in several conferences. Among these conferences, we find some of the most relevant international conferences in the area of Linear Algebra: The International Linear Algebra Society (ILAS) conference and the Society for Industrial and Applied Mathematics (SIAM) conference. The Krylov methods for solving T-Sylvester equations developed in Chapter 5 were presented in the following conferences:

- Projection methods for large T-Sylvester equations. Presented as a contributed talk in the joint meeting organized by the spanish thematic network of Linear Algebra, Matrix Analysis and Applications (ALAMA) and the german activity group of the International Association of Applied Mathematics and Mechanics (GAMM) on Applied and Numerical Linear Algebra (ANLA), (ALAMAGAMM/ANLA'2014 meeting), Polytechnic University of Catalonia, Barcelona, Spain, July 14-16, 2014.
- Projection methods for large T-Sylvester equations. Also presented as a contributed talk, in the 19th ILAS Conference, Sungkyunkwan University, Seoul, South Korea, August 6-9, 2014.
- Projection methods for large T-Sylvester equations. Presented as a contributed talk in the Workshop on Matrix Equations and Tensor Techniques, University of Bologna, Bologna, Italy, September 21-22, 2015.

Whereas that the results related to the R-CORK method developed in Chapter 4 were presented in:

- Two-Level orthogonal Arnoldi method for large rational eigenvalue problems. Presented as a contributed presentation in the session of "Eigenvalue and SVD Problems" in the SIAM Conference on Applied Linear Algebra (LA15), Hyatt Regency Atlanta Hotel, Atlanta, United States of America, October 26-30, 2015.
- Two-level orthogonal Arnoldi method for large rational eigenvalue problems. Presented in the Young Researchers Sessions in the ALAMA'2016 Meeting, Real Colegiata San Isidoro Hotel, León, Spain, June 20-22, 2016.
- A compact rational Krylov method for large-scale rational eigenvalue problems. Presented in the minisymposium "Polynomial and Rational Eigenvalue Problems" in the 20th Conference of the International Linear Algebra Society (ILAS), Catholic University of Leuven, Leuven, Belgium, July 11-15, 2016.


### 6.4 Future work and open problems

Finally, we present some open problems and future research motivated by the results obtained in this dissertation.

Problem 1: Backward error analysis of the R-CORK method. Consider the Arnoldi method with the Arnoldi recurrence relation (2.18) written as

$$
A V_{m}=V_{m+1} \underline{H}_{m}
$$

It is well known that if an implementation in floating point arithmetic of the Arnoldi method is performed, with special care in the orthogonalization process, it results in a backward stable algorithm [6, 91] in the sense that computed the matrices $\hat{V}_{m+1}$ and $\underline{H}_{m}$ satisfy an exact Arnoldi recurrence relation for a slightly perturbed matrix, this is,

$$
(A+\Delta A) \hat{V}_{m}=\hat{V}_{m+1} \underline{\hat{H}}_{m}
$$

with $\|\Delta A\|_{2}=\mathcal{O}(\epsilon)\|A\|_{2}$ and $\epsilon$ the unit roundoff of the computer.
This means that a basis of an exact Krylov subspace corresponding to a nearby matrix to $A$ is computed. A similar backward error analysis can be performed for the shift-and-invert Arnoldi algorithm [88]. This analysis shows that an implementation in floating point arithmetic of the Arnoldi method applied to $A^{-1}$ yields computed matrices $\hat{V}_{m+1}$ and $\underline{\hat{H}}_{m}$ such that

$$
(A+\Delta A)^{-1} \hat{V}_{m}=\hat{V}_{m+1} \underline{\hat{H}}_{m}
$$

again with $\|\Delta A\|_{2}=\mathcal{O}(\epsilon)\|A\|_{2}$.
As a future work, we propose to develop a backward error analysis of the RCORK method. First, we are interested into prove that the algorithm is backward stable for the linearized problem, and then, establish relations between this analysis and the "coefficients" of the rational matrix in the representation (2.9). However, the R-CORK method is a structured algorithm based on the rational Krylov method. For this reason, as a starting point, this analysis should be performed first for a compact Arnoldi method applied to the linearization (2.10) and be continued to the shift-and-invert compact Arnoldi algorithm with a fixed shift at the origin, to finalize with the implementation of the compact rational Krylov method with different shifts at each iteration, i.e., R-CORK. This work is already being addressed by the author and is a work in progress.

## Problem 2: Extend R-CORK to other linearizations, in particular to

 linearizations that express the polynomial part in other bases. In this work, we have considered the R-CORK method for solving the REP $R(\lambda) x=0$, with $R(\lambda)$ defined as in (2.9), i.e.,$$
R(\lambda)=P(\lambda)-E(C-\lambda D)^{-1} F^{T}
$$

where $P(\lambda)$ is expressed in the monomial basis. Since matrix polynomials can be expressed in several different bases, it is natural to consider the rational matrix with the polynomial part expressed as

$$
P(\lambda)=\sum_{i=0}^{d} b_{i}(\lambda) P_{i}
$$

where $b_{i}(\lambda), i=0, \ldots, d$, is a polynomial of degree $i$. The authors of [36] developed linearizations for rational matrices with polynomial part expressed in orthogonal bases. Some of these linearizations have the structure of the structured pencils in Definition 2.13 augmented with the matrices $E, C, D$ and $F$ in (2.9), which allows easily to extend R-CORK for them. However, there are linearizations in [36] that do not have this structure. For that reason, it is of interest to analyze if R-CORK can be developed by considering linearizations that are not structured-like pencils. In [70] this problem is addressed for nonlinear matrices that are approximated by rational matrices, however, these rational matrices are not expressed as in (2.9) and the linearizations that they use are not strong linearizations, unlike the linearizations introduced in [36]. In this way, both methods could be compared and the advantages or disadvantages of them could be analyzed.

Problem 3: Develop a compact two-sided Krylov method for REPs expressed as the sum of a polynomial part and a strictly proper rational part. As we mentioned in Section 2.4.3, CORK is a method that exploits the structure of the linearization for constructing the Krylov vectors in a compact form. However, CORK approximates eigenvalues and their corresponding right eigenvectors but is not suitable in its current form for the computation of left eigenvectors. For this reason, two-sided compact rational Krylov methods are introduced in [69]. These methods are a generalization of the CORK method and they are based on a class of Kronecker structured pencils that includes many linearizations. This class of structured pencils facilitates the development of a general framework for the computation of both right and left-sided Krylov subspaces in compact form, which allows to compute both right and left eigenvectors. However, these linearizations do not consider the case when the rational matrix is expressed as in (2.9), this is, as the sum of a polynomial part and a strictly proper rational part. For this reason, an extension of the R-CORK method would be useful to develop a compact two-sided Krylov method for REPs expressed as in (2.9).

Problem 4: Develop low-rank Smith methods for solving large-scale and sparse T-Sylvester equations with low-rank right-hand side. Since the projection methods that we introduced in this dissertation are, as far as we know, the first methods for solving large-scale T-Sylvester equations with low-rank right-hand side, it is natural to think about the idea of developing other procedures to solve this matrix equation. As we saw in Section 5.4, the T-Sylvester equation $A X+X^{T} B=C_{1} C_{2}^{T}$ is equivalent to the T-Stein equation $X=B^{-T} C_{2} C_{1}^{T}-B^{-T} X^{T} A^{T}$ which might be solved by developing a low-rank Smith method [78]. Smith methods were developed many years ago for solving Sylvester equations [93] and, then, they were used for solving large-scale Lyapunov equations with low-rank right-hand side [78] by creating
a procedure that accelerates the convergence of the fixed point iteration to the solution and by approximating the solution by a low-rank matrix in order to have low storage requirements. They use an expression of the iterates, that could be extended for T-Sylvester equations, to compute iterative subsequences of the fixed point iteration which results in algorithms that converges fast. The development of this procedure could result in an efficient method for solving large-scale T-Sylvester equations and it would allow us to compare the results with the ones obtained by projection methods.
Problem 5: An error analysis of the projection methods for the TSylvester equation. An error analysis of projection methods for Sylvester equations has been discussed in [11]. As we mentioned in Section 3.3, projection methods for solving the Sylvester equation are based on Galerkin conditions, which is an important difference with our projection methods for the T-Sylvester equation, which are based on Petrov-Galerkin conditions. For instance, if we consider the Sylvester equation $A X+X B=C$ with $C:=C_{1} C_{2}^{T}$ of rank 1 and $A$ and $B$ having disjoint field of values, an estimate for the Galerkin residual can be obtained [11, Theorem 2.3]. As far as we know, it does not exist a similar result for projection methods for the T-Sylvester equation and these results are far from being trivial. The development of this error analysis will be the subject of future work.
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