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Abstract—Fog computing has rapidly become a widely ac-
cepted computing paradigm to mitigate cloud computing-based
infrastructure limitations such as scarcity of bandwidth, large
latency, security, and privacy issues. Fog computing resources
and applications dynamically vary at run-time, and they are
highly distributed, mobile, and appear-disappear rapidly at any
time over the internet. Therefore, to ensure the quality of service
and experience for end-users, it is necessary to comply with a
comprehensive monitoring approach. However, the volatility and
dynamism characteristics of fog resources make the monitoring
design complex and cumbersome.The aim of this article is there-
fore threefold: (i) to analyze fog computing-based infrastructures
and existing monitoring solutions; (ii) to highlight the main
requirements and challenges based on a taxonomy; and (iii) to
identify open issues and potential future research directions.

Index Terms—Fog Computing, Edge Computing, Cloud Com-
puting, Resource Monitoring and Management
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I. INTRODUCTION

Cloud computing has been a commonly used computing
paradigm that provides on-demand access to a shared pool
of configurable computing resources (i.e., computing, storage,
and networks), enabling resources to be rapidly provisioned
and released [1]. Furthermore, it provides a flexible pricing
model (such as the pay-as-you-go model), and secure appli-
cations and services provisioning for both providers and op-
erators, by sharing the computing infrastructure to reduce the
maintenance and management complexity of both hardware
and software resources. It is understood that Software Defined
Networking (SDN) will play a significant role to achieve the
simultaneous demands for different requirements such as secu-
rity, virtualization, manageability, mobility, and agility in the
computing environment. SDN is an emerging paradigm that
introduces a programmable network by decoupling the control
plane from the underlying physical routers and switches [2].
Network Function Virtualisation (NFV) and SDN collectively
enhance the flexibility of service offerings and network man-
agement in the cloud environment. Moreover, NFV enables
mobile operators a degree of freedom to dynamically deploy
services in response to the needs of the traffic and customers
by decoupling the network functions from the underlying
hardware platform [3]. Nowadays, cloud computing is a widely
used computing paradigm, and several companies (such as
Amazon Web Services!, Kamatera?, Microsoft Azure, Google
Cloud Platform®*, Vmware>, IBM Cloud®, etc...) provide com-
puting resources such as storage, database, servers, and net-
working to customers and operators at reduced costs compared
to self-deployed enterprise computing resources. Despite the
many advantages of cloud computing, there are still limita-
tions with the adaptation required in different companies and
use-cases. Since cloud-based systems are Internet-dependent;
they expose potential vulnerabilities for an attack, security,
and privacy challenges. Furthermore, the emergence of the
Internet of Things (IoT) causes a large number of connected
things to generate massive and heterogeneous data that is
cumbersome to process and store with the cloud computing
paradigm. Furthermore, the explosion of demands of real-time
and latency-sensitive applications from things such as sensors,
actuators, and smart devices poses additional challenges to the
network bandwidth. Thus, cloud computing cannot cope alone
with these issues [4]. Multi-Access Edge Computing (MEC)
provides an IT service environment with cloud-computing
capabilities at the edge of the mobile network, within the
Radio Access Network (RAN) and close to mobile subscribers.
MEC has standardized in an ETSI Industry Specification
Group (ISG), and it aims to reduce latency, ensure highly
efficient network operation and service delivery, and offer an
improved end-user service. MEC, SDN, and NFV together
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are key emerging technologies for 5G networks by leverag-
ing programmable approaches, software networking, and the
use of IT virtualization technologies extensively within the
telecommunications infrastructure, functions, and applications
to satisfy the demanding requirements of 5G in terms of
expected throughput, latency, scalability, and automation [5].

In 2012, researchers at Cisco proposed a new computing
paradigm called fog computing to ensure low latency while
supporting high mobility as a complement to the cloud solu-
tion. Fog computing extends the cloud services to the edge
of the network, placing the computing, storage, control, and
networking functions closer to edge devices and end-users
to achieve low-latency, enhance mobility, network bandwidth,
security, and privacy [6]-[9]. Edge computing is another
contemporary computing paradigm which refers to enabling
technologies allowing computation at the edge of the network,
e.g., on downlink data on behalf of cloud services and uplink
data on behalf of IoT services [10]-[12], [16]. Fog computing
is also often referred to as edge computing, though edge tends
to be limited to a small number of resource layers, and fog
encompasses multiple layers.

The fog/edge computing paradigm improves the capabilities
and responsibilities of resources at the edge of the network
compared to traditional centralized cloud architectures by not
only placing services in the proximity of end-users or devices
but also using new data transfer protocols to improve the in-
teraction with data center-based services. Fog computing also
provides a low latency response time for the application. To
keep the required Service Level Agreement (SLA), Quality of
Service (QoS), and Quality of Experience (QoE) for the end-
users and customers, it is necessary to apply a comprehensive
monitoring approach. This article aims to analyze the main
characteristics of fog computing-based infrastructures, existing
monitoring solutions proposed for such environments, enumer-
ate their shortcomings, and, based on a proposed taxonomy,
identify potential research directions in this field.

This article is organized into sections as follows: Section
II covers the research objectives and methodology chosen
in this work. Section III introduces the fog computing-based
infrastructure advantages and challenges. Section IV illustrates
the new thematic taxonomy and challenges in fog computing.
Section V reviews the state-of-the-art of the existing mon-
itoring solutions and their challenges in adapting them for
fog environment based on the identified thematic taxonomy.
Furthermore, section VI presents three case studies that would
elaborate on the monitoring solution in the fog computing
paradigm. We foresee different possible research directions for
monitoring solutions in fog computing in section VII. Finally,
we conclude our work by identifying potential future activities
in section VIIL.

II. RESEARCH METHODOLOGY

The objective of this section is to clarify the Technical Ques-
tions (TQ) that probably found in the monitoring solutions for
a fog computing environment and the research methodology
adopted in this work. Furthermore, the goal of this paper is to



address the following technical questions.
TQ-1: What are the main characteristics of fog computing
resources and applications considered?
The goal of this question is to explain the main characteristics
and properties of fog computing-based infrastructure. The
solution to this question supports the researchers to investigate
a monitoring system that satisfies tracking measuring metrics
in the fog computing environment.
TQ-2: What are the main requirements considered for resource
monitoring in fog computing?
This question intends to identify the relevant monitoring
requirements and features that are required by a monitoring
solution or tool that enables them to monitor accurately,
effectively, and efficiently resources in the fog computing
paradigm.
TQ-3: Are there any existing monitoring tools or solutions
technically possible solutions for the fog computing paradigm?
The objective of this question is to review the existing solu-
tions (i.e., cloud computing monitoring solutions and tools)
and to verify if they are technically fit enough in the fog
computing framework.

TQ-4: What are the most reliable case-studies considered in
the monitoring solutions in fog computing?
The main objective of this question is to discover the fog mon-
itoring solution in different domains, which are fog computing
enabled infrastructures.
TQ-5: What are the future research directions and open issues
for the monitoring solutions and tools in the fog computing
systems?
The goal of this question is to stipulate the open issues and
research directions in the field of fog monitoring approach.
Consequently, the answer to this question encourages the
researchers to understand the current research results and
trends in the area of the fog monitoring solution.
Our research methodology comprises six core phases, as
presented in Fig. 1. Moreover, Fig. 1 shows the research
methodology phases adopted in our work and the kind of
literature used to accomplish the aim of each phase. Phase
1 has already outlined in this section that deals with deter-
mining the research goals and technical questions. Besides,
fog computing enabled infrastructure has then been studied
in phase 2 and described in the third section. Furthermore,
the fourth section illustrates the requirements and features of
monitoring in fog computing and analyzed in the third phase.
Phase 4 describes the existing monitoring solution, as depicted
in section V. Furthermore, in phase 5 deals with the case
studies in fog computing and depicted in section VI. Finally,
the sixth phase details the open issues and future research
directions and explains in section VII.

IT1I. FOG COMPUTING BASED INFRASTRUCTURE AND ITS

CHALLENGES

Fog computing is a distributed computing paradigm that
provides the missing link in the cloud-to-thing continuum. It
gives computing, storage, control, and networking functions
closer to the end devices/users with seamless integration of
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Fig. 1. Research Methodology

the existing cloud infrastructure [16] to solve the bandwidth
and latency limitations of the cloud-only computing paradigm.
Fog nodes reside on the local access network, closer to IoT
and end-user devices. These devices can directly access and
consume resources from the fog, enhancing the security [14],
and providing localization and mobility support [15].

Furthermore, fog based infrastructures include a large num-
ber of geographically dispersed heterogeneous nodes, which
could be switches, routers, computers, and even cell phones.
And thus, fog computing enables users to upload or download
data to/from both data centers in the cloud and nearest fog
nodes. Similarly, it allows users to receive or send data from/to
neighboring nodes, and other users using Device-to-Device
communication (D2D) [13], where devices can communicate
peer-to-peer within a fog domain and through cloud cross fog
domain. Besides, node distribution and proximity character-
istics allow controlling location, mobility, network condition,
and behavior to efficiently implement customized services to
meet the required SLA and QoS.

Instead of waiting for batch processing in a data center,
fog nodes provide computing services closer to the end-
user devices [18]. And thus, it is suitable for real-time in-
teractive applications. A fog node can filter irrelevant data
and significantly aggregate only essential data that should be
streamed to the cloud to reduce the workload among local
and remote servers. Likewise, the rapid growth of IoT devices
and applications reduces the energy efficiency of the system.
However, tasks can be offloaded from end devices to fog
nodes, which is closer to the end device/user and thus reduces
energy consumption. The aforementioned important features
make the fog computing paradigm to be used in different
infrastructures such as Smart Cities [18], [62]-[65], Tele-
surveillance [20], Health care [20], [69]-[75], [77] and Smart
Transportation [21].

A. Fog computing architecture

Several studies [17], [23], [24], and [6] have proposed var-
ious architectures of Fog Computing. The OpenFog reference
architecture (shown in Fig. 2) is the most comprehensive one
in which most computing characteristics are considered. The
OpenFog architecture description is a composite of perspec-
tives and multiple stakeholder views used to satisfy a given
fog computing deployment or scenario. The three views that
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the authors of [6] have identified include Software, System,
and Node.

o Software view: It is represented in the top three layers
shown in the architecture description and includes Appli-
cation Services, Application Support, Node Management
(IB), and Software Backplane.

o System view: It is represented in the middle layers,
which include Hardware Virtualization down through the
Hardware Platform Infrastructure.

e Node view: It is represented in the bottom two layers,
which include the Protocol Abstraction Layer and Sen-
sors, Actuators, and Control. A Fog computing environ-
ment comprises a hierarchical arrangement of fog nodes
throughout the network between end-user devices and
sensors, and the cloud at the core of the network.

B. Challenges in fog computing

Fog computing provides several advantages over the central-
ized cloud computing such as low latency, mobility support,
and location awareness. However, it faces many challenges in
its implementation and operation. In this subsection, we go
through four main challenges in fog computing.

1) Scalability and node placement: As we have discussed in
the prior sections, the number of IoT devices is growing
drastically (it is in the order of billions), producing
large and heterogeneous data. Therefore, a fog node
with a sufficient amount of resources to treat the rise
of IoT devices and applications is required. However,
fog nodes are resource restrained to satisfy the demands
[25]. A group of fog nodes operates collaboratively
and coordinately to provide a better service to their
customers. Therefore, optimal placement of fog nodes
would enhance the chance to support the number of
users with better quality. Thus, various user demands
at different locations, and how to optimally distribute
the nodes becomes a challenging problem [26].

2) Heterogeneity and design complexity: Fog computing
aims to support diverse and massive IoT devices and

sensors designed by different manufacturers with dif-
ferent software and hardware requirements. The devices
have various specifications such as computing power,
storage, communication protocol, and security level.
Therefore, designing a fog node to support those issues
is cumbersome [25].

3) Dynamic resource management: Fog computing re-
sources appear and disappear rapidly. Therefore, the dy-
namic variation and volatility property of fog resources
make them difficult to manage [25], [27].

4) Security and privacy: Fog nodes contain highly dis-
tributed, heterogeneous and limited resources such as
memory, CPU, and RAM that are not suitable to deploy
the existing security and privacy algorithms. Therefore,
new techniques for data privacy, usage privacy, and
location privacy adapted to these constraints need to be
designed [25], [28].

IV. A TAXONOMY OF MONITORING SOLUTIONS IN FOG
COMPUTING AND CHALLENGES

Monitoring is a vital component in a management system,
which is responsible for tracking changes in an operational
infrastructure to identify and take remedy against any deteri-
oration in the system performance. Besides, it is essential to
ensure the Quality of Service (QoS) of applications, Quality of
Experience (QoE) for the end-users, and provide information
and Key Performance Indicators (KPIs) for both platforms
and applications. Furthermore, monitoring is an important
task to guarantee a Service Level Agreement (SLA) between
providers and consumers by controlling and managing hard-
ware and software infrastructures, tracing and taking remedy
against violations of agreed terms (for both the provider and
the consumers) [29], [30]. Monitoring in an environment as
complex, heterogeneous, and volatile as fog computing is an
extreme challenge. Analyzing this challenge and providing
directions for future research is the outcome of this article.

This section introduces a taxonomy for the analysis of
monitoring solutions in fog computing. Fig. 3 summarizes
the possible classification of desired monitoring solutions in
fog computing, based on an analysis of different parameters.
The parameters chosen for this taxonomy include: (i) Monitor-
ing architecture, (ii) Monitoring Design parameters, and (iii)
Monitoring requirements. After presenting this taxonomy, we
analyze the main challenges of monitoring in fog computing.

A. Monitoring Architecture

A monitoring system with very particular features is re-
quired to monitor the fast-changing and appear-disappear
behavior of the heterogeneous fog resources. Furthermore,
fog nodes are resource-constrained, and hence, a lightweight
monitoring method is required to deploy and operate with
small resource consumption. Therefore, as depicted in Fig. 4,
monitoring systems are decomposed into three service func-
tions and, they can be deployed in different devices to enhance
the monitoring system availability and non-intrusiveness [7],
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[23], [29]-[32], [78]. The three fundamental service functions
of a monitoring system are [30]:

1) Observation function: It collects monitoring data from
distributed probes through specified APIs and sends
them to the processing function.

2) Processing function: It processes the collected
measured-data, which includes measurement data
aggregation and filtering, measurement transformation
into events, event processing, and notification
management. Finally, it sends the processed measured
data to the exposition session.

3) Exposition function: It sends measured metrics values,
alerts/notifications to the corresponding management
system(s).
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Fig. 4. Fundamental Monitoring Services and Functional Decomposition

The authors of [30] distinguished nine categories of mon-
itoring architectures that differ from each other according to
their functional decomposition (none, basic or fine-grained)
and their architectural model (centralized, hierarchical, or peer-

N

to-peer). The monitoring architecture is essential to deploy
a monitoring system with high availability. Besides, decom-
posing and geographically distributing the monitoring services
play a prominent role to overcome the fog resource constraints,
locality, and mobility of users.

The monitoring function is performed solely via a mono-
lithic component in the No Decomposition category. Further-
more, the observation function is deployed on the monitored
resource, separately from the other monitoring functions (pro-
cessing and exposition) in the Basic Decomposition monitor-
ing decomposition. In the Fine-grained Decomposition cate-
gory, each of the monitoring functions deployed in separate
servers or devices.

Furthermore, in the Centralized Model, only one instance of
each monitoring function is deployed on a centralized fog node
except the observation function. And hence, several instances
locally deployed on the fog resources. The hierarchical model
deploys an adequate number of instances of each monitoring
function according to the size of the infrastructure and the
management systems’ requirements, unlike the centralized
model. The Peer-to-peer Model allows the replication of
instances without forcing any distinct structure to organize
the relationship between them. It allows multiple instances of
a given function and communication between instances. The
nine categories of monitoring architectures are summarized in
Fig. 5.

B. Monitoring Parameters

The careful design of a monitoring system capable of col-
lecting and aggregating metrics on time is required to achieve
the main monitoring features (such as timeliness, scalability,
non-intrusiveness, accuracy, and adaptability). These monitor-
ing requirements are, however, affected by parameters like
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[53]-[55].

system. Furthermore, along the monitoring interval over-
comes the overhead issue at the sacrifice of monitoring
accuracy. Therefore, an appropriate and optimum mon-
itoring interval that changes dynamically is required to
monitor dynamic, volatile, and resource-constrained fog
resources.

C. Monitoring requirements

Monitoring systems are in charge of collecting measurement
metrics, process them, and send the results to the management
system. In this section, we review desirable features that
should be achieved by a monitoring service. In general, there
are two types of monitoring requirements: Functional and
Non-Functional requirements, which we describe below.

1) Non-Functional Requirements:

Scalability and heterogeneity: A monitoring system is
required to monitor a diverse and enormous number
of monitored resources and services regardless of the
technology used for its development [31], [32]. Moreover,
monitoring systems need to be able to control resources at
multiple levels, such as VM-level, Container-level, end-
to-end link quality, and application levels [34].

Adaptability and dynamism: A monitoring system has
to adapt to the dynamic variations in fog computing
resources, for example, computational load and network
load. Besides, it has to be able to provide mechanisms
to dynamically adjust the configuration of its elements,

e Monitoring Topology: It describes how the monitoring

services (agents and servers) are placed. Monitoring
topologies are structures utilized as a support to the
collecting and publishing of monitoring data. Based on
the functional decomposition and architectural models,
elements for monitoring data collection, processing, and
publishing are installed with different topologies, e.g.,
with different distances, delays, number of communica-
tion links, and network bandwidth. Moreover, the topol-
ogy between the monitoring agents and managers affects
system performance.

e Monitoring data: It is the measurement metrics from

distributed probes, such as %CPU usage, %Memory us-
age, throughput, delay, and jitter. Therefore, a monitoring
system is required to collect, process, and publish a cer-
tain amount and types of monitoring data generated from
monitored resources at a given monitoring time interval.
Large amounts of monitoring data typically cause delays
between the event occurrence and warning notification
(i.e., response time). Therefore, an appropriate monitoring
data choice helps us to avoid violations in SLAs. Fur-
thermore, since processing the monitoring data requires
resources, they impair the monitoring performance in the
resource-constrained fog computing environment.

Frequency sampling: It identifies how often monitor-
ing data is collected. Using short monitoring intervals
(high-frequency sampling) facilitates monitoring events
on time. However, that increases the overhead to the

such as the measurement of the collection/sending rate
according to the status of the infrastructure, the number
of running entities, and the characteristics of the network
service instances [31], [33].

e Robustness: A monitoring system has to be robust against
failures and detect changes in the environment, adapting
to new situations, and remaining operative [31].

e Non-intrusiveness: Lightweight tools are required to
monitor applications and infrastructures [31], [32], [77],
which can be managed by the resource-constrained fog
devices.

o Interoperability and Federation: Monitoring systems
should not be specific to a given infrastructure or ap-
plication that resides on other fog domain infrastructure
[31], [32]. And it needs to work cooperatively with other
monitoring systems.

o FElasticity: A monitoring system has to monitor resources
regardless of the amount of data so that virtual resources
are created and destroyed by expanding and contracting
networks are monitored correctly [32].

o Autonomic: A monitoring framework has to keep running
and reconfiguration without human intervention [32].

2) Functional Requirements:

e Monitoring of time-varying virtual and physical re-
sources: Fog computing resources are heterogeneous and
include both virtualized and physical devices. Besides,
mobility is high at this new computing paradigm, where
measured values vary dynamically. Therefore, a monitor-



ing system that able to monitor time-varying virtual and
physical underlay resources is required.

o Support of adaptive monitoring sampling frequency:
Adapting the monitoring interval is required to monitor
the dynamic and resource-constrained fog resources with-
out incurring high signaling overheads and latency.

o Support of adaptive filtering monitoring data: A moni-
toring system is required to collect, process, and publish
a certain amount and types of monitoring data generated
from monitored resources at a given monitoring time in-
terval. A large amount of monitoring data causes a delay
between the event occurrence and warning notification
(i.e., response time). Therefore, an appropriate monitoring
data choice helps us to avoid violations in SLAs and
consequent financial penalties of an infrastructure. Con-
sequently, an optimum and dynamic filtering approach is
needed.

o Automatic detection of removed and added resources:
In fog computing environments, applications can migrate
from a physical/virtual host to another one at any time.
Furthermore, resources are volatile. Thus, the monitoring
system has to be able to monitor correctly any resources
[31] and able to detect the arrival and removal of re-
sources.

D. Monitoring challenges in Fog computing based infrastruc-
tures

Fog/edge infrastructures have some intrinsic characteristics
that make monitoring design complex and challenging [30],
[31], [34]:

1) Large and massively distributed: Edge/Fog resources
are placed across a large number of distributed sites.
In addition, the distance fluctuates based on the users’
mobility and the nature of the link connecting them.

2) Heterogeneous: Fog based infrastructure contains vari-
ous types of resources, such as storage servers, compute
servers, specific routers, general-purpose switches, net-
work links, home gateways, user devices, and applica-
tion platforms. All those resources have different char-
acteristics in terms of capacity (e.g., high-performance
servers vs. modest edge devices), reliability (dedicated
to the infrastructure like routers in PoPs or provisional
like an offered user terminal), and usage. Virtualization
introduces another level of heterogeneity since the op-
erating resources can be physical or virtual.

3) Highly dynamic: Various applications in Fog/Edge en-
vironment are frequently instantiated and migrated at
variable rates. Similarly, network topologies need to be
modified on-the-fly to cope up with the dynamic changes
both in the resources and end-user behavior. Finally, it
also occurs at the lowest level of the infrastructure where
end devices or users may join and leave the network
permanently or temporally according to service usage,
failures, policies, and maintenance operations.

V. REVIEW AND ANALYSIS OF STATE-OF-ART OF EXISTING
MONITORING SOLUTIONS

This section discusses the state of the art of current monitor-
ing solutions. For that purpose, we analyze existing monitoring
services and tools of cloud computing resources as they have
similarities with fog resources. However, we conclude using
our requirements’ taxonomy that cloud monitoring approaches
are not suitable for fog environments.

General-purpose infrastructure monitoring tools typically
utilize a client-server model by placing an agent in every
computing resources to be monitored. As shown in Fig. 6,
monitoring agents are in charge of measuring relevant met-
rics from the monitored components and send them to the
monitoring server. The monitoring server stores the collected
metrics into a database, analyzes them, and sends alert or
notification to the management system. Furthermore, it may
generate graphs, trending reports, SLA reports based on the
monitored metric values retrieved from the database [35].
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Fig. 6. General purpose infrastructure monitoring tool architecture

Ganglia [36] is a robust, hierarchically distributed, and scal-
able monitoring system designed to monitor high-performance
computing systems such as clusters and Grids. Moreover, it
leverages widely used technologies such as XML for data
representation, XDR for compact, portable data transport, and
RRDtool for data storage and visualization. Thus, all nodes can
have the information of the whole clusters state. For this rea-
son, Ganglia was used as a fundamental monitoring function to
develop different management systems. For example, YCSB++
(Yahoo Cloud Serving Benchmark extension) uses Ganglia as
a monitoring system [37]. However, Ganglia was designed
for fixed, and relatively slowly changing physical infrastruc-
ture. Moreover, Ganglia employs the basic decomposition and
hierarchical architectures, H2, model, where the observation
function is dispatched from the rest of the monitoring service.
Therefore, the monitoring system is not non-intrusive and
adaptable to deploy. Ganglia lacks the capability of the auto-



discovery of a dynamic appearance and disappearance of
resources, because, Ganglia monitoring parameters are static,
which are not able to detect a dynamic and fast change of
values of measurement metrics. Ganglia could not be applied
in a rapidly changing and dynamic infrastructure [32], as seen
in the fog computing environments. Accordingly, Ganglia is
not a suitable choice as a fog monitoring solution.

Nagios’ is an open source monitoring system to monitor
networks, servers, and applications of computing infrastruc-
ture. It continuously observes the network, application, service,
or process problems, and take action to reduce downtime for
the application users. Furthermore, Nagios sends an alarm
when a failure occurs, and notifies to the management system
when a problem has been detected and solved [38]. Nagios
requires an additional resource for exporting collected mea-
sured data due to the lack of an internal database that limits
important monitoring features such as adaptability, scalability,
and non-intrusiveness. Moreover, Nagios has a basic decom-
position with centralized architecture, C2, where only the
observation function is isolated from the exposition and pro-
cessing monitoring functions. Thus, it lacks non-intrusiveness
and resilience to network failure. Furthermore, the monitoring
parameters are static, which is not able to detect a dynamic
and fast change of values of resources. Nagios is difficult to
configure and lacks the automatic discovery of devices [39]
and only suitable for monitoring resources that do not require a
high rate to update [40]. For that reason, Nagios is not capable
to efficiently monitor volatile and dynamic resources as seen
in the fog environment.

MonALISA (Monitoring Agents in A Large Integrated
Services Architecture) [41] is another robust and scalable
monitoring system that provides a distributed monitoring
service. Monalisa provides interfaces to integrate multiple
monitoring services to collect monitoring metrics value of both
infrastructure and applications by leveraging an SNMP proto-
col. However, like Ganglia and Nagios, Monalisa is designed
for relatively fixed and slowly changing resources which
makes it unfit to monitor resources that appear-disappear or
migrate from one node to another rapidly as in the fog nodes.
Moreover, Monalisa has no decomposition with peer-to-peer
architecture, P1, where all the three monitoring functions
could not be separated. Thus, it lacks non-intrusiveness and
resilience to network failure. Furthermore, the monitoring
parameters are static that is not able to detect a dynamic and
fast change of values of resources.

Zabbix [42] is an opensource monitoring system to monitor
massive and distributed computing resources. The design is
based on the hierarchical architecture of Zabbix servers to
improve the scalability features of the monitoring system.
Moreover, an alert is sent to the system administrator from
the servers when a problem detected in the infrastructure.
Zabbix is developed in C programming and relatively a
lightweight monitoring system. However, the server compo-
nents are centralized and hierarchically arranged to monitor

7https://www.nagios.org/

federated cloud resources. As a result, the system is not
resilient for its deployment and operation. Moreover, Zabbix
has no decomposition with a hierarchical architecture, H2,
where the three monitoring functions could not be isolated.
Therefore, Zabbix lacks non-intrusiveness and resilience to
network failure. Furthermore, the monitoring parameters are
static that is not able to detect a dynamic and fast variance
of values of resources. Furthermore, auto-discovery in Zabbix
takes a long time, and thus, suitable only for fixed and slowly
changing resources. For those reasons, Zabbix is an unfit
monitoring system for fog resources.

The private cloud monitoring system (PCMONS) [43] is
another opensource monitoring system which was primarily
developed to overcome the lack of opensource solutions for
private cloud systems. PCMONS retrieves, gathers, and pre-
pares relevant information that integrated with the Eucalyptus
IaaS platform and Nagios for monitoring data for visualization.
Thus, it inherits the behavior of Nagios that is only suitable
to monitor relatively fixed and gradually changing resources.

OpenNebula [44], [45] is an opensource industry-standard
cloud management toolkit. The OpenNebula monitoring sub-
system monitors the resources of infrastructure such as host
status, VM status, and capacity consumption by executing
a set of static probes. The output of these probes are sent
to OpenNebula either in the push or pull model. In pull
mode, OpenNebula periodically actively queries each host and
executes the probes via SSH. While in the UDP-based push
mode, each host periodically sends monitoring data via UDP
to the frontend for further process in a dedicated module. The
PANACEA? project and OnLife project [46] use OpenNebula
based cloud management system due to its lightweight, easy
installation and configuration features. However, the moni-
toring data updating frequency is static and periodic, which
is not able to monitor in a dynamic and volatile resource
environment. Moreover, the OpenNebula monitoring system
has not addressed interoperability requirements.

The Distributed Architecture for Resource manaGement
and mOnitoring in cloudS (DARGOS) [47] is an open-
source distributed monitoring system using a hybrid push/pull
model to disseminate cloud resource information and provides
measurements of both physical and virtual resources in the
cloud infrastructure. Moreover, DARGOS provides adaptabil-
ity and extensibility with new metrics. And, it integrates into
a cloud deployment based on the OpenStack platform. Al-
though DARGOS gives several features such as extensibility,
flexibility, and non-intrusiveness, the monitoring method is
not dynamic. However, DARGOS does not support the live-
migration of servers, which hinders monitoring capabilities in
an environment where rapid resource migration occurs.

The Lattice [33] monitoring system is an open-source,
lightweight, and interoperable with several monitoring services
introduced by the RESERVOIR project [57]. It was first
developed for monitoring resources and services in virtualized
environments, which comprise a large number of resources.

8http://projects.laas.fr/panacea-cloud/



TABLE I
ANALYSIS OF EXISTING MONITORING SYSTEMS

Tools Architecture | Dynamic Monitoring Parameter Selection Capability | Auto Appear/Disappear Resource Detection
Ganglia H2 No Limited
Zabbix H1 No No

MonALISA P1 No Limited
Nagios C2 No No
PCMONS H1 No No

OpenNebula Cl1 No Limited
DARGOS HI1 No No

Lattice H2 No Limited
JCatascopia H2 No Yes

TABLE II

SUMMARY OF RESEARCH PAPERS ON EXISTING MONITORING SOLUTIONS AND ANALYSIS OF THE APPLICABILITY TO EDGE/FOG

Paper Summary of the paper Analysis of the applicability to Edge/Fog
H(_)hstlc monitoring for a Eog/Edge infrastructure (.quz.lhtanvely anal- The most appropriate design (i.e., fine-grained functional decomposi-
ysis of the existing solutions and proposed monitoring framework . . f .
[30] - . . . tion with peer-to-peer architectural model) has not been implemented
by leveraging the architectural model and functional decomposition ot
model) y
Sampling-frequency and filtering monitoring data are static and peri-
[33] Monitoring resources and services in virtualized federated clouds odic, and it does not provide full automation to detect when resources
are added/removed
Designed for fixed, and relatively slowly changing physical infrastruc-
[36] Monitoring federated cloud resources ture. Moreover, it lacks the capability of automatic resource detection,
and monitoring parameters are static
[38] Monitoring the network, servers, and applications of a cloud comput- | It lacks automatic discovery of devices and it is only suitable for
ing infrastructure monitoring static resources
[41] Monitoring distributed cloud resources It la'cks auto-recovery and auto-.conﬁguratlon features, designed for
relatively fixed and slowly changing resources
[42] Monitoring federated cloud resources Lapk of robustness, auto-discovery talfes a long time and thus, only
suitable for fixed and gradually changing resources
(43] Monitoring private clouds I} lacks auto-recovery e}nd auto-configuration, designed for relatively
fixed and slowly changing resources
[44] Monitoring distributed computing resources The .mechamsr.n is 1nter0pe.rable. Updating frequency and filtering
metrics are periodic and static
(47] Monitoring distributed computing resources ltc h(i([)gz not support live migration, and lacks dynamic monitoring
[49] Fully automated and dynamic resource monitoring It requires an optimum algomhm for flyparmc metric ﬁl.t ering and
sampling frequency, JVM requirement limits its non-intrusiveness
[51] Monitoring the QoS of metrics like throughput, delay, and packet loss | Periodic and static sampling frequency and constant monitoring data
[58] Intelligent resource provisioning The monitoring parameters are static
Network level monitoring applications over federated cloud infrastruc- o .
[59] tures The monitoring parameters are static
60] Latency monitoring for applications locally executed on the end user | Monitoring parameters are static and do not consider the dynamically
and over cloud infrastructures varying environment
(52] Multi-layered monitoring framework for measuring QoS at both ap- | It lacks an algorithm for optimum and dynamic selection of sampling
plication and infrastructure levels frequency and amount of monitoring data
[53] Demonstran.ng the mutual influence between the timeliness and mon- No clear algorithm to select the monitoring time interval
1toring requirements
[54] Multi-level monitoring framework with a self-adaptive algorithm The monitoring tm_le—mFerval Is constant. In addition, adding/removing
one instance at a time is not flexible enough
(55] Mathematical model to predict the interplay between timeliness and | Only for FAT-Tree topology based infrastructure and it does not
scalability for FAT-Tree topology. explore the mathematical model for dynamic variation of resources

Lattice framework uses data sources and probes to collect
and distribute various monitoring data using either multicast
or UDP protocols. However, Lattice does not provide func-
tions for visualization, evaluation, and automated alerts and
notification [34]. Hence, Lattice is not a suitable monitoring
solution in a fog environment where full automation, self-
configuration, and self-healing are the most critical monitoring
requirements. Moreover, Lattice does not have a library for
monitoring probes, so developers need to implement their
library. That is one of the significant limitations of Lattice to

deploy in the resource-constrained fog computing frameworks.
However, monitoring parameters such as sampling-frequency
and filtering monitoring data are static and periodic.

JCatascopia [49] is an opensource, interoperable, and scal-
able monitoring system which supports a fully automated
and dynamic resource provisioning. Moreover, it supports
measurement metrics filtering with some communication and
storage overheads. Catascopia monitoring system comprises
three main components: Monitoring Agents are lightweight
and deployable on any physical or virtual instances. And,



they are responsible for the processing and aggregating col-
lected metrics from different instances and transfer them to
corresponding monitoring servers. Probes are metric collectors
managed by monitoring agents. Probes are in charge of collect-
ing low-level monitoring metrics from the monitored resources
they reside on, and performance metrics from deployed user
applications. Monitoring Server processes the collected met-
rics, and deployable on either physical or virtual instances
without restriction to place in the same cloud platform with
their monitoring agents. Furthermore, JCatascopia identifies
dynamically when monitoring instances are added/removed.
For those reasons, Jcatascopia was chosen as a baseline tech-
nology for developing a monitoring system for the SWITCH’
and CELAR [50] projects. However, JCatascopia is written in
Java, each container, which constitutes a Monitoring Agent
requires some packages and a certain amount of memory
for a Java virtual machine (JVM) even if the monitored
application running in the container is not programmed in
Java. Furthermore, although the different levels of filtering
and sampling frequencies are important monitoring features in
fog environment, optimized values are required to monitor the
dynamic and volatile resources. Those are some of the main
limitations of deploying JCatascopia in resource-constrained
devices.

Authors of [58] introduced a lightweight and scalable mon-
itoring system that can monitor with small collection interval
to trace the dynamic changes in the resources. However, the
fine-grained monitoring interval increases overhead in the sys-
tem. Furthermore, the monitoring parameters are static, which
cannot be applied in highly dynamic conditions. Likewise,
authors of [59] developed a lightweight monitoring framework
for applications over federated cloud infrastructures to monitor
network-level parameters, such as round trip time, packet loss,
and latency. Furthermore, another semi-automatic monitoring
system for video gaming [60] named GALAMETO.KOM
developed to monitor latency both on the cloud and end-user
devices. However, both articles do not count the dynamically
changing resource characteristics, as observed in the fog
computing-based infrastructure.

Taherizadeh [51] demonstrated run-time variations in the
network quality of links between application servers and end-
users. The system is implemented in JCatascopia monitor-
ing framework which, monitors QoS of metrics including
throughput, delay, jitter, and packet loss of a connection link
measured by monitoring probes on top of each edge node
at the distinct time interval. However, periodic sampling is
not an appropriate parameter to optimize the tradeoff between
accuracy and resource utilization (such as bandwidth, memory,
and CPU exploited by the monitoring data). Furthermore, [52]
presented a monitoring system that facilitates on-the-fly self-
configuration for measuring QoS at both application and in-
frastructure levels. They demonstrated the effect of monitoring
time interval on the average CPU load, and average bandwidth
used for publishing an application metrics to the monitoring

http://www.switchproject.eu/

platform. Furthermore, they evaluated monitoring accuracy
at different sampling periods. Moreover, [53] demonstrated
the mutual influence between the timeliness and scalability,
average response time with the network topologies, amount
of monitoring data, and frequency sampling. However, the
authors of both papers did not describe monitoring interval
selection algorithms.

[54] presented a JCatascopia based multi-level monitoring
framework with a self-adaptive algorithm to add certain appli-
cation services. When the value of the metrics is still below
a given threshold, it terminates one of the running container
instances or applications whenever the measurement metrics
are below a certain threshold so that the system performance
will not degrade. However, the monitoring time interval is
static, and adding/removing one instance at a time is not
efficient enough in a dynamic and volatile environment as in
fog computing. As an extension of this work, they presented
in [55] a mathematical model to predict the interplay between
timeliness and scalability for FAT-Tree topology. The response
time is modeled mathematically in terms of frequency sam-
pling, network bandwidth, network topology, and amount of
monitoring data. However, the model is only for FAT-Tree
topology-based infrastructure.

To the best of our knowledge, none of the existing moni-
toring services are suitable for the heterogeneous, dynamic,
and volatile fog computing resources. Existing monitoring
systems usually require constant connectivity, huge bandwidth,
and resources for continuous monitoring. However, the fog
monitoring system needs to be light-weighted and able to
monitor rapidly changing resources. Table I shows the analysis
of the existing monitoring solutions characterized by the
monitoring requirements. Furthermore, Table II summarizes
existing monitoring solutions research papers and how they
apply to Edge/Fog computing environments.

VI. FOG MONITORING SOLUTION CASE STUDIES

This section describes the case studies that are important
to understand the requirements, features, and roles of fog
monitoring solutions in different domains. Some of the use-
cases and solutions using fog computing to investigate the
monitoring solutions are:

A. Smart City

The emerging problems due to the rising urban migration,
and rapid population growth, the citizens in large cities en-
counter several difficulties. Furthermore, the development and
prosperity of society remain a new challenging issue. A smart
city is a framework that is used by several academia and
industries for large cities to improve the utilization of city
resources, increase operational efficiency, share information
with the public, and improve both the quality of government
services and citizen welfare [62], [63].

The main objective of the concept of fog computing en-
abled smart city [64] is to optimize resource consumption.
The services provided in a wide range of areas, such as
healthcare, transportation, buildings, education, energy, and
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so on, are integrated into the concept of a smart city. These
services solve several problems face in big cities such as
air pollution, shortage of resources, traffic congestion, and
so on, in the urban area. In fog architectures, orchestration
should be distributed across the multiple fog nodes, which
are then responsible for the local resource provisioning and
deployment of applications and services, thereby ensuring
the necessary Quality of Service (QoS). Furthermore, fog
computing framework enabling autonomous management and
orchestration functionalities in 5G-enabled smart cities [65].

B. Smart Industry

Industry 4.0 describes the growing trend towards automa-
tion and data exchange in manufacturing technologies and
processes. It includes diverse emerging technologies such as
the industrial internet of things (IloT), cyber-physical systems
(CPS), Smart manufacture, and Smart factories. Industrial
Internet-of-Things (IIoT) applications require real-time pro-
cessing, near-by storage, ultra-low latency, reliability, and high
data rate, all of which can be accomplished by fog computing
architecture [66]—[68].

Fog nodes in factories'’ can take advantage of streaming
data in a layered model. A fog node connected to a set of local
sensors and actuators analyzes the data, interprets an anomaly,
and then if authorized, could autonomously react and compen-
sate for the problem or fix the issue. Alternatively, the fog node
can send the appropriate requests for service higher up the fog
hierarchy to more skilled technical resources, machine learning
capabilities, or a maintenance service provider. Furthermore,
topologies and heterogeneity of distributed fog computing
enabled infrastructures in a factory can vary considerably; in
many cases, intelligent management and orchestration systems
are required, capable of dynamically deploying, managing, and
elastically scaling the computing infrastructure.

Monitoring in the fog enabled industry is a vital tool to
track applications and resource for real-time decision-making.
Therefore, it avoids potential latency issues, queue delays, or
network/server downtime that could result in industrial acci-
dents, reduced production efficiency, or poor product quality.
Furthermore, it can add more functionality such as visualiza-
tion of production line operation, monitoring the status of
malfunctioning machines, tuning of production parameters,
modification of production planning, ordering supplies, and
sending alerts to the appropriate people.

C. Smart Health-care
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The communication network in health-care infrastructure
plays a great role in determining the quality of medical service
delivery. For example, network failure or late service delivery
affects the patient quality of life even leads to death. The IoT-
related health-care systems are low-powered network devices
such as wearable or implantable sensors that collect and share
biophysical data over time and provide intelligent decisions

10nttps://www.controleng.com/articles/fog-computing-for-industrial-
automation/

for preventing serious illness. The fog computing node is an
intermediate layer between the sensors and remote cloud data
center that alleviates a series of issues in the area of bandwidth
consumption reduction, latency decrease, and seamless oper-
ation which collectively provides reliable services [69]-[71].
Furthermore, fog nodes are geographically distributed which
enables to monitor of the condition, location, and mobility of
patients. Moreover, they collect a number of heterogeneous
data generated IoT-enabled health-care applications that need
to be managed and monitored effectively.

The integration of IoT and fog computing paradigm pro-
vides reliable medical service provisioning with high security
and privacy of patients with fast and accurate treatment deliv-
ery, reduction of medical cost, improvement of doctor-patient
contacts, and the delivery of personalized treatment-oriented
to users need or preferences [69]-[73]. Data management
has an important role in fog computing enabled health-care
systems. The medical sensory data is locally processed to
extract meaningful information for user feedback and noti-
fications. According to health-care system architecture [74],
[75], [77], the fog node continuously receives a large amount
of sensory data in a short period from the sensor network.
Thus, it should manage the incoming data to provide a fast
response regarding various user and system conditions to
avoid latency and uncertainty in decision making that might
cause irreversible damages for the patients. The fog computing
system provides the basic functionality of protocol conversion,
local storage, data analysis, filtering, confining, and fusion.
To provide these functionalities accurately, an efficient and
effective monitoring system is required. As aforementioned,
problems in monitoring and managing huge medical sensory
data might lead to delay in treatment and bad decision mak-
ing. Therefore, designing a reliable and efficient monitoring
solution is required to avoid problems.

VII. OPEN ISSUES AND FUTURE RESEARCH DIRECTIONS

In addition to the research results reported above, in the
next future, we foresee different possible research directions
for monitoring solutions in fog computing as detailed in the
following.

1) New Monitoring Approach

The authors of [77] suggested new directions for the
research to develop methods for the monitoring of
edge/fog computing. For example, the new monitor-
ing solution needs to be able to manage movement
monitoring, monitoring data, and monitor decentral-
ized resources. Furthermore, it needs to be able to
manage intelligent resource scheduling using intelligent
workload offloading with scheduling algorithms such
as moth-flame optimization algorithm [76] and manage
to monitor service replications. In addition, effective
monitoring techniques should be able to provide very
fine-grained measures and able to trace the randomly
fast-changing fog resource values. At the same time,
the techniques should optimize the performance over-
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head to the system. Therefore, appropriate optimization
techniques or algorithms are required to be analyzed
and implemented with the monitoring techniques. And
thus, new monitoring techniques and tools specifically
designed for fog computing paradigm are needed.

2) Monitoring in Federated Fog Computing
The standardized collaboration across multiple fog in-
frastructures is referred to as resource federation, which
is required for the efficient and automated provision of
resources. Monitoring in such an environment plays a
great role to manage resources and taking a decision so
that the system performance would improve. However,
such a standardization process and monitoring solutions
are still at their early stage. The high heterogeneity
among different fog monitoring infrastructures chal-
lenges the possibility to obtain a comprehensive solution
for federated fog nodes, and this has not been properly
addressed in ligature yet.

3) Energy and Cost Efficient Monitoring
Monitoring activities can be highly demanding in the
dynamic, heterogeneous, distributed, and volatile fog
environment. Furthermore, accurate and fine-grained
monitoring activity is required to detect the monitoring
variables which costs terms of computing and commu-
nication resources, and therefore in terms of energy and
cost. Designing a cost-efficient and green monitoring
solution in such an environment while assuring the mon-
itoring requirements (i.e., functional and non-functional)
with minimizing the related energy consumption and
cost.

VIII. CONCLUSION AND FUTURE WORKS

Fog computing provides several important features com-
pared to cloud computing such as scalability, mobility support,
low-latency, and energy efficiency. However, due to its volatile
(appear-disappear), heterogeneous and dynamic resource char-
acteristics, designing a monitoring system for fog is way
harder than for cloud. In this article, we describe the fog
computing architecture and discuss how it provided addi-
tional benefits compared to the centralized traditional cloud-
only computing paradigm. We analyze existing monitoring
solutions for fog resources based on identified taxonomy.
This analysis shows that, although there are several existing
monitoring solutions, none of them are suitable for the fog
computing paradigm. A major challenge of resource monitor-
ing in fog computing is the need to properly adapt what to
monitor and how often so it adapts to the volatility of the fog
environment.

In addition, we consider the influence of the monitoring
parameters on the monitoring features. Monitoring data and
monitoring frequency sampling impair most of the monitoring
requirement features such as scalability, and timeliness due to
the resource constraints in fog devices. Therefore, an optimum
system model to analyze the tradeoff between the monitoring
parameters and the monitoring features is required. As a

result, we foresee different possible research directions for
monitoring solutions in fog computing.

Machine Learning is a popular method that has been
used to model network parameters. The MF2C Project'! is
a machine learning project aimed to provide a modeling
scheme to operate autonomously between the cloud and fog
computing paradigms and create an interoperability fog-to-
cloud framework. In addition, [48], [61] leverage Machine
Learning algorithms for predicting offloading scheduling in
edge computing and Fog Radio Access Network (F-RAN)
respectively. Furthermore, [56] describe machine learning al-
gorithms for modeling network quality parameters. Besides,
we insist that machine learning algorithms enable to design
an intelligent mechanism to provide a monitoring solution
for the fog/edge operator infrastructure. Therefore, analyzing
dynamic monitoring interval and filtering monitoring data by
leveraging machine learning is our future research work. The
analysis and implementation of an appropriate and lightweight
monitoring algorithm, suitable for constrained fog resources
falls also within our future research.
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