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Abstract

Demand in high data rate communications, drivenirivgrnet and
cellular mobile, have increased, specially in vassl local area
networks, emerging home audio visual networks andtimedia

services in general. The limitation of the avakalbhdio spectrum
makes it impossible for the data rate needs tacbemaplished by an
increase in the bandwidth. The deployment of midtgntennas in
the transmitter and the receiver, multiple inputltiple output

(MIMO), a cost effective technology, makes it fédsito meet the
high data rate demands.

In this work, several scenarios such as the trasmom under
Rayleigh and Rice channel conditions are analyZedferent

transmission schemes are used, using different arsniif transmit
and receive antennas. The focus of the projeat imestigation of
the fundamental performance tradeoff between Ibdrgurobability

and bit rate in these systems, related to the nurobeantennas
deployed and the SNR.
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1. Introduction

By the end of the last century, in accordance wrket needs,
cellular mobile networks and next generation wesleystems in
general faced some challenges. In order to offgh tit rate data
services such as video calls or web browsing, # generation
systems had to improve their coverage, quality thed power and
bandwidth efficiency. Remote units had to remamgse, in order to
be accepted by the market. In general, a largeawgonent in SNR
is needed under Rayleigh fading conditions to redhe BER, and
due to the requirements of the systems, the impnew¢ in SNR
could not be based on an increase of the transmiep

At that time, there were some ways of combatingtipath fading.
Transmitter power control and predistortion of tlsggnal to
overcome the effect of the channel should be effecbut presented
some problems. Power transmit control implies aadyic range for
the remote unit, and in some cases, that couldeeixtiee radiation
power limitations [14]. Predistortion of the sigmaplies knowledge
of the channel by the transmitter. That is possiolly by the means
of feedback or if the information from base to reéenaunit
(downlink) and from remote unit to base (uplink)tiansmitted in
the same channel. Using multiple antennas in tleeiver and
combining or switching the signals to improve theality of the
received signal would also be an effective wayahbating fading.
The problem in this case was the increase of #tee sbst and power
of the mobile units. So this technique could beliagponly in base
stations, improving their reception, and improvitige overall
performance of the system. That was more econorthea adding
antennas to all the remote units.

Some ideas using diversity in transmission wereistato appear,
when Alamouti came up with a simple transmit diitgrscheme,
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[5], with a very simple decoding algorithm, that deaMIMO
communications emerge. The idea behind MIMO is thatreceived
signals can be combined to improve the quality e tlata rate,
increasing the quality of service or the operatog\senues. And this
is done meeting the restrictions, without a bantlwiok a transmit
power increase. Few years after the appearandesatechnology, it
has penetrated large scale standard driven commhengreless
networks and products.

The goal of this project is to analyze and simuldifeerent MIMO
schemes, focused on minimizing the bit error prdiabor
maximizing the bit rate, and to understand thecoéidbetween these
two parameters, under different channel conditioGhapter 2
presents a brief theoretical background. Chaptene8yzes in depth
Alamouti’'s scheme. In chapter 4, OSTBC, orthogoshce time
block codes are introduced, which are a generaizatf Alamouti’s
scheme for N transmit antennas. In chapter 5, tpatiad
multiplexing scheme, focused on maximizing the bate, is
investigated. In these chapters, the results fer dimulations are
included. Chapter 6 explains some details about dbmputer
simulation program used to do the simulations, ahdpter 7
presents the conclusions of the project.
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2. Theoretical background

The communication links can be classified dependimghe number
of antennas used to transmit and to receive. Ttiereint schemes
may be valuable, or feasible, in different scergraepending on the
application they are used for.

2.1 SISO: single input single output

S L
h=age

B
|

Tx antenna ‘ Ex antenna

Figl.- SISO diagram

In an ideal communication link, one antenna (singpit) transmits
the information, or symbol, and another one (siralgut) receives
the information and takes the decision about whiels the symbol
sent. This situation is reliable when the chansalrly contaminated
by noise. The channel coefficient is in generaloenglex number,
defined by a module and a phase.

To introduce some concepts, the project started thié simulation
of a SISO system, using a BPSK modulation, whiclmsdhat there
were only two possible symbols to be sent: A= 1 Asrd-1. BPSK
is also known as 2-PAM.
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d=24A

Fig 2.- BPSK constellation

Where d=g, is the minimum distance between any pair of symbol
in the constellation. In the BPSK case, the minimdistance is 2A.
In all the constellations, it was assumed that Aetlthe sake of
simplicity. And also for this reason, the channekfticient was
considered, only in this system to be 1.

Q(x) is a function that gives the area of a taiadbaussian function,
or in other words, gives the probability that a €aan function takes
a value bigger or equal to x. The definition of LI&[15]:

Q)= e 7oy Q)

Q(x) is strongly related to another useful functissed to calculate
the BER of systems, erfc(x). Their relation is:

Q)= et ) ?)

The goal was to find the BER (Bit error ratio) air dérror probability
for several values of the SNR (signal to noiseojatlfhe bit error
probability is the average number of informatiort birors per
detected information bit. The definition used fioe SNR was:
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SNR= 10I0910% (3)

0

Where E is the average energy per bit received, a2 s the

variance of the noise in the receiver.

The system was simulated under the influence of AW@dditive

white Gaussian noise) [16]. Although this model side adjust to

real communication situations, because it doesndnsider

impairments such as fading, or frequency selegtivit gives a

simple mathematical model that helps simulate tket Ipossible
situation in a communication link, before takingoinaccount the
other phenomena. It models fluctuations in the aigilue to natural
sources, like for example thermal vibrations of @#tems in the
antennas. The power spectral density of AWGN i§ fia has the
same value for each of the frequencies. The wigte tontains all

the wavelengths, so this kind of noise is namednalogy with it,

due to the fact that it has the same power inhallftequencies. For
this system in particular, it would not be necegsardo a simulation
to find the approximate value of the BER, becauss relatively

easy to find an exact expression of it.

The symbol error probability is [1]:

P, =Q{ a2, LJ (4)
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=4 5] 0

No

Psis the symbol error probability. Then, BERF® where g is the
number of bits per symbol. In this modulation, thé&s only one bit
per symbol, hence, g=1, sg=P;.

The way of obtaining the bit error probability thigh the simulation
was to simulate the sending of many bits, adding G\Y and
waiting for the receiver to commit n errors, a &rmumber of them
(between 400 and 800), so the results are statigticore reliable.
When all the errors have been committed, the wagppfoximating
the BER= number of bit errors/total number of damtsd.

snr-Ph 1x1 BRPSK

simulation '_'
= ewact Pb |

snr

Fig.3- Simulation of the SISO BPSK AWGN system anthe exact BER of the
system

As seen in the comparative graph, the resultsefimulation differ
very little from the exact § only for low values of SNR. These
differences could be reduced by simulating theesgstintii more
errors were committed.
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2.2 SIMO: single input multiple output

‘ Rx antenna 1

‘ R antenna 2

Ts antenna

Bx antenna N,

Fig4.- SIMO diagram

In this situation, the transmit antenna sends tifermation to

multiple receive antennas, which jointly take aisiea about which
was the symbol that was sent, combining previotlséy/ received
signals. From now on, the notation for this kindsgétems will be 1
X N;. There is space diversity in this scheme, duééofact that the
signal reaches the antennas through different paihd therefore,
some of them may have better quality than otherd that can make
the receiver make a more confident decision comegrtihe symbols
sent. Diversity could be defined as the situatiowhich the receiver
improves its decision by taking into account maszglindant) copies
of the same information. The diversity is achiewedeception. An

example of this scheme would be MRRC (maximal-ragoeive

combining) [17], an effective method to combat fedpatented in
1992.
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2.3 MISO: multiple input single output

Tx antenna 1 ‘

1 :
Tx antenna 2 ‘ \

‘ Rx antenna

T antenna Ny,

Fig 5.- MISO diagram

In this scheme, the diversity is achieved in trassian, where

several transmit antennas send the same informabioonly one

receive antenna. The receiver combines the receiggdhl in order

to take a decision about the sent symbol. Thisreehis broadly used
in many applications today, as for instance, motglephones, due
to the fact that it is economic to deploy more tbae antenna in the
base station, but not in the mobile phone. From raw these
schemes will be notated agX\L.
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2.4 MIMO- multiple input multiple output

_ Jdy
Iy =age

Tx antenna 1
‘ ‘ Bx antenna 1
Tx antenna 2 ‘ ‘ Rx anteuna 2
g =o€
i Bx antenna M.,
— i3
¥ antenna Ny Py = Qo 1@

Fig 6.- MIMO diagram

In this scheme, the diversity is achieved bothrangmission and
reception. It exceeds the performance of all of dbeve schemes.
Many MIMO configurations are possible. In generah N x M
configuration means that N antennas will be usetlaimsmit and M
antennas will be used to receive. This scheme less @btransform
multipath propagation into an advantage.

All of the above schemes, except the SISO, havadvantage that
they are able to improve the performance of thdesysin BER

and/or bit rate, without the need of an increaskandwidth used or
power sent, two of the most important restrictidos wireless

applications.
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2.5 Channel modeling

In this project, several channel models were usedimulate the
different communication systems. The models usedHe channel
were the deterministic, the Rayleigh fading charared the Rician
fading channel, which is a generalization of theylBigh fading.
Obviously, the model of the channel is completedhsyaddition of
AWGN (Additive White Gaussian Noise).

h l l n
R—D

Fig 7.- classical channel fading model

tn

This model fits the SISO or point to point commuation system. In
a MIMO system, N x N,, there are Nx N; point to point
communication links. The above model is only suéab model the
link between any arbitrary transmit antenna andambitrary receive
antenna. To model in a compact way the whole conmratian link,

vectorial notation must be used. It could be defibg [2]:

r=Hs+n (8)

Where r contains the received signal by each ofatitennas in any
instant of time, so it is a column vector with fdws. It becomes a
matrix with P columns if information is receivedoalj P time
instants. H is a matrix that contains the chanrg#fficient that
defines the path from every transmit to every nee@ntenna, so its
dimensions are \x N.. The vector s contains the symbols that are
sent in any arbirary instant of time, and n cordaile AWGN that
contamines every signal that arrives to the reesivEhe vector s has
one column and Nows and n has the same dimensions of r.
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The Rayleigh fading channel models the fluctuatians the
magnitude of a radio signal caused by the propagatnvironment,
specially by multipath reception. Multipath is teikuation in which
the signals reach the antenna following differeathp, caused
mainly by reflecting obstacles. The model is suéavhen many
objects are situated in the LOS (line of sight) aedtter the radio
signal, so there is NLOS (no line of sight)[19].cRy center, with
many buildings that refract, reflect, diffract aatlenuate the signal
is suitable for the model to be used, as well asndoor office.
Furthermore, the receiver and the transmitter céntoduce changes
in the scenario when they move. But even if they'donove,
changes in the environmental conditions lead tongkes in the
propagation conditions. Rayleigh fading also fitspbspheric and
ionospheric propagation, because the large quadtfityarticles in
those atmospheric layers act as scatterers [1&].nddelling of the
Rayleigh fading implies that in the simulation prags, the channel
coefficients will have a real and an imaginary parnd each of them
will be zero-mean Gaussian processes, indepenadehtdantically
distributed. In the simulations, flat fading is alyg assumed,
attending to the fact that bandwidth consideratiamsnot the goal of
the project, so the fading affects equally all possible frequencies,
or the frequency in which the simulation is suppbsebe made. In
Rayleigh fading conditions, the received versioristlee signal
combine in either a constructive or destructive wiaythe second
case, the signal may become masked by noise, atit iBystem
under study is a SISO system, the communicationldcdie
interrupted.

The Rician fading channel is a generalization ef Rayleigh fading
channel. It is applied when the environment hastglef scatterers,
just like in the Rayleigh situation, but in thissea there is also a
direct LOS between the transmit and the receiverara [20]. That
means that during the whole transmission, consigea static
receiver and not a mobile one, one part of theasignnot reflected
and doesn’t have any obstacle to reach the receigahere is a path
that remains constant, or in other words, a parthaf channel
coefficient doesn’t vary. A possible interpretatiohthis situation is
to think it is just like the Rayleigh case, but tbeefficients don’t
have zero mean. Another one would be to think #zeth channel
coefficient has two components, that must be adoleel that is fixed



| 18 | Performance of MIMO systems |
or deterministic and doesn’t vary during the whisésmission, and
one that varies periodically and is a Rayleigh fioeht. This way,
the channel coefficient matrix will be the additiohtwo matrices,
one modelling the LOS path and the other one miodethe NLOS
path The Rician factor, K, measures the relativength of the LOS
(specular) and the NLOS (scattered) paths to tbeive antennas,
and it is defined as [3]:

IEH ol f
K = ©)
E |H nlos ”2

So here, it becomes clear that the Rician casegmsnaralization of
the Rayleigh case. If k=0, which happens when tB& Icomponent
has no strength, or the coefficients of thg, Hhatrix are zero, or in
other words, there is no Line of Signal in the camination link,
the Rician case becomes the Rayleigh one.

Where the squared norm of a matrix, or squareddfriols norm is
defined as the sum of all the modules of its conepts squared. In
this case [4]:

NIX NI’X

”HIOS”2 = z |hilos|2 (10)

i=1

2.6 Modulations

Various modulations [21] were used throughout tr@geget to study
the advantages or disadvantages they presentechdiegeon the
scheme that was under study. In order to calctiet@verage §(bit
energy), first the average ESymbol energy) must be calculated. The
energy of a symbol is calculated as its square theodand all
symbols in all constellations are considered eguatbbable. The
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calculation of the Eis a key point in order to have control over the
SNR in the simulations. All of the symbols usedotighout the
simulations were coded using a Gray code. Usirgydbde, symbols
that are adjacent in the constellation differ ityasne bit. When the
SNR is high enough, it can be assumed that a decksiror in a
symbol is due to an error in one bit, and no mdfere is a
representation of the constellations used, withGhay coding used
for each symbol and the calculation of their engrgybit.

2.6.1 QPSK
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28 | | -
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2.6.2 16-QAM
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3. Alamouti Scheme

The biggest issue in making wireless transmissediable is time-
varying multipath fading, due basically to reflectj refraction and
scattering. The bit error probability accomplisimda SISO (single
input single output) system over a Rayleigh fadihgnnel is not low
enough to consider it a reliable wireless commuigoasystem.
Alamouti came up with a simple transmit diversisheme which
improved the signal quality at the receiver in eige of the link by
simple processing in two transmit antennas on theosite side,
obviously using a MISO system (multiple input siglutput). The
idea behind using a transmit diversity scheme a$ tmaybe some of
the redundant sent signals can arrive in a betéde $0 the receiver
than others, and by exploiting them all togethlee, tesult should be
better. The Alamouti scheme can also be easilyrgéned to two
transmit antennas and M receive antennas, in a MI8§Stem
(multiple input multiple output). One of the biggjedvantages is
that the scheme requires no bandwidth increas@useaedundancy
is applied in space and time across multiple arstentit doesn’t
require higher transmit power either. These restns are the most
important for wireless communications systems. @ scheme is
able to improve error performance, data rate oaciap of wireless
systems without increasing bandwidth or transmitvgro The
smaller sensitivity to fading permits the systenuse a higher level
modulation (a modulation that transmits more bigs pymbol) to
increase the bit rate or a smaller reuse factordeease the capacity.

The scheme is defined by two functions:
- the encoding and transmission sequence of infoomati
symbols at the transmitter
- the decision rule for maximum likelihood detection
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Most of the information of this chapter was takeant [5].

3.1 The MISO Alamouti scheme

In this example, two transmit antennas and oneveamntenna are
used.

In a symbol period, two signals are simultaneotrglpsmitted from
the two antennas. The signal transmitted from araezero will be
denoted asgsand from antenna 1 ag $n the next symbol period, (-
s;') will be transmitted from antenna zero, agdvell be transmitted
from antenna oneThe sign * denotes transposed and conjugated
throughout the report.

Hy Interfe wence
& noise

* ¥

—
Chvnrie] estim ator h Combiver

-

Dfrcimoam Bhetood detectar

!

Fig 8. Diagram of the Alamouti scheme for two trasmit and one receive
antenna
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Tx 0 Tx 1
Time t S St
Time t+T -5 S

Table 1.Transmission sequence for the scheme witlvé transmitting antennas

The channel is modeled by a complex multiplicateefficient for
both antennas, and it is assumed that fading istanhacross two
consecutive symbols, or in other words, the charerahins constant
during two symbol periods, but will vary in the néwo periods.

6o
hy(t) = h,(t+T)=h, =a,e (11)
i6

h(t)=h(t+T)=h =a.e (L2)

The received signal in each of the two consecwgywebol periods is:

fo =1(t) = hySy + s, + g (L3
rn=r(t+T)=-hs +hs,+n, (14)

Where B and n are complex Gaussian random variables
representing noise and interference. The combimgrls, which are
sent to the maximum likelihood decoder, are a snggaldition of the
signals received by the antennas multiplied byctbefficients of the
channel, that means, it is assumed that the recéias perfect
knowledge of the channel, or perfect CSI (chantaeksanformation).
The combiner shown in the figure builds the followisignals and
sends them to the maximum likelihood detector:

S =horo +hyry (15)
S = hIro - hOrl* (16)
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Expanding equations (15) and (16) using (11), (123) and (14),
the signals sent to the maximum likelihood decasdqressed as a
function of the channel, the sent symbol and thsenare:

S, = (a2 +a?)s, +hyn, +hn; (27)
iz(a§+af)%_honi+h;no (18)

The maximum likelihood detector rule is to choaséand only if:
d2(3,,s)<d?(5,,s,),0i £k (19)

The decision fors, is taken in the same way.

Equations (15), (16) and (19) are used in the @mgiin order to do
the simulation of the BER.

It is important to note that the Alamouti schemestot affect the bit
rate, that is, it is still full rate or the rate egual to one. In a 1x1
system, one symbol is transmitted in one symbalodemwhile in a
MIMO system using the Alamouti scheme, two symbalse
transmitted in two periods. The code rate is theasuee of how
many symbols are transmitted during one symbobplern average.

R=— (20)

Where k is the number of information symbols semd & is the
number of symbol periods during which they are senflamouti’s
scheme, q bits are sent in every transmissionrista average. It is
also possible to express the rate in bits, whedefotes a symbol
period:

R:E:ﬂ
24

(21)
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3.2 The MIMO Alamouti scheme

Two transmit antennas and two receive antennasused in this
example, but it is easy to generalize to M receagennas. In this
case, the encoding and transmission sequence ofyimbdols is
exactly the same as in the case of a single receive

Rx antenna O Rx antenna 1
Time t o r2
Time t+T r ra

Table 2. Notation for the received signals in eachf the receive antennas

Rx antenna O Rx antenna 1
Tx antenna O ho h,
Tx antenna 1 hy hs

Table 3. Definition of the channels between transrand receive antennas

51
S f
. y
-5 .
g 1% antennal

1% antennal

= Je
Ry = tge l

rx anienna 0
My Interferrence Interferrence 2y
— -4 ; : ..

" & noise & noise "y

y A J

r ; " hg v

o e
Chamelestivatos |/, Combiner 4 | Chamelastinsoy
—_—
v r

Mazmuon lkehood detector
£ 5
Fig 9. Diagram of the Alamouti scheme for two transit and two receive
antennas
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The received signals for each of the antennas are:

—~
N
N

~—~
N
w

oy = I']oso + hlsl N,
= —hoSI + hls:) tn
r, = h280 + h3sl +n,

NN
AR

r; = _hzsl + hsso N

With n,complex Gaussian random variables.

The combiner builds these signals after the twolsyperiods:
S, =hir,+hr, +hr, +hir, (26)
S =hr,—hyr, +hyr,—h,r, (27)
Expanding these signals:
S, =(a2+a?+a?+a?)s, +hin, +hn +hyn, +h,n, (28)

§=(aZ+al+aZ+al)s,—hn +hin,—hn; +h;n,  (29)

And the decision rule for the maximum likelihoodtelgor is to
decide sif and only if:

2 ~
(@i +al +ai+al-Ds| +d*(5.s) <

(@i +af +af +af -Dls| +d*(§,s),0i £k (30)

Which becomes:
d*(%,s) <d*(5,,s,),0i £k (39

If all the symbols in the constellation have thmeaenergy.
The decision of5 is taken in the same way.

Generalizing for the case of two transmit antenaad M receive
antennas:
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Rx 0 Rx 1 Rx i Rx M-1
Tx O ho h2 Ho; h2(M-1)
Tx 1 h]_ h3 Hoit+1 h2(M-1)+1

Table 4. Definition of the channels between transmit and reeive antennas

Rx 0 Rx 1 RX i Rx M-1
Time t lo ra Ry 2(M-1)
Time r r3 . 2i+1 . l2Mm-1)+1

t+T

Table 5. Notation for the received signals in the rdennas for both symbol
periods

The transmission sequence is the same as in batbs cabove
exposed.

Analyzing the received signals for the case of tramsmit antennas
and two receive antennas, it is possible to geizerébr the case of
M receive antennas.

fo=hoso + Sy + o (32)
(= -hs+hsg+m (33)
r2=hpSo + hesy + 1y (34)
r3=-hhs +hso+ g (35)
2 = MpiSo + MpivaSy + i, (36)
fiv1 = - i St + hpiv1 S + Mg (37)
w2 = hmz o+ hva S+ N2 (38)
rma =-hve S0 +hvt S + N (39)

Below it is shown in vectorial notation, which wile used from now
on.

s:ﬁ ;j |- 42) (a9

S,
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r=HS+w=

n2M -2

h2i +1

hZM -1

n2i +1

nZM -1

r.2M

-2 r.2M -1

h, h) (41)

I
—

= (1] w(2] (42)

r2i +1
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The combined symbol is a linear combination of rdeeived signals
and the channel coefficients, and that fact makesréceiver of the
Alamouti scheme very simple to design, indepengeasfthow many
receive antennas are deployed.

s, =hirfa]+r'[2]h, (44)
s =hyrfi]-r"[2h, (45)
_ 2M -1 M1 .
S =So z al + Z(hzi Ny + Nyi0Ny01) (46)
i=0 i=0
_ 2M-1 M-1 . .
S =5 Z a? + Z(_hZi Nyq + Mgy ) (47)
i=0 i=0

The maximum likelihood detector, similarly to thase of two
receiving antennas, will decidgfsand only if:

(Sar-a)sf+o7(5.5)s

i=0

(z_flaf —1j|sk|2 +d?(s,,s, ) 0i 2k (48)

2M -1 2
(Sor-1fsf +a7(s.)<

i=0

(zflaf —1j|sk|2 +d?(s,s ) 0i 2k (49)
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Equation (43) has great importance in orthogonatspime block
codes. It is valid independently of the numberrahsmit or receive
antennas, although the dimensions of the matrioegady, and even
if the scheme used is not Alamouti’s. If the symloohtrix, or
transmission sequence and the channel coefficiatrixrare defined
in a certain manner, the received signals are dédain a matrix just
by adding the noise. In general, if there agettddnsmit antennas and
N receive antennas, the channel matrix can be deéise

h, e hy
H=l L (50
hNtXN,x—Ntxle I hNth,x

Each column contains all the coefficients that mefthe channel
from a transmit antenna to all the other receivieramas. Every row
contains the channel coefficients from every trahsmtenna to one
of the receive antennas. The noise matrix is ddfase

rll o o an
nN n o n
p(er_]-)+1 Np(er_1)+2 Np(er_l)+Np (\/\{:I] V\[
= ) ) ) : =l .- --- N ) (59
. . . . p
aner—N " +1 aner_pr+2 o aner

Where N is the number of periods during which an informati
block is sent. In Alamouti’'s scheme, the numbep@fiods is 2. And
the received signal matrix is:

I Iy
repgwe W TR (N (62

erer_Np"'l r'\lp'\lrx_'\‘p"'2 o rNerx
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Where every column i of the matrix contains thenalg received by
all the antennas in symbol period i. And every roantains the
signal received by one antenna in the consecuyugbsls. The so
called coding matrix, s, can’'t be defined genelycallhe first
column contains all the information symbols tha anght to be sent
during the first symbol period, but the other cohsrmust be all
orthogonal. The only restriction is that the s mxatnust have as the
number of rows, the number of columns of the H matks will be
seen in the spatial multiplexing chapter, the cgdmatrix can be
very variable, depending on which is the goal & tlommunication
link.

In Alamouti’s paper, his combining scheme is jusited. It is

unclear how he came up with the idea of combinimg teceived
signals with the specific channel coefficientsslivell known, in the

other hand, that the ML receiver is the optimakreer, in the sense
that the result of applying that receiver will gitlee best possible
result in bit error probability. What Alamouti didas apply the ML
decision criterion to the received signal in order make,

theoretically, a joint decision of which were theot symbols that
were sent. But defining carefully some vectors Ilagd in the

calculation, it comes out that the decision of eagmbol can be
taken separately.

If H is defined, where hand K are column vectors that contain the

channel coefficients from transmit antenna 1 amelspectively to all
of the receiving antennas.

H=(, h) (53)

During the first of the symbol periods, the totehs signal to the
downlink is:

H@j =sh, +sh, =V, (54)
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During the second period:

H[‘?J=—s:ha+s;hb v, (59
So

If the following vectors are defined:

X, :( Sohaj (56)

~sih,

X, =( Slhbj (57)

Soh,

Note that the scalar product between these twooxeds O, or in
other words, they are orthogonal.

X,X,=0 for azy (58)

Defining the following vectors:

el .

Where r[1] and r[2] are column vectors that contalinthe signals
received by the antennas in period symbols 1 amd@ectively.
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The ML decision criterion to take a joint decisidor the two
symbols sent would be:

ML :min |[R-Z|"=min (R-Z)(R-2)=
SoS1 SoS1

= min (— (z'R+R'Z)+ ||z||2) (61)

SoS1

Where the term [|R||lis not taken into account, because the
minimization is respect to the symbols sent, arat thrm is just a

fixed number the receiving antennas got from thedmission, so it
would not be influenced by &nd s.

If the term ||Zf|is expanded:

217 =%, + X =[]? + 1% = (sof +[s el + o)) =
= s, [H]” + s [H]* (62)

Where the crossed terms are 0, due to the orthtigoofX ; and %.

Hence, ||Zj|is separable in two different equations, one thegtends
on $ and one that depends an s

Now, if Z is rewritten as:

A e

Then:

Z'R=shyr[t]+ sphyr 2]+ sihgr[t] - sihr 2] (64)
R'Z = sh,r [1]+ shyr*[2] + sihyr 1] - s]h, r*[2] (65)



| 36 | Performance of MIMO systems |

Putting equations (64) and (65) together:

Z'R+R'Z =
s (hor ]+ nor[2])+
o(hor[21+ hr 1))+
C(hor ]- hart[2])+
1( h, r[2]+ hyr [1])—

n n + Sngn* (66)

Where the equation depends grasd on g The equation has to be
minimized. But it can be separated in two sepaegpeations, one
that depends only onpsand one that depends only on sl1, and
minimizing each of those equations separately gille the same
result than minimizing the whole equation. Thatd d@he fact that
|IZ|f is also separable, means that the maximum liketihdecision
can actually be taken separately foasd for s.

And finally, the ML criterion results to be:

ML : min -(s,5 +5,5 )+[s,"|H|’) @=0..n i=01 (67)

Which matches exactly with the criterion used byrAbuti in his
paper. Wheres is the combined symbol that Alamouti used to take

decision, and n represents the different numbgroskible symbols
of the modulation used. It would be 1 for BPSKp8 ®PSK and 15
for 16-QAM. If all the symbols in the modulation veathe same
energy, like in BPSK or QPSK, the second part ef ¢équation can
be removed, because the same term will appeartmdsdes of the
equation, independently of the symbol that is beegjed. And the
criterion comes out to be to decideffls

d*(5,.5)<d*(§,.s,). iz k (68)
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3.2.1 Simulation assumptions

The systems were simulated to find the bit errabpbility. The
systems simulated were 1x1, 2x1, 2x2 and 2x4, ubwoiy) QPSK
and 16-QAM. The 1x1 systems simulated are obvionstyusing the
Alamouti diversity scheme, but they were simulated have a
reference, and to show that a SISO communicatiatesy over a
Rayleigh channel doesn’t accomplish the necessdR Bo be
considered reliable. The amplitudes of fading freach transmit to
each receive antenna, or channel coefficients,agseimed to be
mutually uncorrelated complex and Rayleigh distieloly and the
average powers at the receive antenna from eatsntibantenna are
the same. The mean of the channel coefficients used0 and the
variance was 1 for each of the real and imaginamngpgonents of the
channel. The definition of SNR used was:

SNR =10log,, % (69)

0

The K is calculated in a different way than it is in 1gfstems,
taking into account the number of transmit and ikecantennas:

Eb = Nthrx 202% (70)

Where N is the number of transmit antennas, N the number of
receive antennas,sHs the average symbol energy and q is the
number of bits per symbol. Using these two equatidnis possible

to find the value of N in terms of the value of SNR. In every
simulation N/2 was used as the value of the variance of theerfor

the real and the imaginary components.

3.2.2 Eb derivations

In order to calculate the average received Energybjt, first, the
received total energy in one symbol period shoelddculated.

r=Hs+w (72)
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As stated before, this expression is the modetiferreceived signal
in every MIMO system under study in this projecheTfirst part of
the equation represents the useful signal, and séeond part
represents the contamination of the noise. If deined as follows:

=Z=Hs (72)

Zy

r

Where s is not the entire matrix of all the symbsdat during one
complete transmission, but only the first colummnctee or the
symbols sent during the first symbol period, anepresents each of
the received signals in the receive antennas. Ttal tEnergy
received during one period should be calculated as:

E{Hs|’} = E{(Hs) Hs} = E{z.[* + |2,/ +... ¥ |z [P} (73)
|zi|2 =27z (74)

Ni
z = Z} hs (75)
2

Etot = 2 Eﬂzi |2}:i::, E{ Z h;s, ihmsm} = i:rl:iilz{hl hi*msj Sm} (76)

Which comes from expanding 2|z¢nd using the property that the
expected value is a linear operator.
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Taking into account the fact that the channel ¢oeffits and the sent
symbols are statistically independent:

2“ i i E{hii h;n}E{sj Sm} (77)

And using:

E{ss}=0 if i#] (78)

Due to the fact that different sent symbols areepahdent and their
mean is 0, because in the employed modulationssyh#ols are
symmetrically arranged around the coordinate origm the
constellation:

i i Eﬂhu Z}Eﬂsj ‘2} (79)

In general, in any random variable:
E{jx|z}: E{[x—mx|2}+ m? (80)

If the random variable is Rayleigh distributed, thean is 0, and the
power is the same as the variance. In the casehefchannel

coefficients, used in the simulation, which are pter, and

therefore have a real and an imaginary part:

e, [*}= E{(n + in, e - iny )} = Efhe}+ Efv} = 202 (81)

So finally, the total received energy in one symbperiod in a
Rayleigh fading channel is:

Esiizf = E.N,N, 202 (82)

i=1 j=1
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To have the total received energy, the above reshittuld be
multiplied by the number of periods during which btéock of
information is sent. Note that in Alamouti’'s schertfee number of
transmitting antennas is exactly the same as tiebau of periods
throughout which a block of symbols is sent. Andget the final
result for the average bit energy received, thal tehergy received
during the block should be divided by the numbein&drmation bits
decoded in each block.

2
NN N, 20°E, _ E,
N.q N.q

And the final result is the one stated in (67).

3.2.3 Simulation Results

The 1x1 QPSK system is obviously not a reliable mamication

system, even in 15 dB SNR conditions. The 2x1 Alatineystem

clearly improves the performance of the 1x1 cladssystem under
Rayleigh fading conditions, although it could n@& bsed in some
communication applications that require a low BHRe systems
become reliable when the number of receive antermawxreased.
Note that the slope of the curves increases with thmber of
receive antennas. That is due to the increasedsitiv@rder, which

depends on the number of antennas deployed.
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sn-Ph GPSIK NO/2

Fig 10.- BER under different SNR conditions for 1xland Alamouti 2x1, 2x2,
2x4 systems under Rayleigh channel conditions usif@PSK modulation

snr-Ph 16QARN NOSZ

snr

Fig 11.- BER under different SNR conditions for 1xland Alamouti 2x1, 2x2,
2x4 systems under Rayleigh channel conditions usidg-QAM modulation
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In the 16 QAM simulations, the same conclusionsd@PSK can be
taken. Note that the BER performance using the A6AQs not as
good as the QPSK, but in compensation, the bit fiatel 6-QAM
doubles the one for QPSK.

In the comparative simulation that follows, it isar that varying the
bit rate leads to a payback in BER values and itnaeasing the
number of receive antennas increases the relialfitthe system.
Note also that the slope of the simulation curvessd’t depend on
the modulation used, and only on the number ofranae deployed.
Both 2x4 simulations have the same slope when MR Bicreases,
just like the 2x2 simulations.

snr-Pb 2x4 QPSK vs 16QAM
107 ¢ i T

o QPSK |]
—#*— 16QAM i

Pb

snr

Fig 12.- Comparison between the 2x4 Alamouti schemssing 16-QAM and
QPSK
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snr-Ph 2x1 OPSK vs 160AM NOS2

snr

Fig 13. Comparison between the 2x1 Alamouti schenusing 16-QAM and
QPSK

3.3 Bounds

In order to verify the validity of the program aid simulation
results, specially using the QAM modulation, theagirs were
compared with lower and upper bounds of the bibreprobability.

As a lower bound, the results of the symbol ernabpbility of a
single-input single-output stationary AWGN systemswised, while
as an upper bound, the result for the symbol grobability for M-

ary QAM in presence of AWGN channel was used.

3.3.1 Lower bound (M-QAM)

Any system can perform, at the most, ideally, hguime same BER
of a SISO system in presence of AWGN. The well knaesult for
the symbol error probability in a SISO system iagence of AWGN
is:
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PS=4(1—ﬁjQ[ dﬁ—] (85)
, _ 3log,(M)
don = o1 (eo)

In particular, for 16-QAM

1o X
Q(x) = 2erfc( \/Ej (88)
P, = 31erfc[ 251} :§erfc( EEJ (89)
15N, 2) 2 15 N,

3.3.2 Upper bound

In this bound, it was considered, just like in #wmulations, that the
16 symbols are equally probable. Hence, the detiscundaries are
exactly in between the middle of the symbols in toastellation.
And the result comes out to be:

1) { D&, 1% N
R<P< E{{l—mjﬁ{ Z_NOJ} QX <>e [X=0 (o9

D2, = 4A%H|’ (92)

min
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Where the minimum distance between symbols depe&mdghe
channel coefficients.

T N Uh G (92)

Expanding (90) using (93):

i=1j=1

1 ~Don 1 —EE
P sz(l——jE g Mo :2(1——)5 e M
VM

Np Nt 2
PN

And because the real and imaginary part of the rblagoefficient
are independent:

1 Ay A ey |
=2/1-—=_||Ele M " lEleg N " EEEEE 93

Using the expected value theorem:

2 (hfe-mpe)
T U IS ) A | D
E No = No 2\ dh. = [0
e :[oe o T e !
_ Az(rzni?e)2
o NO[1+:702(JURE)2] ( )
94
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Taking into account that in pure Rayleigh fadirgg mean is 0 and
the variance was taken as 1 in the simulations:

Re/m _ Relm _
m=" =0, g =1

_LZ( hif%e‘ Im ) 2 1
Eie Vo = —_ (95)

tx rx

! (96)

b of1- A =
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snr-FPh 2x4 160AM upper-lower bounds
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Fig 14.- 2x4 16-QAM Alamouti scheme and upper andiver bounds

i snr-Ph 1x1 16QAM upper-lower hounds
10
1078
10°
107 L
=
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10'? 1 1
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snr

Fig 15.- 1x1 16 QAM Alamouti scheme and upper anaWer bounds



| 48 | Performance of MIMO systems |

Gray coding was used in the program, so it candosidered that a
symbol error is caused by only one bit error, ant more. This
means that the errors are committed only in betvesembols which
are next to each other in the constellation. Anthgua 16-QAM
modulation, with 4 bits per symbol, it can be estied that the BER
is approximately equal tog8. So the upper bound plotted in the
figures corresponds ta/B.

An important aspect that is provided by the Alamsgheme is the
diversity order. It is defined as the slope of thg R, and it is a
measure of how fast the error probability dropstles B/Ng is
increased. In order to be more specific, in thigjgmt, the 16-gam
system is analyzed. Taking into account that wheghlEncreases,
the slope of the upper bound and the simulationtlaeesame, the
slope of the upper bound will be analyzed, for whwe have a
definite expression.

2 Ny N
3 1
P, = — (97)
2 L+ 2 E,
10 N,
ZNoN o NNy
im o1 . (98)
Bl. 2| | 2E, 2| 2E,
' 10N, 10N,
3 2 E
logP. =log=-N._N_ log——2 99
g b 92 tx'Vrx glONO ( )

E
logP, = Iogg - NN, Iog%O - NN, IogN—b (100)

0
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The first two terms are constant, and don’t infleceethe slope of log
Ew/No. The minus is due to the fact that thedPviously decreases
when the SNR increases. So it is considered tleatitversity order
provided by the Alamouti scheme isNN The bigger the diversity
order is, the closer the communication system gets the
performance of the SISO in presence of stationaWyGN, but it
should have a diversity of infinity to actually okathe performance
of the SISO AWGN system

3.4 Comparison

Different applications over wireless communicatiegstems require
different minimum bit rates and bit error rates.pPeding on the
application, the constraints can be more or lestricéve. As an
example, voice applications require from 8 to 32pkband a
maximum BER of 106, while database access and file transfers can
require up to 1Mbps and a maximum BER of 10he GSM system
requires a BER from I9to 10° after channel coding[12]. Hence, the
number of transmitting or receiving antennas arel itiodulation
used must be chosen depending on the applicatenatre going to
be used for and its constraints. The constrainthen number of
antennas used is basically because of the spacwtions. For
cellular phone communications, for instance, it d@n possible,
today, to deploy more than one transmitting antennane side of
the link, in the base station, but not in the atliee cellular phone,
although many advances are being done in this.fiehg use of a
higher level modulation involves the transmissidmmre bits per
symbol period, which means that there will be aréase in bit rate,
but there will be a trade-off in bit error probatyil If the BPSK (2
possible symbols) modulation is used, 1 bit pertsyinperiod will be
sent. If the modulation used is QPSK (four possgymbols), the
number of bits sent per symbol period will be 2leitin 16-QAM
(16 possible symbols), 4 bits will be sent duringery symbol
period.

To analyze and compare the different communicatsystems
simulated, 13 was chosen as a reference in bit error probabilite
different quality of the communication links needmdthe different
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schemes to achieve that constraint is shown irfidli@ving table. In
what concerns the bit rate, it would be more difidco choose a
reference, and the duration of the symbol periodldidoe needed,
which depends on the bandwidth used. These aspectsot part of
the goal of the project, and although they are irtgm in the design
of a communication system, the table only givesfarence in what
concerns bit error probability.

Ny * N« | SNR (dB) QPSK | SNR (dB) 16-QAM

2x4 10.5 14.2
2x2 13.1 16.8
2x1 19.1 22.2
1x1 32.8 37

Table 6.- SNR needed to achieve a BER of 10

The SNR needed to achieve the constraint in bitr ggrobability is

always bigger using the 16-QAM constellation, wuthe other hand,
the bit rate using 16-QAM, doubles the bit ratehaf situation when
QPSK is used.

The 1x1 systems under Rayleigh fading channelreskeided in the
comparison, to show their unreliability under Ragte fading.

Notice the more the approximate improvement of B4rdany of the
modulations when the Alamouti diversity schemesisdi
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4. OSTBC: orthogonal space time
block codes

In space-time block codes, multiple copies of aadsfream are
transmitted over several antennas, and with sipppeessing in the
receiving antennas, the different received versiminghe signal are
used to improve the reliability of the communicatimk. The theory
of orthogonal designs is used to design analogsAlamouti's
scheme, which are named space-time block codes witea than
two transmit antennas are used. In orthogonal space block
codes, any two pairs of columns of the coding mrateisult to be
orthogonal. The coding matrix is the matrix thatimkes from which
antenna and in which instant the symbols are Jé. orthogonal
structure of the code enables the receiver to ulEgple maximum
likelihood decoding algorithm and take decisions fiee symbols
separately instead of having to take a joint denisas was shown in
(67) for Alamouti’s scheme.

It is possible to design an orthogonal space-tiloekbcode for any
arbitrary number of transmit antennas, using eitieat or complex
constellations. However, these codes only reacmigwamum or full
transmission rate when the constellation is reathsas PAM. With
the use of a complex constellation, like QAM, thieck codes
achieve a rate of %2 , independent from the numbetramsmit
antennas. For two, three, and four transmit antgnh#& possible to
design a STBC that achieves % of the maximum réte avcomplex
constellation. The focus of this project is on thi#- rate OSTBC,
that is, using real constellations, specifically,42and 8-PAM, and
using always four transmit antennas and analyzmg different
numbers of receive antennas, one and four. In gendese cases
were studied under the influence of a Rician chhnne

In OSTBC, the way of achieving diversity, which ke most
practical form of combating severe Rayleigh fadisghrough space
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and time, or what is the same, without the neethofeasing the
bandwidth used, which is in general restricted. ¢¢ethe diversity is
obtained with the deployment of several antennateatransmitter
and/or the receiver. Moreover, in most of the ajgions, the remote
station is required to be small, so it is not palssitoday, to deploy
multiple receive antennas, and the diversity muestahieved in
transmission. That is the reason why the case of toansmit

antennas and one receive is also studied.

4.1 The MIMO 4xNr OSTBC scheme

H is defined similarly to how it was done in theaAlouti scheme,
but now with four transmit antennas. The ith coluofrthe matrix

defines the channel coefficients between the iterara and the N

receive antennas.

h h, h, h
TR I A L S

h4N,X—3 h4NrX—2 h4NrX—l hyy

rx

The coding matrix is defined as [6]:

S TS TS TS
S S S TS|
S=lg o o s "G s2 s3] <4 (109)
S S TS S
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Note that it applies only for real constellatiodsie to the fact that
any pair of columns of S are orthogonal if and ahthe symbols of
the modulation are real. If the matrix is analyzedme interesting
features can be recognized. The row of the matdicates which of
the transmit antennas is going to send the symbais.first row of

symbols will be sent by the first antenna, the sdamw will be sent
by the second antenna, and so on. Hence, the nuofbesws

indicates both the number of transmit antennasgbased and the
number of effective information symbols that arengoto be sent
during the transmission. The column of the matnci¢cates in which
symbol period the symbols are ought to be sent.fifsecolumn of

symbols will be sent by the four transmit antensesultaneously
during the first symbol period, the second colunith lve sent during
the second symbol period, and so forth. So takinigok at the

equation written before:

R=— (102)

With the knowledge of the dimensions of the S maitiis possible
to know the rate of the transmission scheme. khés riumber of
symbols sent, or number of rows in the matrix, Bnid the number
of symbols during which they are sent, or the nundfeolumns. A
square matrix means that the scheme reaches theate] while a
matrix with more columns than rows doesn’t rea@hfthl rate.

Each of the signals that reach the receive anteisnesntaminated
by noise:

n n, n, n,
w=l P o] w2 W W) (103

I’]4N,X -3 n4N,x -2 I’]4N,X -1 n4N,x
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And the received signals in the receive antennasaich symbol
period are:

r=HSHW=[ T 7 rs =(fd] r[2] r[d r[4) (104

r4er—3 r4er—2 r4er—1 r4N,x

Where 1 can be expressed as a function of the channelideets,
the sent symbols and the noise.

= hlsO + hZSl + hssz + h433 +n
r,= _hlsl + hzso - hsss + h452 +n,

r.4N = _h4er_3S3 - h4er_282 + h4er_lsl + h4er SO + n4Nf>< (105)

Note that the above definitions are expressed dbpgron Ny, SO
they are valid for the cases with four and with oeeeive antennas.
In the case of having only one receive antenna,Hh&V and r
matrices would only have one row.

4.2 Maximum likelihood decoding

In Alamouti’'s scheme, the received signals were lmoed in the
receiver, and the decision was taken with the logithbined signals.
As it was done in (44) and (45), it was easy toegalize Alamouti’s
scheme for more than two receive antennas, throcgteful

observation of (28) and (29), taking into consitierathat in the
combined symbol, the sent symbol ended up multpley the

squared modules of the coefficients of the chaninelhe case of 4
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transmit antennas, it is not trivial to build thentbined signal, and
make the sent symbol be multiplied by the squarelutes of the
channel coefficients. In order to obtain the minmBER, the
maximum likelihood criterion should be applied, wesimilarly to

how it was done in the Alamouti chapter.

If H is defined, where h h,, h. and kh are column vectors that
contain the channel coefficients from transmit antel, 2, 3 and 4
respectively to all of the receiving antennas, sodrhes out to be a
N; X 4 matrix.

H=(h, h, h, h) (106)

During the first of the symbol periods of the tramssion, the total
signal transmitted to the receiver is:

S
H ™ |=sh, +sh +sh +sh =V, (107)

2

S

n

In the consecutive symbol periods, the sent signal

-5,

H ®|=-sh, +sh-sh+sh, =V, (109

S

S

S

H =-s,h, +sh, +sh, -sh, =V, (109

-5
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H =-sh, -s,h, +sh, +5h, =V, (110
S,

So

Similarly to how it was done in (54) and (55) bakihg into account
that now there are 4 transmit antennas.
Defining the vectors:

Soh,
_| ~sha
X, = “sh (112)

- S5h,

s,h,

_ SOhb
X, = Sh (112)

- Szhb

X, = (113
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SNy
s;h,

X,=| <h, (114)
Sohy

X,X, =0 for azy (115)

These four vectors are orthogonal, and that facbfisextreme
importance in order to be able to make a separdssidn for each
symbol in the receiver, because it will enable tieeeiver to
minimize four separate equations, each of them riipg on only
one symbol. It will not be necessary to minimizes @quation that
depends on four symbols.

Due to the fact that there are now 4 transmit ardgendefining:

rl1]

R= 2 (116)

r[3]
rl4]

=X, + X, + X+ X, (117)

N
I
< < <<

I
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Where 1[i] is a column vector containing all thgrsals received by
the antennas in period i.

Now, applying the ML criterion, just as it was dang73):

ML :min [R=2Z| = min (R-2)(R-2)

S0515253 S0515253

= min, L@z r+rzZ)+|2) (118)

With the only difference that now there are foumgpls sent during
four symbol periods.

If the ||Zff is expanded:

2] =X, + X, + Xg + X7 =X + X7+ X+ X, =
= (sl +1s)” +[s.” +s Nral” +[rl +[rc) +[ne])
= s 2HIF +[sHI +[s.2H? +lsFIHI 119

Due to the orthogonality of Xvith X;.

Rewriting Z:
SOha Slhb Szhc SShd
7 = SOhb + - Slha + Szhd + - S3hc (120)
SOhc - S.I.hd - SZ ha S3hb
SOhd Slhc - SZ hb - S3ha
Then:

Z R=s{fir[t]+hir[2+ Hir[d + tir[4])+5 (e[l - rir{2] -Hir[3 + Hir[4])+
s(hirld+tirl2 -tirfd -tirld) +s (el - tir[d +hird-Hirld)  @2)
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RZ= so(r*[l]ha + r*[2]hb + r*[3]hC + r*[4]hd)+ SS +S,S, +S,S; (122)

s, = hor[a] + hor[2] + hir[3] + hyr[4] (123

Where the consecuti®are defined as above.

Putting together the three terms of the ML equation
ML:rgir(—(s;‘s; +5,5 )+[s,[/JH[) @=0..n = 0123 (124

As a result of the separability of the equatiorfaar parts, each of
them depending on one of the sent symbols and wheepends on
the number of symbols of the modulation used. Theagon has
exactly the same aspect as (67) in the Alamoute,chgt note that
the definition ofs has changed.

In this project, the simulations used with foumsmitting antennas
are always real, so it is possible to extract ttamon factor:

ML:rrsuin(—(sg(g +5)+[s,/|H[) @=0..n = 0123 129

Alamouti used a combined symbd,, in order to take the decision.
In his combined symbol, shown in (66), the sent lsyinwas
multiplied by the squared modules of all the charoeefficients,

||H||2, the channel coefficients multiplied by noisesd dne crossed

terms of coefficients and sent symbols were caedelk seen in (28)
and (29). Now, the situation is not the sames it expanded, the
sent symbol is multiplied by some squared modukffments, but
some crossed terms of channel coefficients andssenbols are not
cancelled. So using as a combined symbol to make a decision
would not give the same results as in Alamoutilsesge. Although

if Sand S are added, the result is similar to Alamouti’'s. The
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outcome is the sent symbol multiplied by twice #ldklition of all the

squared modules of the channeﬂk@z) in addition to the channel

coefficients multiplied by the noises, exactly like Alamouti’s
result. So that combination could be used just Akemouti used his
combined symbol. It becomes clear analyzing egnati®5) and
taking the 2-PAM modulation for simplicity. Usingi$ modulation,

the term |sa|2||H||2disappears, due to the fact that both possible
symbols have the same energy. If it is assumedatiais sent, if the
noise is not too big, and the 1 is multiplied bH/H#Z, the new
combined symbol will be bigger than 0. If in eqoati(125) we
assigns, =1, the overall equation will be negative. If wsigs s, =-

1, the overall equation comes out to be positived Aomparing both
of the possible assumptions, the decision woulthken in favour of

s, =1, because the overall equation comes out to ladlesmHence,
the decision will be taken correctly, with no errttre new combined
symbol can be taken as a reference, and the nesiatecule could
be to decide that the sent symbol was a 43 > 0 and to decide
the sent symbol was a —1 otherwise. It is posdiblese the new
combined symbol when the rest of the modulatioesused also, but
the different energy of the symbols must be takém account.

4.3 Simulation assumptions

The systems were simulated to find the bit errabpbility. The
systems simulated were the 4x1 (MISO) and the 44MQ), using
modulations 2-PAM, 4-PAM and 8-PAM. In this casdjet
amplitudes of fading from each transmit to eacleiree antenna are
considered to be Rician. The BER was studied foersg values of
the Rician factor (K). More in detail, the systemare simulated for
K=0 (Rayleigh fading), K=0.5, K=2, and K=10, to &y the
influence of the LOS component in the communicatiok.
The channel matrix is now [7]:
H=H,+H

los nlos

(126)
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Where the matrix g remains constant during the whole
transmission, while kbs varies in every transmission block, which in
this case lasts for four symbol periods. The vagaof the elements
of Hixsor the Rayleigh components, have zero mean andnaeil.
The Rician factor was calculated as:

<= Ml Mol

E{“H nlos } Ntx N rx 20’2 (127)

Where:

E{H .| )= E{z|h|} =S el 29

i=0

E{‘hinlos |2}: E{(hs + ih, Jhe = ih, )} = E{ } {hlz}: 20% (129)

Because of the fact that the real and imaginarfficents of the
channel are independent.
And using (127) in (126):

E{“H nlosnz} = NN, 20° (130)

Each of the components of the noise, the real aedimaginary,
have N/2 as the value of the variance of the noise.
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4.4 Simulation results

snr-FPh 2 PAM 4x1

1] 5 10 13
shr

Fig 16.- simulation of the 4x1 for several k valuessing 2-PAM
From now on, k in the legends standifK

sn-Fh dxd ZPAM

Fig 17.- simulation of the 4x4 for several k valuegsing 2-PAM
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i snr-Fhb 4x1 APAM

0 a 10 12
snr

Fig 18.- simulation of the 4x1 for several k valuessing 4-PAM

; shr-Ph 4xd 4PAM

0 g 10 14
snr

Fig 19.- simulation of the 4x4 for several k valuegsing 4-PAM
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snr-Fh 431 SPAM

D.

snr

Fig 20.- simulation of the 4x1 for several k valuegsing 8-PAM

shr-Pb 4xd GPAM

Fig 21.- simulation of the 4x4 for several k valuegsing 8-PAM
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4.5 Comparison

The same way it was done in the Alamouti chaptes, different
scenarios were compared, to see which were theiregl(SNR
conditions to achieve a bit error probability of“.0rhis was done
for the 4x1 and the 4x4 system, and for severalesbf the Rician
factor.

45.1 4x1
K SNR (dB) SNR (dB) SNR (dB)
2PAM 4PAM 8PAM
0 13.2 16.9 20.9
05 13 16.7 20.9
2 11.2 14.9 19.1
10 10.7 12.9 17.2

Table 7.- SNR needed to achieve a BER of 4 4x1 OSTBC

4.5.2 4x4
K SNR (dB) SNR (dB) SNR (dB)
2PAM 4PAM 8PAM
0 9.4 13.2 17.4
0.5 9.3 13.2 17.3
2 8.9 12.6 17.1
10 8.5 125 16.6

Table 8.- SNR needed to achieve a BER of 41 4x1 OSTBC

As it is seen in the comparative tables, theretradeoff between bit
error probability and bit rate. If the bit rateiigereased, or in other
words, the modulation requires more bits per symbod system
needs a higher SNR to reach the same BER reswtoSa given
SNR value, a lower order modulation will preserdbwer bit error
probability. In general, using the same K factod #me same number
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of antennas, the next order modulation needs appei&ly four
more dB’s of SNR to reach the BER target.

The influence of the Rician factor can also be ole® The increase
of K, or the strength of the LOS component of tharmel, improves
the performance of the link. The same system regqua smaller
value of SNR to reach a fixed BER value if the L&®#nponent of
the channel has more strength. In the 4x1 systdmsSNR needed
to achieve the BER target is approximately foursd&hnaller for any
modulation when K=10 than when the channel behéikesa pure
Rayleigh fading channel. In the 4x4 systems, thetesy also
improves with the increase of K, but the improvemennot so
noticeable. The Rician influence over the chanmal loe interpreted
as a deterministic value of the channel throughio&itransmission, a
value that doesn’t change or fade, a value thatbeaaasily known.
The MIMO scheme is thought to combat the Rayleigidirfg
conditions, and the LOS component of the channabtssomething
that has to be fought against, it's effects dorvénto be mitigated,
they are in fact, positive for the link, under thgsumptions in this
project. A 4x4 system has a diversity order of 46g a 4x1 system
has a diversity order of 4, so the 4x4 combatsnfadnuch better
than the 4x1 does. The effects of the increase o&r& more
noticeable in the 4x1 case because the fadingtisowell combated
in that system, and the influence of a constantaigath gives a lot
of benefits. In the 4x4 system, the Rayleigh fadsgery mitigated,
and the conditions are good, so the influence tHrger K doesn’t
give such a big improvement, the system, somehoesmt have the
margin to improve that much.

Two systems with different diversity order were slated using
OSTBC. One has a diversity order of 4, and therotme has a
diversity of 16. In Alamouti’'s scheme, the 2x2 teys had a
diversity order of 4, so it can be compared with @STBC scheme
with the same diversity. The comparison should é&t&vben systems
with the same diversity order , under the soleuigrice of Rayleigh
fading and with the same number of bits per symimolthe

modulation, so that the bit rate is also the sawwaile the 2x2
Alamouti system using QPSK needs 13.1 dB to reafh af 10%,

the 4x1 OSTBC 4-PAM system needs a SNR of 16.9 Tfs

approximately 3.8 dB difference is basically duehe fact that the
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QPSK modulation has a better performance than tHeAM
modulation. Even under the influence of only AWGAI,QPSK
modulation needs a SNR of 9 dB to reach & BER, while a 4-
PAM modulation needs 12.5 dB of SNR to reach tmeesBER.
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5. Spatial Multiplexing

The main focus of the Alamouti and OSTBC schemesewe
combat effectively channel impairments, or in otherds, improve
the bit error probability of the systems in compan with the SISO
system, which was not reliable under Rayleigh fgdoaonditions.
These schemes achieved their goals without saogfibit rate, and
achieving the maximum available diversity. In theses studied in
this project, the full bit rate was accomplishedcduse n symbols
were sent during n symbol periods. The bit errabpbility is key,
for a communication to be reliable, but in someli@pfions, though,
it may be interesting or possible, depending on tmannel
conditions, to have a very high bit rate. The foaisthe spatial
multiplexing scheme, also known as uncoded, is dbiexe the
highest bit-rate, sacrificing some of the availadiilersity [22].

The systems simulated were 4x1, 4x2, 4x3 and 4edtdthe special
interest that this later system has. The modulatised were BPSK,
QPSK. The channel was modelled as Rician undenrakevealues of
K.

5.1 The scheme
When 4 transmit antennas are deployed, the mdtarmel is
defined by:

h4N(x—3 h4ND<—2 h4ND<—1 h4N,x
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The technique to achieve a higher transmission tiaé® in the
previous schemes is to modify the coding matrixrefiénstead of
transmitting an information block duringNsymbol periods, the
information block is transmitted all at a time, ngsionly one symbol
period. Nx independent data symbols are transmitted everypsym
period. Hence, spatial multiplexing sacrifices theersity achieved
in the other schemes throughout time in order toeiase the bit rate
significantly. The maximum diversity order achieveglthis scheme
is Nix. The only diversity the system has is due to et that the
decision is taken with the help ofNeceive antennas. Any
information bit is transmitted only from one transmantenna and
received by N receive antennas. The encoding matrix is now
transformed into an encoding vector:

S,

S= Zj = (sf) (132)

The noise vector is defined as follows:

we L=l 6

Where nis complex AWGN.
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The received signal vector for each of the symlssiqals will then
be:

r=Hs+w=| . |=(f1) (134

Where the received signals are:

r.1 = hlsl + hZSZ + h353 + h454 + nl
r2 = hSSl + hGSZ + h7s3 + hBS4 + n2

v, = _h4er—331 - h4er—232 + h4er—1S3 + h4er S, + Ny, (135)

The decoding is done in a very different way thanthe other
schemes. There is no possible combiner, attenditiget fact that the
whole information block is sent in one symbol pdridhere are no
copies of the symbols sent in later periods thailccdbe combined
with the first ones in order to take a more conitdéecision. So in
order to take the optimum decision, the one thdt give the

minimum bit error probability, the ML criterion shll be applied
[8]:

ML : min|r - H§| (136)
The vectorS contains one of the combinations of the four sylmbo

sent. In order to apply the criterion, all the pbkescombinations of
the symbols sent must be checked. Expanding thatiegu

min(H8) r +r H5+ (HS) HS§ (137)

It is not possible to separate the equation in thfferent ones, each
depending on only one of the symbols, and thergfitve decision
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must be taken jointly. The decisions on the founlsgls are taken at
the same time. The vector s contains the four sysnbdhe
complexity of the ML decoding is high, and it inases with the
number of antennas and high order modulations. Wikl
modulation used is BPSK, with one bit per symbo, ML decoding
algorithm must check 16 {R possible vectors in order to take the
decision. When QPSK is used, which needs two @Etsspmbol, the
algorithm must check 256 {2possible vectors. And if 16-QAM is
used, with 4 bits per symbol, 6553692 possibilities must be
checked in order to take a decision for only fogmbols. Therefore,
in spatial multiplexing, the number of calculatiamseded to achieve
optimal decoding become prohibitive in many caseshould take
much longer for the 16-QAM to reach the targetjrtgknto account
the compromise between BER and SNR. In the sinmrafi ML
decoding was used, but there are some alternatimpsimal
decoding strategies to reduce the number of cdalonlneeded.
An alternative, for example, is trying to inveretbhannel matrix. As
it is well known by now:

r=Hs+w (139)

By inverting the channel matrix, H, the result wibbke:

1

w

n

n
Y=Hr=s+H*w=| " [+] ° (139

n

n,

And using this result, the decisions could be takeparately for
every symbol, and the number of calculations wdaddconsiderably
reduced, although the bit error probability woulat nbe the
minimum.

The average received energy per bi, Eas changed in this case.
The calculations remain the same until (70), Whcthe result for
the total received energy in one symbol period.the spatial
multiplexing scheme, the transmission lasts folyamie period, so
the received energy in one symbol period is thal tetceived energy.
In order to calculate the average bit energy rexkiv
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j— ESNtXNrXZO-2 —_ ESNI‘XZO-2

E
" N,q q

5.2 Simulation results

snr-Fh BPSK 4x1

snr

Fig 22.- Spatial multiplexing using 4x1 BPSK and seral values of K



| 74 | Performance of MIMO systems |

sn-Ph BPSK 432

snr

Fig 23.- Spatial multiplexing using 4x2 BPSK and seral values of K
sn-Ph BRSK 4x3

o

10

snr

Fig 24.- Spatial multiplexing using 4x3 BPSK and seral values of K
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shr-Pb BEPSK 4x4d

snr

Fig 25.- Spatial multiplexing using 4x4 BPSK and seral values of K

sn-Ph CIPSK 431
10 Frm s T |, | PR A Y \PERE e

a g 10 ig 20 25 30

Fig 26.- Spatial multiplexing using 4x1 QPSK and seral values of K
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snr-Pb QPSK 4x2

0 g 10 15 1| 25

Fig 27.- Spatial multiplexing using 4x2 QPSK and aeral values of K
sn-Pb OP3K 4x3

Fig 28.- Spatial multiplexing using 4x3 QPSK and aeral values of K
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snr-Ph QPSR 4xd

snr
Fig 29.- Spatial multiplexing using 4x4 QPSK and aeral values of K

In the simulations above, the compromise betweéndbe and bit
error probability is shown once again. And simifatb how it
happened in OSTBC, the performance of the systegonowes as the
value of K increases. The values of the LOS matrexe generated
randomly as usual.

In order to study if there is any influence of htive strength of the
LOS matrix coefficients is distributed, in the fmNing simulations,
the LOS channel matrix coefficients were not getegtaandomly.
Although there is still control over the K, all tife coefficients have
the same value. Or in other words, the strengtih@f.OS matrix is
distributed equally in all the coefficients.
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snt-Pb BRSK 431

shr

Fig 30.- spatial multiplexing with 4x1 BPSK, but al the coefficients in the
LOS matrix are equal

sn-Ph BRSK 4x2

Fig 31.- spatial multiplexing with 4x2 BPSK, but al the coefficients in the
LOS matrix are equal
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shr-Pb BPSK 4:3

snr

Fig 32.- spatial multiplexing with 4x3 BPSK, but al the coefficients in the
LOS matrix are equal

shr-Pb BPSK 4:4

snr

Fig 33.- spatial multiplexing with 4x4 BPSK, but al the coefficients in the
LOS matrix are equal
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snr-Ph QPSK 431

Fig 34.- spatial multiplexing with 4x1 QPSK, but al the coefficients in the
LOS matrix are equal

snr-Ph QFPSK 42

Fig 35.- spatial multiplexing with 4x2 QPSK, but al the coefficients in the
LOS matrix are equal
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snr-Ph QPSK 4:3

Fig 36.- spatial multiplexing with 4x3 QPSK, but al the coefficients in the
LOS matrix are equal

sht-Ph QPSR x4

Fig 37.- spatial multiplexing with 4x4 QPSK, but al the coefficients in the
LOS matrix are equal
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In this case, when the LOS matrix coefficients alleequal, the
performance of the system is worse than it is whenconditions are
pure Rayleigh fading. This situation can be illagd with an
example. Suppose there are two transmit antennh@ receive
antenna. The sent signal by the first antenna wbeid

SO hlos + SO hlnlos (14])

The sent signal by the second antenna would be:
S1hlos + S1h2nlos (142)

And adding the noise in the receiver:

SOhlos + SOhlnlos + Slhlos + SthnIos +n (143)

If the strength of the LOS components is supposadmibigger than
the strength of the NLOS components, the elemehthieo NLOS
matrix become negligible:

SOhlos + Slhlos +n (144)

And if now it is supposed that the two symbols sestthe same but
with an opposite sign (s -s)), the received signal is only noise. And
the decision has to be taken only with that vakm,it is taken
randomly, and that is why the results are much adinan when the
LOS matrix is created randomly.

5.3 Comparison

As it was done in the previous chapters, the resalé compared.
The table shows the required SNR to reach a t&g&t of 10*. The

differences between the case in which the coefftsieof the LOS
matrix are generated randomly and when they areareshown in
the tables.
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5.3.1 K=2

Nu*Nx | BPSK | BPSK (equal A QPSK QPSK (equal

coefficients) coefficients)
4x2 19.9 21.5 24 24.9
4x3 14.3 17.6 16.4 18.5
4x4 12.9 14.5 13.7 14.9

Table 9: snr needed to achieve ber target of Tovith k=2

5.3.2 K=10

No*Nx | BPSK | BPSK (equal | QPSK QPSK (equal

coefficients) coefficients)
4x2 15.5 27.5 23.5 29
4x3 13 23.1 15.2 23.8
4x4 10.5 20.3 11.8 20.4

Table 10: snr needed to achieve ber target of T@vith k=10

With K=0 and the coefficients generated randomlgryv good
channel conditions were required to reach a taBfeR of 10*. A
4x4 QPSK system requires 14 dB of SNR with K=0. Ahd same
system with 4x3 requires 17 dB. A 4x4 BPSK systequires nearly
13 dB of SNR to reach the target BER

Some simulations were done using 16-QAM, but du¢hto high
complexity of the calculations that needed to beejmnly some
isolated results were obtained, it was impossibletitain a graph for
several values of SNR. The 4x4 16-QAM system wittDKeeded
15 dB of SNR to reach the target BER and with Ktf& system
required approximately 14dB. So the trend of impugv the
performance with the K, continues.

When the coefficients of the matrix are all the samhen they are
not generated randomly, the higher the K gets, wuese the
performance of the system is, and the more SNReats to reach a
target BER.
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6. Program

In this chapter, some of the most important aspetthe program
will be explained.

6.1 Flow diagram

Choose bits |
randomly | p——————————

|

Create the
sytohols

}

Transtnit sigrals
ttrough the channel
and add noise

J

Crotrbine the
received signal
it the receiver

!

ML decision
ahout the senit

signals

isthe TES
received bit P

equal to the
transmitted

HO

al walues
increase number of s
of bit errors

Calculate BER and
plot the systetns
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6.2 SNR

The systems are simulated for many values of SNRardler to do
the simulations, and get the correct graphs, itnigortant to have
control over the SNR. This was done by varying\uhgance of the
noise in accordance with the value of the SNR.

Using the definition of SNR:

SN\R =10log,, % (145)

0

And rearranging the equation to have the varianteéhe noise
depending on the other factors:

NR E

Sre E
100 =2 = Ne=—g (146)
° 101

The K is calculated as was explained in the previousptehns,
depending on the scheme, the number of antennas thaed
modulation that were used. The factor that vamesrder to get the
graphs is the SNR.

Using the matlab function randn, which returns adoan value
which is Gaussian distributed, with zero mean aadlance equal to
one, it is possible to vary the variance of thedan variable. Using
the results:

E{y} = Eflod = k(¥
o2 =e{ly- w)}=eflo-km, )} = {k(x-m )} = k202 (147
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So multiplying the correct constant, depending lo& scheme used,
by the randn function, the variance of the randoariable is
changed. The variance of the noise used in thelatrons was Y2,
for the real and the imaginary part, so the totalance is Iy.

In the Alamouti 2x2 QPSK scheme, for instance:

function[rO,r1,r2,r3]=add_noi se(h0, hl, h2, h3, s0, s1, s2, s3
, snr)

a0=h0*s0+h1*s1;% his is the conbi ning schemne
a2=h2*s0+h3*s1;

al=h0*s2+h1*s3;

a3=h2*s2+h3*s3;

nO=conpl ex((2/sqrt((10~(snr/10))))*randn, (2/sqgrt ((10"(s
nr/10)))) *randn);

nl=conpl ex((2/sqrt((10”(snr/10))))*randn, (2/sqrt ((10"(s
nr/10))))*randn);

n2=conpl ex((2/sqrt((10~(snr/10))))*randn, (2/sqgrt ((10"(s
nr/10)))) *randn);

n3=conpl ex((2/sqrt((10~(snr/10))))*randn, (2/sqgrt ((10"(s
nr/10))))*randn); %here the noi ses are generated,
taking into account the Eb of QPSK

r0=a0+n0; % this is the signal the receiver will get
r2=a2+n2;

ri=al+ni,

r 3=a3+n3;

6.3 Rician factor

The rician factor, k, defines the relative strengttween the LOS
and the NLOS components of the channel coefficieis the

simulations done for various values of k, it is omant to have
control over this factor. Using the definition of K

- Hel” Ml
2 2
E{H v |°] NuNn20

(148)
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All the coefficients, for the LOS and for the NLQ&re generated
randomly, but the squared norm of the LOS matriedeel a definite
value.

As an example, for an OSTBC, it was done as ibfed:

function [ Hilos ] = create_channel _4x4 2 pan( )
Hnl os=zer os(4);

for i=1:1:16

Hnl os(i ) =conpl ex(randn, randn);

end

function [ Hos ] =
create_channel | os_4x4 2 pan(k, Nt, Nr )
desire_norme K*Nt *Nr*2;
H os=zeros(4);
nor m=0;
for i=1:1:16
Hl os(i)=conpl ex(randn, randn);
nor menor m-(abs(H os(i)))"2;
end

H os= sqrt(desire_norni norm *H os;
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7. Conclusions

This project presents an overview of the MIMO traiting

schemes, paying special attention to the Alamathieme, OSTBC
and spatial multiplexing. The Alamouti scheme wasroughly
analyzed, generalizing it for N receive antennasivthg the way in
which Alamouti came up with the combining schemd arplaining
the importance of the diversity order and the senplecoding
algorithm. Some OSTBCs were analyzed and simulat@ekifically

the 4xNr schemes using real constellations, whientain the full

rate, under Rayleigh and Rice fading conditionsposing and
explaining the difference in the performance of gygstems varying
the channel parameters. The decoding algorithnthimrreceiver was
also derived, and the differences with Alamouttsnbiner, detailed.
Like Alamouti’'s scheme, OSTBCs exploit all the pgbks diversity.

The idea behind spatial multiplexing was explainadd several
systems were simulated, under Rayleigh and Riceditons.

Sacrificing diversity, and hence, requiring a lar@\R to reach a
BER specific value, spatial multiplexing is able s$agnificantly

increase the bit rate. All of the schemes were yaeal using
different modulations. The compromise between diit end bit error
probability was shown throughout this project, witldependece of
the scheme used, giving background in order to déecvhich

modulation or which SNR would be needed, if a dpeapplication

had to be designed.
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