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Abstract
In this paper, a study of the spatial sensitivity in the pedes-

trian detection context is carried out by a comparison of two

descriptor-classifier combinations, using the well-known slid-

ing window approach and looking for a well-tuned response of

the detector. By well-tuned, we mean that multiple detections

are minimised so as to facilitate the usual non-maximal sup-

pression stage. So, to guide the evaluation we introduce the

concept of spatial sensitivity so that a pedestrian detection al-

gorithm with good spatial sensitivity can reduce the number of

classifications in the pedestrian neighbourhood, ideally to one.

To characterise spacial sensitivity we propose and use a new

metric to measure it. Finally we carry out a statistical analy-

sis (ANOVA) to validate the results obtained from the metric

usage.

1 Introduction
There are today many applications for pedestrian detection in

well-established applications such as video surveillance and

relatively newer ones such as self-driven vehicles. Thus, the

problem of pedestrian detection is relatively well-studied in the

area of computer vision, but where it is still possible to seek im-

provements especially for cluttered conditions where incorrect

multiple detections around each pedestrians can have a signifi-

cant negative effect.

In the sliding window pedestrian detection approach, the

movement of the window around the pedestrian neighbourhood

may result in many inaccurate classifications, so that an addi-

tional cleaning up process such as a non-maximal suppression

(NMS) algorithm is needed. In this work we study how prone

to these problems are different descriptor-classifier combina-

tions and also how the problem can be reduced using a dif-

ferent detector confidence measure. To do this we propose a

metric called Weighted Average Differences (WAD). This met-

ric calculates the difference between an ideal model and the

actual result of the classification. After that, each detector re-

sponse is weighted according to how far it is from the actual

position of the pedestrian. To test the validity of the metric we

analyse its behaviour, measuring the results of two descriptor-

classifier combinations in a pedestrian neighbourhood classifi-

cation task. The data for doing this was taken from the INRIA

person dataset as this dataset has been used by many related

works. Finally, to validate the result we carry out an ANOVA

analysis, so we can test if one descriptor-classifier is better than

another in terms of spatial sensitivity.

2 Metric

Spatial sensitivity is understood as the variation of the output of

a classifier when a detection window slides close to the object

to be detected. Considering this, the proposed metric is based

on three basic elements. First, we define an expected outcome

model to measure the distance between this and the actual re-

sult. Second, the actual result of the classification in the neigh-

bourhood, i.e. the output of each classification is collected in a

matrix that represents a confidence map of the classification in

a given neighbourhood. Third, a weighting function is applied.

This function increases the values far away from the actual po-

sition of the pedestrian in the image i.e. a lower WAD value

indicates better spatial sensitivity.

The outcome model used in this experiment was an exten-

sion of the Gaussian probability density function i.e. normal

distribution, to a bi-dimensional space. This model looks like

a peak in the middle between zero to one, so it is suitable to

represent a well-tuned (with high spatial sensitivity) pedestrian

detection.

The result of pedestrian classification is explained ahead,

but it is important to realise that this result must have the same

sampling density to model i.e. if the classification slide was

made pixel by pixel the model has to have the same number of

points as the image pixels.

The weighting function seen as a three-dimensional image,

has the form of a cone. This means that the value of the func-

tion increases as we move away from the centre and this be-

haviour allows us to give greater importance to the farthest

points. Hence a far point with a high value indicates a prob-

lem with the sensitivity of the classification.

To understand how the metric works it is easier to think

of a one dimension problem. If the sliding classification win-

dow slides only horizontally we can have an outcome like that

shown in Figure 1. We calculate the absolute value of the dif-

ference between the actual classification outcome and the ideal

outcome model. This value is weighted using the weighting

function and then all results are summed up. The actual pro-

1



Figure 1. One dimensional weighted average differences graph

to illustrate how the metric works (the metric works in the 2-

dimensional image classification space).

cess is the same explained before but in three dimensions, so

the only real difference is computation time.

3 Dataset

The dataset used in this work is the INRIA person dataset with

some modifications. The original dataset contains three groups

of files, two of images for training and test (positive and nega-

tives) and one group of plain text files with annotations of the

pedestrians position in the images. The training positive set,

originally with 64x128px, was scaled to four different sizes.

The negative training dataset was selected randomly from the

negative images and scaled to the same four sizes of the posi-

tive set. The same treatment was applied to the test set. With

these modified images we can study the behaviour of the pedes-

trian detector for different sizes. Studied sizes have the same

scale ratio of 1:2 based on the original size 64x128px.

For the classification task we use the images in the test

part of the dataset, but the area of analysis was limited to a

close neighbourhood of the pedestrian. We use the annotations

provided with the dataset to locate the pedestrian and then se-

lect the area of analysis. This area contains the pedestrian in

the middle and a margin with the same size of the pedestrian

around him. This way we can see the behaviour of the detector

in a very near neighbourhood. In general, according to the re-

sults, this area is still rather wide and maybe for other analysis

we can use only 50% or 30% of the pedestrian size.

4 Pedestrian detector

A typical pedestrian detection algorithm has three main ele-

ments: descriptor, classifier and NMS. In this work we select

two combinations of descriptor and classifier: HOG plus SVM

and HOG plus AdaBoost. We suppress the NMS to study the

outcome directly form the output of classifier. In this way we

can be sure to analyse the behaviour of the classifier and not

the result of an NMS algorithm. This also opens the possibility

of finding an alternative method to NMS.

The reason for selecting this descriptor-classifier combina-

tions can be found in Dalal[2] work, in fact much of this work

is based on Dalal[2, 3] work on pedestrian detection problem,

as is much of the literature on this subject.

The model training step was made using the same parame-

ters used by Dalal for the SVM based detector [2]. In the case

of the AdaBoost, the training parameters were obtained from

the literature [12, 6, 5]. Thus, we have used the same descrip-

tors, dataset, classifiers and parameters as reported by reference

works so as to allow direct comparisons.

5 Evaluation Process

In the evaluation process we use the information contained in

the dataset annotations as ground truth to select a neighbour-

hood area. This area is exactly nine times the pedestrian size

with the pedestrian in the middle. The neighbourhood area is

not always free of other pedestrians occluded by or side by side

with the pedestrian in the centre.

Each pedestrian detector performed the same task. This

consists on classifying each neighbourhood area obtained from

the dataset. At this point a normalisation process is needed

because the outcome of an SVM has a distinct scale than the

outcome of AdaBoost. To normalise the outcome of the clas-

sifiers into a confidence map, the Platt Sigmoid [9] was used.

This technique consists in training two constants of a sigmoid

function and use them to map the actual outcome to a nor-

malised one into a probability/confidence scale. We note here

that many of the works on pedestrian detection that use SVM

use the output of the SVM directly rather than converting it

into a probability. We found that this generates more false de-

tections and hence complicates the final non-maximal suppres-

sion stage. Finally, each confidence map was measured using

WAD.

The implementation of the Platt’s Algorithm to train the

aforementioned constants is known to have some numerical

difficulties described in Lin [7] work. To avoid these diffi-

culties we use the algorithm proposed by Lin instead of the

original one by Platt.

From the evaluation process we obtain two kinds of results:

confidence maps and WADs measures. Confidence maps are

useful for a better understanding of the problem. Its difficult

to see only the numbers and understand whats happen on each

classification, so this maps are useful tools to provide us with a

qualitative analysis. WADs measures allow easier calculations

to compare results. This results are the opposite of the con-

fidence maps and provide us a mathematical and comparative

analysis. Both kind of results are complementary and help us

in different ways to problem better understanding.

6 Results

Confidence maps can be represented graphically (Figure 2)

for each neighbourhood classification. Also the average con-

fidence map (over the whole set of images) for each detector-

scale combination can be computed. These maps give visual

2



information about the spatial sensitivity and the expected val-

ues of WAD. To obtain a high quality confidence map, as it

mentioned above, we use dense (pixel to pixel) sampling in the

classification task. The map contains the result values of each

classification for a given neighbourhood.

The spatial sensitivity metric was developed to be ap-

plied in pedestrian detection problems, more specifically in the

neighbourhood of one pedestrian detection i.e. given a pedes-

trian in an image, we can use WAD to measure which detector

improves the accuracy of the pedestrian detection for this spe-

cific pedestrian. Then we need an ANOVA analysis to gener-

alise the results of the WAD measure.

ANOVA analysis allows testing if the average of the values

obtained from the neighbourhood classification process may

have statistically significant differences. The samples obtained

from the classification task give us eight different groups ac-

cording to the scale and person detector used. The graph re-

sulting of the ANOVA (Figure 3) show the average WAD value

for the eight groups. Four of the values are for the SVM based

combinations and the other four are for the AdaBoost based

combinations.

From these results we can see that the average WAD mea-

sure of the SVM based detector have a clear tendency to grow

up when the window size increases. The AdaBoost based de-

tector has resulted in greater uncertainty.

Figure 3. Results of ANOVA. The results of the analysis of

variance indicates statistically significant differences between

mean WAD values.

7 Discussion

The design of the metric was created thinking on pedestrian

detection, but the structure with some adjustments allows it to

be used in other object detection problems. In fact it is impor-

tant to do that in order to generalise the metric and validate its

usage.

The results obtained for the SVM based combination is

consistent in scale growing, but AdaBoost shows some irregu-

larity. The irregularity may be mostly due to the classifier train-

ing process, but the selected values are consistent with what

the literature reports [2, 12, 6, 5]. To study this in more de-

tail it may be necessary to implement our own hard training

algorithm to obtain optimal values of each classifier for each

instance of the assessment task.

Descriptor elements in the detector selection have not been

deeply analysed, as we have restricted the experiments to the

well-known HOG descriptor so that readers can make compar-

isons with the standard literature. This point may introduce

some bias in the results of this study, but this has been done

for two main reasons. First, the study of new image descriptors

is somewhat outside the scope of this study and, as indicated

earlier, HOG has proven popular in the pedestrian detection

field [12, 10, 11, 4]. Secondly, this work is a first approach

to full spatial sensitivity characterisation, so it is important to

keep things simple to see clearly the effect of each element in

the spatial sensitivity.

If we can prove that the metric actually works as designed

on a more general group of descriptors and classifiers, ANOVA

might not be necessary every time. Then it is important to study

the behaviour of the WAD metric in a more general study as

mentioned above.

Platt’s method to obtain probabilities from classification is

not a new method and is not the most effective method to-

day [1]. However, Platt’s method (as modified by Lin [7]) is

robust enough to be applied to another classifier algorithms and

not only on SVMs [8].

8 Conclusions

One of the main contributions of this work is the proposed

WAD metric, as it is very useful to analyse spatial sensitivity

which in our opinion is an understudied problem in the pedes-

trian detection problem. The analysis of variance works as

validation for the WAD metric in inferential statistical terms.

So WAD metric measures spatial sensitivity and simplifies the

problem of comparing confidence maps. Spatial sensitivity is a

concept important to study because it allows observing from a

new perspective some elements of accuracy in the problem of

pedestrian detection. Refining these elements should result in

better tuned pedestrian detection algorithms so that theses algo-

rithms can have better performance in problems related to the

neighbourhood such as counting and tracking in the presence

of occlusion.

Another contribution is the comparison, in terms of spatial

sensitivity, between the analysed pedestrian detectors. The re-

sults obtained from the ANOVA analysis indicate a clear ad-

vantage of the SVM based detector over that based on Ad-

aBoost. This result is the same for three of four of the analysed

cases, so in general we can say that SVM is better in terms

of spatial sensitivity. As future work it is important to analyse

other classification algorithms to investigate the generality of

the WAD metric.
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Figure 2. Confidence maps for three different steps of the process. Left: raw classification (not a true confidence map, but

important to see the contrast between the raw output of a classifier such as SVM and a normalised probability output). Middle:

normalised classification i.e. an actual confidence map. Right: average sample classification. With these confidence maps we

can study the results of the classification in a comparative way.
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