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Abstract

The objective of this thesis was to acquire thewdedge about the works perform by
professor Soleymani and his student group in cotlaiive communications. We decided to
start from the beginning simulating a wireless camioation scenario and we thought it would
be of great value to implement and simulate a clutiemal channel code with Viterbi
decoding. The last part has been about studyirglmhtion trough the references and some
implemented simulations.

The main issue of this thesis has been the impleaten and usage of a convolutional
code with Viterbi decoding in a collaborative sagmaTl hroughout the period of duration of the
work, we have first modelled a simple convolutiooadle that we have tested and compared
with the case in which we did not have any chanoding. Later on, in a second phase of the
project, we have used that convolutional code impleted combined with collaboration.

To help with the simulations, we have implemerdgadcode in MATLAB and we have
made a comparison in performances between diff@@sgible scenarios.
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1. Background

I ntroduction

Convolutional encoding and Viterbi decoding are@eaorrection techniques widely
used in communication systems to improve the bitreate (BER) performance. However, at
some point, we will not be able to enhance ourgrardnce due to the impairments of the
channel. To overcome these problems we will uselootation with our channel coding
method. We will take advantage of the higher diigid our system when using the help of
other nodes.

Purpose

The initial intent of this project was to desigodlaborative scenario to learn the basics
behind this technique and its advantages in tefrmagroving the performance of a whole
wireless system.

To do that we have first designed a simple scemnetlbone source and we have been
adding different layers. The most complicated parat least, the most laborious one has been
the implementation of the convolution encoder ded\iterbi decoder. Once we have done and
tested both, we have passed to next step whichdesthe inclusion of a relay in the system
helping the source to get better performanceseati¢istination.

The actual purpose of this work is to actually thetenhancement in the behaviour of
the whole system when we add collaboration toataécomplish the task, we have been getting
used to the topic through different literature.

M ethod

To realize this project, MATLAB was chosen for diey@nent mainly because of its
ease of use. The simulations carried out are bdiahg and heavy but further research on this
topic, could suggest an implementation in C or @3¥+better simulation performances.

Report structure

In the next chapter we will present our simple scienfor the first part of the thesis
followed by an introduction to convolutional codiagd Viterbi decoding. Then we will talk
about the behaviour of the Viterbi algorithm system

After that, we will discuss the different fading deds we can face in a wireless radio
channel because we will need to simulate the faitirayir channel.

In the following chapter after the fading topic, wil get into the collaboration part
explaining the main ideas behind it that we hawbeyad out of the massive reading of papers
and different references.

The last chapter will be made of different simatof all the different case scenarios
we have studied throughout the whole thesis, filsemtost basic one, without fading, to the



collaboration scenarios with the different positiari the relay. The whole point of this thesis is
ending simulating different collaborative netwoderarios in which we will apply the
convolutional channel codes we have studied sdtaconclude, plots of simulation results are
given and the results are discussed.



2. Description of the scenario

System overview

We are going to implement a basic case scenaftng different steps at a time to
obtain the performances of a convolutional codepamed to the ones of different coding
techniques.

We are following a series of steps to fulfil teimulation of a convolutional code with
Viterbi decoding. At the very beginning, we willllea simple AWGN scenario with a BPSK
modulation. Afterwards, we will add the fading doemultipath and we will compare both
simulations.

From now on, we will explain all the different ggawhich are necessary to implement
our wireless communications system but as an intrivoh, this will be our block diagram.

Data .| Convolutional .| BPSK
Generator "I Encoder “| Modulator
<
Z o
O E
= 8
<o
L
Received | Viterbi ‘
Data Decoder

Figure 2.1: system overview

As we can see, it is a very simple block systemvhich we have space for other blocks
that we could add to make the system more realcddsider that we make de demodulation
process in the Viterbi decoder because we havealsofision.

The platform we are going to use to simulate ostesy will be Matlab so if we
mention any function it will be something relatedhathe Matlab language.

Generating the data

We use a random number generator that gives egarcnumber of bits which will
represent our message or information. That infaomawill be encoded and transmitted through
the channel. We will use thand function in Matlab.



Convolutional encoder

Convolutional codes are applied in applicatiorsd tkquire good performance with low
implementation cost. They are used with data stseamhwith static blocks. We have designed
a very simple convolutional encoder with a code cit=1/2 and a memory length &=2.

We can denote a convolutional code with threempatarg(n,k,L)wheren is the
number of outputs at the encoders the number of bits we introduce at the inputhef
encoder at a time aridis the memory length plus the inputM+1).

As we said before, and following the notation usedescribe a convolutional code, in
our case we are usingd2,1,3)convolutional encoder as we can see in the figatew.

{1.1.1)
We can also define our code by

] n;  series of vectors or sequences that specify
Pl sl a convolutional code completely. If we put
s / ) those vectors all together we obtain the
~ & H'n generator matrix which defines the
connections between all the slots and the
m mp m- outputs of our system.

In our case, this generator matrix
would be:

oo |11t
101
L As we can see, we have as many

rows as outputs and as many columns as
memory units (counting the input itself).

Figure 2.2: convolutional encoder

We have three slots which correspond to the inpdtthe two memory units. To obtain the
output of the encoder in each time instant, welast to make a matrix multiplication of the
information in the slots and the generator matrix.

This matrix multiplication could be seen as a mMlodwo addition as well. We could
think about our system as a cascade of exclusigaims. These exclusive-or gates perform
modulo-two addition of their inputs following thigble:

Inpat || Inpat oue _ This is the truth table that_ we will f_oIIov_v to
A B pot obtain the output of the encoder in each time mtsta
(A =or B) .
If we go back to our convolutional code, we can

o o o see from the structure that each input has antedfec
three successive pairs of the output symbols. iBraat

o < = extremely important feature and it is what gives th

N 5 . convolutional code its error correcting power.

1 1 a So, for the last bit of our block or data givem, i
order to affect three pair of output symbols, wech®

Table 2.1: truth table output two more pair of symbols (maybe we will be



discarding those bits at the end but we have tihaofor the last bit). This is accomplished in
our example encoder by clocking the convolutiomalogler memory slots two more timés (
times in a general encoder) while holding the irgiutero. This process is called ‘flushing’ the
encoder and results in two more pair of output syis1b

Another important aspect to take into consideraisathat the encoder must start and
end in a known state for the decoder to be abledonstruct the input data sequence properly.

BPSK modulator

This is the simplest modulation we could have system. It is also the simplest form
of a Phase Shift Keying (PSK) modulation. We use plvases which are separated by 180°. To
make it simpler, the two constellation points amsifioned on the real axis, at 0° and 180°.

4 .
F Y The binary data

will be carried through the
following signals:

- For binary ‘0"

2E
t)= |— 7f t
() - S(t) T cos@rt t)

Qs
)

- For binary ‘1"

§(0) =22 cos@rt+7)

b

Figure 2.3: the constellation diagram for BPSK

M apping the channel symbolsto signal levels

To transmit this binary signal, we are going te aa antipodal baseband signalling
scheme. This is just a matter of translating ‘0's#l’s and ‘1's to ‘-1's. We will perform the
operationy=1-2xon each convolutional encoder output symbol t@agatish that.

AWGN channel

If we want to simulate the real characteristicghef channel, we will have to add the
additive white Gaussian noise process which siraslaaickground noise of the channel under
study.

Adding noise to the transmitted channel symbatglpced by the convolutional
encoder, involves generating Gaussian random nuenbealing the numbers according to the
desired energy per symbol to noise density r&itN o, and adding the scaled Gaussian random
numbers to the channel symbol values.



If we have an uncoded channgkE,, since there is one symbol per bit. However, for a
coded channel like in our case we have to takedobsideration that we are sharing the energy
between all the code word bits. We have to workthe energy per coded word or energy per

symbol E).

As an example, we can consider our
ﬂ(t) system with the convolutional channel coding of
rate Y. In this case &, S0 to obtain the
relation between Ny we have to apply:

E :%+10Iogm(k/ n) :%ﬂolog10 1/2)

0N
S(T)_h"'x_ _ii__.. r(t) N )

Figure 2.4: the AWGN channel

So as aresult of all that, the received signahevit taking into consideration any other
thing, will be the sum of both, the noise and tiferimation coming from the encodeft)=
s(t)+n(t).

BPSK modulation in an AWGHN channel

EbNO (dB)
Figure 2.5: BER of BPSK modulation in AWGN channel
To see the result of the different methods of wgdin our system, we will compare with

the theoretical curve which we can obtain by apthe expression to obtain the BER of a
BPSK modulation in AWGN channel:

BER=erf¢( / E )/2
NO




As we said before, in this modulation casgsHs, so it would not matter which energy
we choose to simulate the behaviour of this modwladver an AWGN channel.

We plot the behaviour of this BPSK modulation carrAWGN channelRigure 2.5.
That will be our reference for the rest of the alertoding simulations that we will see further
on.

Viterbi Decoder

This is the trickiest part of our system so fahds also been the part which has needed
more time to fulfil as we have faced different geshs to accomplish it.

The very first step that will help us understahne Viterbi algorithm is the trellis
diagram. The figure below shows the trellis for example (remember that we had a rate of %2
and L=3).

Sate 00 n e o b R e AT R t}?:j‘
State 01 ,,, .
State 10 . .
e NN NN N N NN

Figure 2.6: trellis diagram for a convolutional epaer of rate ¥2 and L=3 for a 15-bit message

We have 2 memory slotME?2) so that means
we can have up to 4 different possible states waieh

State 00 represented as a four rows of horizontals dotstel'he
is one column of four dots for the initial statetioé
encoder and one for each time instant during the

State 01 message.

For a 15-bits message with two encoder

State 10 memory flushing bits, there are 17 time instants in
addition of the initial one (t=0). The solid lines
connecting dots in the diagram represent state

State 11 transitions when the input bit is a one whereas the

dotted lines represent state transitions whenribet i
bit is a zero.
Figure 2.7: transition between states

The two-bit numbers labelling the lines are theegponding convolutional encoder
channels symbol outputs (remember tie in our system).

One of the most important things we have to nasidbat as the initial condition of the
encoder is the state ‘00’ and the two memory flughiits are zeroes, the arrows start and finish
at this state. This is an important feature ofttelis diagram as we have to know which are the
initial and final states of the encoder to procesti the decoding process.



Let's start explaining how the Viterbi algorithrataally works. Each time we receive a
pair of channel symbols, we are going to computeetric to measure the distance between
what we received and all the possible channel sigrimirs we could have received.

In our example, we are using soft decision whigans that we are considering
Euclidean distance to measure. The distance valeg®mpute at each time instant for the
paths between the states at the previous timeninstal the states at the current time instant are
called branch metrics. For the first time, we asing to save these results as ‘accumulated error
metric’ values associated with the states.

If we take the first transition as an example,chihineans going from t=0 to t=1, there
are only two possible channel symbol pairs we ctialie received, ‘00’ and ‘11'. This is
because we know the convolutional encoder waslisiéid to the all zeros state and given one
input bit (that can only be a one or a zero), tla@esonly two states we could transition to and
two possible outputs for the encoder.

In each of the following states, we will be adygthe branch metric values to the
previous accumulated error metric values associattdeach state that we came from to get to
the current one. What we carry forward to the tiex¢ instant is the accumulated error metrics
for each state and the predecessor states foroé#oh four states at the previous time instant.

Becurnulsted
B sterd t=0 t=1 t=2 Error Metric =
t=0 t=1 Error Metric = state 00 i
State 00 n 2
. 2+1=3
State 09 » State 04
1
. 0-+1=0
State 10 ¢ 2 State 10
. 2+1=3
e " ﬂa;;ym_u 1
EHNC IN=10
ENWC OUT =00 ENC OUT =00 11
RECEINED =00 RECEIED =00 11
Figure 2.8: result at t=1 Figure 2.9: result &2

In the figures above, we are showing the procéigshard decision which is easier due
to the use of Hamming distance that only countsitimber of different bits between the
received channel symbol pair and the possible adaymbol pairs.

Note that the solid lines between states at ind.the state at t = O illustrate the
predecessor-successor relationship between tles stiat = 1 and the state at t = O respectively.
This information is shown graphically in the figulrit is stored numerically in the actual
implementation. To be clearer, at each time indtamé will store the number of the
predecessor state that led to each of the curniziessat t.

From this point and starting at time instant ttB)gs get a little bit more complicated
since there are now two different possible waygetioto each of the four possible states from
the previous ones. The way to handle this is jystdmparing the accumulated error metric
associated with each branch and discarding thedanme of each pair of branches leading into a
given state. Dealing with Hamming distances, welaare some cases in which we have the
same metric for both paths, we just save one ahleit in our case, for soft decision decoding,
we will rarely have this problem.



The operation of adding the previous accumulatemt enetrics to the new branch
metrics, comparing the results, and selecting ithedllest accumulated error metric to be
retained for the next time instant is called thd-admpare-select operation.

Beccurnul ated Bocurmulzted
t=0 t=1 tD=DZ t=3  Error Metric = t=0 t=1 t=2 t=3 t=4 Error Metrie =
State 00 — e 2¥2, 340 3 State 00 oo 0 340, 142; 3
State 01 » gm 01, 34101 State 01 » 24,14 2
State 10 = 24, 342 2 State 10 = FHEAHL A
State 11 = O+, 34+ 1 State 11 * ' 2+, 141: 2
EHNC IN=10 1 0 EHC IM= 10 1 1] 1
EHNC QUT = 00 11 10 ENC QUT = 00 1 10 oo
RECEINED =00 11 11 B RECEIVED =00 11 11 an
Figure 2.10: result at t=3 Figure 2.11: resualt t=4

In the two figures above we can see the resuli@process for the time instants t=3
and t=4. We have to note that in t=3 we are conmmithn error between the encoded word
which comes out of the encoder and the received afier being transmitted through the
channel. Normally after de decoding process webwilable to solve that error and we will not
actually count it as so.

Notice that at t=4, the path through the trelfishe actual transmitted message, shown
in bold, is again associated with the smallest aedated error metric. This is the main idea
behind the Viterbi decoder and the one that it @tpto recover the original message.

At this point of the process, we have alreadyistlithe different case scenarios that we
can face in the trellis, which are the first twepst (M in a general case) and the rest, up to the
end of the trellis, starting in our case at timgamt t=3. So we can get to the end at time instant
t=17 and the trellis look like this without the mggpaths in every time instant.

t=0 t=1 t=2 t=3% t=4 t=5 t=6 t=7 t=8 t=1
State 00

State 01 1
State 10 « .

State 11 « .
EMNC IM =10 1 0 1 1 1 0 0 1 0 1 0 0 0 1 0 a

ENC OUT =00 11 10 on 01 10 01 11 11 10 a0 10 11 on ik 10 ihl

RECEIVED =00 11 11 on 01 10 01 11 11 10 a0 a0 11 on ik 10 il
ERRORS = i i

Figure 2.12: trellis optimum path after gettingttee end

Once we have got to the end of the trellis wereagly to perform the decoding process,
ready to generate the decoder output from the @ppath. We have to build a matrix with the
accumulated error metric for every single statefan@very single time instant and another one



with the history of the sates that preceded thest instant t with the smallest accumulated
error metric. Once this information is built upetWiterbi decoder is ready to recreate the
sequence of bits that were input to the convolati@mcoder when the message was encoded
for transmission. To accomplish this we have tfelthe following steps:

- We select the state having the smallest accumuéated metric and save the state
number of that state

- Then, iteratively we perform the following step ilmte reach the beginning of the
trellis: we work backwards through the state histable (the one that shows the
surviving predecessor states for each state atitistent t), for the selected state,
select a new state which is listed in the stat®hjidable as being the predecessor
to that state and saving it. This is the backtistek.

t= 0|1 2 |3 | 4 5 6 [ 8 9 |10 11 12 [ 13 |14 15 | 16

Table 2.2: table with states selected when trativgpath back through the survivor state table

- To finish, we will work
forward again through the list
of selected states we have Current State | 00,=0 | 01,=1 10,=2 | 11,=3
saved in the previous steps.

With the help of the table
showing the next state given
the input and the current state,
we can know which is the 2
input bit that corresponds to a
transition from each
predecessor state to its
successor state. That is the bit
that must have been encoded
by the convolutional encoder.  Table 2.3: table that maps state transitions
and inputs

Input was, Given Next State =

00,=0 0 X 1 X

So after all the process, we must have the sanhitd that were encoded at the
beginning. That means that we are discarding te2ldits (M in a general case) which were
the flushing bits.

The performance estimation block

This block, we could actually have avoided the arption because it is a trivial thing
to do to obtain the performances of a channel gpdivhat we will do it is to compare both, the
message word which enters the convolutional encwsdbrthe decoded word which we get
from the Viterbi decoder. We will then compute #reors we are having for different Eb/NO
ratios.

10
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3. Radio channels

I ntroduction

The radio channel place the basic limits on théoperance of wireless
communications. A radio channel can be of a valétypes and it can change with time. This
random nature of radio channels make them very iitapbin the wireless transmission
systems. In traditional systems we experience iaddithite Gaussian noise (AWGN) channel
model with thermal noise in the receiver componafdag with antenna temperature as the
main source of signal degradation. In radio chamyribls model fails due to the random nature
of propagation channel.

This random nature causes rapid changes in signgiitude, phase and frequency and
is generally called fading. More importantly in aeless channel, a signal can travel over
multiple paths between transmitter and receivercamdcontribute to multi path fading.

The term fading refers to the time variation eéeeived signal power caused by
changes in the transmission medium or paths. ixed Setup, fading is affected by changes in
atmospheric conditions such as rainfall. But Wifferent in a mobile environment where one of
the two antennas is moving relative to the other relative location of various obstacles
changes over time, creating complex transmissitatisf

Fading models

The modeling of a channel is generally based meland short area distances. We have
two big different models of case scenario we cduadly simulate. One of them is large scale
fading which is a model based on large area distatitat covers mean signal strength of the
signal and are efficient in measuring radio coveraga in broader aspects. On the other hand,
we have models based on rapid changes of sigeaigstr over short areas and time which are
called small scale fading. We can make a clastificaf the main types of radio channel
fading.

Main types of

fading
h 4 l
Large scale fading Small scale fading
Mean signal N Time dispersion Time variation
loss vs mean of the of the
distance channel channel
Flat s Fast Slow
tadmg fading fading fading

Figure 3.1: types of fading in radio channels

11



L arge scale fading

Impact of surrounding landscape and infrastruotureeceived signal strength are
described in large scale fading model. This is dlesd in terms of mean path loss nth-power
law and a log normally-distributed variation abthé mean. Mean path loss as a function of
distance‘d’ between mobile end and base statiorbeaaxpressed as:

Lp(d) oo (d/dh)",
WherelL, is the path loss; is reference distance generally in the range ofri@6 1
km depending on the size of cell and value of pagh exponemnt depends on propagation

environment and generally lies between 2 and 4.

Measured values have shown that path loss isdonawariable with a log-normal
distribution. So, in more appropriate terms we ganeralize large scale fading model as:

L|S = Lp(d) + Ya-,

WhereY,, is deviation about the mean.

Small scale fading

This type of fading is caused by multi path in thdio channel. It can cause fading in
received signal in three main ways:

- Fast changes in the received signal over a gleoibd of time or distance.

- Due to the time variation of the channel, vasi@oppler shifts can cause frequency
modulation of the signal.

- Multi path delays can generate replicas of thgimal signal.

We can follow different models for the simulatiohthese different impairments that
can occur to the transmitted signal regarding fgdiinthe received signal is composed of line
of sight components, then we can make the assumipisd this small scale fading can be
modeled as Ricean fading. If the line of sight comgnt in the received signal is zero then it is
called Rayleigh fading. This is the model we armgado focus in because it is the most
common one in wireless communications. An exampRayleigh fading is shown below:

J [W uf Il \ uu f\ k( J\ M lf fm lhwbﬂ mf N il W VJ“ H v |

10°

=
a

Received fiekd intensity (dB)

=

a
T
1

107"

(8] 2 4 (=3 =1 10
time

Figure 3.2: a typical Rayleigh fading envelope
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Small scale fading: mechanisms, categories and effects

For the time being, we are going to focus on sstdle fading because of the multi
path in the radio channel. We have been speakiogtabe different types of fading we can
have for a mostly real scenario. We could makedifferent classifications regarding the
frequency dependence or the time variance.

Time dispersion of the channel

Time dispersion can be observed by plotting resmkjpower of the transmitted signal
varying with time delay. We can define as the copy of signal component received after the
arrival of the first signal. We can define maximarcess dela¥,, as the time during which
first and last multipath component of the transeditsignal is received. If we compdargwith
symbol timeT,, we can observe that our signal is distorted im twain ways, which we will
explain subsequently.

- Frequency selective fading: that happens when,Ts greater thanglso the received
multipath components are arriving beyond the syntibwé duration which causes channel
related inter symbol interferences (ISI). We widMe different types of attenuation regarding
the frequency used to transmit in every case.

- Flat fading: in this caseT,<T, so it means that all the received multipath
components are arriving within the symbol time périWe then, can assume the same
behaviour of the signal in every different frequeri€or such a scenario, we will not suffer from
ISI but still the received components can add destelgtand cause variations in the received
signal, in the signal to noise rati®NR of the received signal.

Time variance of the channd

We can either define the time variance of the nkhas the relative motion of
transmitter and receiver with respect to each athéne motion of the objects in the channel.
Due to this variation in the channel, signal anyolé and phase are varied as channel
propagation paths are constantly changing. We efinala time constar, as the time over
which the channel remains constant. We can thempamarthis no-variation of the channel
characteristics time with the time per symbi).(We obtain two different classifications.

- Fast fading: that is the case whéli>T,. We have a different behaviour of the channel
for every single bit we send. This is not a velistic case scenario cause if that is so, it would
be very difficult to simulate this type of channel.

- Slow fading: this is the opposite case, the one in whigtl,, which means that the
channel is staying constant over the symbol timogeWe can assume we have the same
scenario within an hour for example, it doesn’'trai@that much and the impact on the signals
transmitted will be the same.

When we want to simulate this fading phenomenaneed to have a statistical model.
We assume that there is a large number of scatténe channel that contribute to the signal at
the receiver so we can then apply the central lingibrem that leads to a Gaussian process
model for the channel impulse response. If thegssds zero mean, which is the case for a
Rayleigh fading model, the envelope of the chanesgbonse at any time instant has a Rayleigh
probability distribution and the phase is uniforrdigtributed (0,2).
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For our case scenario, we will only care aboutattmglitude of the fading model as we
are in a BPSK scenario and the shift in the phabeet affect our performances.
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4. Collaborative networks

I ntroduction

In this part we are going to study the case dhbolration in wireless networks to
achieve better performances. When we talk aboldalmmiation we are talking about spatial
diversity and when we talk about this term we stidhink that we actually need multiple
transmit antennas at the source. Normally thabigossible in real world applications due to
practical issues that force us to limit the amafrantennas we can actually have in a wireless
device.

Lately, we have thought about the actual possjtili using other idle nodes in our
wireless system to take advantage of them and thake help us to transmit our information to
the destination. That scenario can be viewed aguabtransmitting antenna array.

Following with our work, we will try to see the lmancement in the performances of our
convolutional code when we add the help of theyr@aransmit our information.

When we talk about collaborative communicationssiveuld mention the previous use
of multiple-input multiple outputMIMO) techniques. With this technique we actually inMero
the capacity of the system by increasing the nurabgansmitting and receiving elements. We
are transmitting our data through different fadedrmels (each of the antennas in the
transmitter and the receiver) so that means waareasing the diversity of our system. One of
the channels might be affected by a bad fadingdfictexit but the others might not so we take
advantage out of it.

As we can see, transmit diversity is actually dveatage when dealing with wireless
networks. However, we have to think about the niigtiih this type of systems. We need to
have portable devices easily carried from one patke other. This requirement of mobility is
clearly an obstacle to implement several transmgjtéir receiving elements in a real wireless
device. Mobility and transportability impose sizmstraints on the wireless terminals.

So that is the reason why collaboration has begpogsed. The basic idea behind it is
that in a network composed by wireless nodes algegsansmitting node with a single antenna
could be added by an idle node emulatingI®O scenario. That idle node will be another
wireless device.

Background ideas N

| (s 14 f}‘;\l
We are going to explain \___/ ./
some previous ideas that have lead -
to the development of collaborative
communications.

As we have already stated, Iff i \I
collaborative communications were .
: : S
introduced to allow devices
equipped with a single antenna to attain
Figure 4.1: wireless collaborative scenario
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higher order spatial diversity. Thus, they are bépaf dealing with the fading issue which is
really important in wireless communications.

At the very beginning we were supposing that thenoel between the source and the
relay was only affected by an additive white Gaarssioise AWGN. When we introduce the
fading phenomena in the system is when it is wiallting about collaborative communications
as we can attain a higher degree of spatial diyersi

Basic assumptions

We are going to present the scenario we are doimgprk with. Actually, we will be
working with the basic scenario, the most basiargta of collaborative networks in which we
have one source, one relay and one destinatiofarSee had not considered the relay in our
convolutional system but we have the same situatiovhich a source wants to transmit some
kind of information to the destination. Howeveristiime he will be helped by an idle node in
the system considered the relay. Working with tlayr gives us the opportunity to have
another way of transmitting our information througtifferent path which will have a different
fading. As a result we will be maximizing the tremidiversity.

The scenario that we have is basically the sameeasaw in Figure 4.1 but in this case,
we will be adding some parameters that we will lble 0 adjust. Different simulations will be
done changing the value of these parameters.

As we can see we have three /" ™\ H, AN
different parameters for each palh), H; KS /‘ 0 PG., = "\d /
andPG; that stand for distance between ™ -
nodes, fading coefficients and path gain
respectively.

When we talk about path gain we
actually should be talking about path loss
because it represents the long scale
fading coefficient which might lead to an  Figure 4.2: network model with parameters
attenuation of the signal.

What we do is we set the source-destination gadhtlae distance between source and
destination to be IPGs=Ds~1) and we determine the rest of the path gairivel#o thisPGgq
following this equation:

PG, = PG, (ﬁ}

ij

We are going to use a path loss exponent af2)(for all results. We also assume the
distance between source and relay to be greaterztra because s, was zero we would be
having a normaMIMO system.

If we talk about the fading coefficients for thestem, we will assume we have a small
scale fading at the beginning. We can actually nsmkee simulations assuming fast fading but
at the beginning we will set them to be the sameutjhout the whole frame. As in the previous
simulations, we also assume that the destinatiowg&rihe behavior of the channel between him
and the source and between him and the relay.méans he will know the value of the fading
coefficients. As for the relay, it will know the thavior of the channel between him and the
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source so it will also know the fading coefficidmtween both of them. We have to add that as
we assume those fading coefficients to follow al&gh pattern, they will be modeled as
independent samples of a complex Gaussian randoableawith zero mean and a variance of
0.5 as before.

In previous sections we did not pay attentiorn®large scale fading as we assumed it
to be 1 but now we have to quantify the over-adiratation of a signal suffered through any
link. Thus, we have to take into consideration bttk path gain and the fading coefficient as
follows:

G. =./PG. H.

ij i

As we can derive from what we have already assuimdbe scheme we are proposing,
the source is considered blind. Basically, it ighex aware of its transmission channel’s fading
coefficients nor of the relay collaboration statis.we can imagine, the relay is neither aware
of its transmission channel’s coefficients with thestination.

Two phase communication

If we want to keep source and relay working inghme frequency we need to have a
two phase protocol for the relay. It will be impitids for the relay to be transmitting and
receiving at the same time if we do not want toarsather frequency. If we were to use another
frequency we would be using more bandwidth whiamosa desired situation, it could be even
not possible at some point. The thing is that dufé¢ severe attenuation through the wireless
channel any received signal will be very weak comagdo the one transmitted to the source,
that means that if we are transmitting at the stagpiency, any transmitted signal from the
node would overwhelm any received signal.

Therefore, the relay has two operations to perfdrmust listen first to the source and
then send its own signal to the destination. Assallt of that, two-phase protocols have been
proposed for collaboration.

In a two-phase protocol, the relay spends thepginase (also known as the exchange or
listening phase) receiving the data from the sodrcthe second phase (also known as the
collaborative phase) the relay transmits its owgnal to the destination. Depending on the
protocol under study, the destination may listely tmthe collaborative phase or both phases to
perform the decoding. Two-phase protocols elimitla¢eneed for the relay to collaborate on a
different wireless channel. However, they incraagebandwidth requirement. It is evident that
any signal sent by the source will require twioe tlandwidth for the relay to be able to
collaborate because it has to listen first.

When we talk about collaboration we might assuatiedfversity which means that all
the information sent by the source is being reakatethe destination through two different
channels with two different gains. When we comghrect transmission with collaboration we
realize that we have to send the information taéh@y as soon as possible for it to be able to
collaborate.

So we will have to change the rate of transmistidme able to have collaboration

which means that the entire data transmitted flogrsburce must be contained in a fraction of
the channel allocation used in direct transmission.
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a) Source : Tx A

I ‘
b) Source : Tx A
S —
Relay : ! Rx A Tx A
c) Source : Tx A Tx A
e —————
Relay : : Rx A Tx A
}% n, >~< n, —

Figure 4.3: a) direct transmission, b) collaboratiavith source silent in second phase, c)
collaboration with source transmitting in the sedgrhase

As we can see the source might be transmittimgobin the collaboration phase. The
information is transmitted in the first phase andeboth, the source and the relay, have the
information we can let the source retransmit ittli@ form of parity or repetition).

In this case both phases have the same lengttinwghane of the many different cases
we can have. We have to notice that if the perfotbbaboration is shorter than the period of
listening some of the information symbols mightdmdy transmitted once which would mean
that the whole system would not be consideredfab diversity system.

If we want to compare the b) and c) cases we t@take into consideration that we are
transmitting more information (in the form of pardr not) in the ¢) case. Hence, the bits
transmitted in the b) case should have higher paweomparison with those transmitted in c).
As an example to understand the whole idea, ifageive a bit of information three times we
will have a lower probability of error than if reee it twice but, if those two received bits have
higher power they would be less likely to be iroerAs a result of that we can actually make a
fair comparison between those two case scenarios.

Detect and forward

This was one of the first methods proposed at géggnming when talking about two
phase communication. For this protocol, the reistems in the first phase and attempts to detect
the transmitted symbols from the source and thearremits the detected symbols in the
collaborative phase. So basically, we can makedierent parts, the non-collaborative part
and collaborative one.

As we can see this is a simple way to achievabolation in a wireless channel.
However, we do not have full diversity for the wlkt of symbols we are transmitting. The
method was proposed to increase the throughpitieayistem so we need to balance between
the symbols that are sent with and without collation. That is the reason why some symbols
might attain full diversity whereas those transettithout collaboration can only achieve unit
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diversity. Therefore, the overall performance @ thethod does not maximize diversity and
hence cannot be assumed to maximize throughpareith

We could be having this example between sourcar{@yelay (R):

S a & & a
R: aa

So as we can see in this example, the first twaabgys are attaining unit diversity
whereas the last two are actually achieving fuledsity. The whole system cannot be
considering as a full diversity system.

Besides, we will have to handle with other draviisdor this method. The thing is that
if the detection at the relay is poor or incorreat, are doing nothing to recover from it, we are
just sending the information we have received &odéstination, so we might attain worse
performances at the end. In addition to that prablg@e need to review that to achieve optimal
decoding, the destination needs to know the chexiatits of the channel between source and
relay.

Full diversity collaboration

As we have already said, one of the most impoftattres of collaborative
communications is that we can attain full diversdythe whole set of information bits. To
attain that, several methods have been propodeaf,thkm following a two phase pattern. We
are going to focus in two main protocols, AmplifydaForward (AF) and Decode and Forward
(DF). To explain both of these methods we will adasthat only the relay is transmitting in
the collaborative phase. This is only an assumptierare making but the source could be very
well transmitting at the second phase too.

Amplify and Forward

This is a simple method to achieve collaboratiothe wireless channel. In the first
phase, the relay listens to the information confiiogn the source and then simply amplifies the
signal and retransmits it to the destination. Wield¢dgee that method as a version of repetition
encoding, where source and relay transmit basitadlysame thing although we have to take
into consideration that the information sent byrlay is actually corrupted by the noise in the
channel between source and relay.

As a basic example of this method between so@kar(d relay (R):

S aaaxa

R: B(atn) B(atn) P(atn) P(astn)

This time, we have a gaifi)(added by the relay but we are amplifying not ahky
information but also the noise in the source-relagnnel. We could actually be sending errors
which means that the decoding process would be mmiped.

We are going to assume that the exchange andoddton phases are of the same

length (which means that once the source has tittedrhalf of his frame the relay starts to
collaborate) to see how are the signals receivedctt phase at the relay and the destination.
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Figure 4.4: collaboration with source silent in teecond phase

Som=n, which means that the collaboration fraction is kol is only an assumption
due to the fact that we can actually have anotiter r

During the exchange phase of the AF protocolydieeived signals at the relay and the
destination are respectively those:

ye(K) = E.Gy xS (K) + 28 (K)
Y5 (K) = E,GygxS (K) + 25 (K)

The termy?(K) stands for the'ksymbol received at nodeluring the exchange phase.

As we can see the symbol transmitted by the sasite same and we have different samples
of noise due to the different channels. Both ofrifee Gaussian random variables with a
variance of No/2 per dimensioks is the energy per transmitted symbol &)ds the channel
coefficient that we already defined before, takimg consideration the path gain and the fading
coefficient.

During the exchange phase the relay processetatheand amplifies it. The received
signal at the destination during the collaboraptiase will be:

Ya (K) = BVEG, Y7 (k=15) + 25 (K)

Wherep is the amplifying gain at the relay.

To sum up, we have to remember the main ideai®ptiotocol which is that even
though noise is also amplified at the relay, thetidation is receiving two copies of the signal
through two independently different fading chanpedsich means that we are accomplishing
our goal which is to maximize the spatial diversity
Decode and Forward

This is another two-phase protocol in which tHay@ot only receive and forward the
information but it also decode it and re-encodmgin to transmit it to the destination. As we
can imagine, this is a more robust method of collation as we no longer have the effect of the
possible errors between the source and the relayekkr, this extra step will mean more work

and more complexity for the relay.

As a rough example of this method between sourcar(&relay (R):
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S aaaa
Ru: A & &
R,: b1b2b3b4

We are showing the possible case in which we coale two different relays listening
or collaborating with the source. As we can seettfe first relay, we are assuming that the
encoder is the same as the one in the source, ao wi re-encode the symbols we are
obtaining the same code word as in the sourcethéssecond relay, we have decoded the
information coming from the source and we havermesded it with a different encoder. That is
the reason why we have different code words sethitetalestination.

Obviously, at the destination we will need to hasene kind of information about the
coding process in both the source and the reltysfis not the same.

If we getinto a more formal example as we didtfe AF case we can say that for the
first phase of the protocol, which is always thel@nge phase the signals received at the relay
and the destinations remains the same as in theré&bcol:

Y (k) = E.G, xS (K) + 27 (K)

Y5 (K) = {E, Gy X (K) + 25 (K)

The real change in this method comes actuallgeattllaboration phase after the relay
has decoded the codeword coming from the sourceeaadcoded it. Thus, the signal received
from the relay at the destination follows this pait

Y5 (K) = E,G X (K) + 25 (K)

As we can see, the coded symb§(k) stands for the'ksymbol obtained from the

encoder at the relay during the collaboration phiase the result of a process of decoding and
re-encoding:

x; (K) =u(w(yr (k)))
For that expression, u(.) is an encoding funcéiod w(.) is a decoding one.

We have to notice that if the encoder at the soard the destination is the same which
means we have a sort of repetition code but thraliifgrent channels, the symbols received

from both should be following the same patterxxg&) = xS (K) .

To conclude with this section we need to makeraraent on the process of decoding in
the relay. As we can imagine, if we want a perfltoding process of the information coming
from the source without any error, we will needhétve a high SNR between source and relay or
a very favorable channel between them.

In reality, we will need to be satisfied with ategn degree of BER to start the
collaboration process. Based on that certain tiotdskie can work with selection relaying. In
this case, when the relay is unavailable to detloelénformation coming from the source, it
does not help and the source decides to go bable tdirect transmission for the remainder of
the frame.
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We will need to balance between attaining fulledsity and being able to decode the
information coming from the source with a certa@giee of reliability. That means, if we want
to have the information sent through different ctes (full diversity) we will have to relax the
decoding constraint at the relay for this to beedblre-encode the information and actually
collaborates with the source.

Time fraction

This is a variable we have considered so far agylié. The time fraction is defined to
be as the ratio of time spent by the relay listgrinthe source versus the over-all time of the
whole process of listening and collaboration.

Variabletime fraction

We might think about changing the time spent atligtening phase to increase the time
the relay is actually collaborating, thus we woinickease the performance at the destination.
The problem is we need to ensure a minimum BERevatuhe relay for it to collaborate. If we
shorten the listening part the relay might notwgleat the source is transmitting so it would
eventually forward errors to the destination. Ndterahe two phase method used, we might
not be helping the destination to decode the inébian properly.

One solution to this problem is to increase thegroof the signal transmitted from the
source but by doing so, we will be increasing therall energy cost which is not good.

As a result of this issue, we are presenting sopobd which deal with the time fraction
selection. It will be a matter of the relay, thek@o choose its own time fraction and by doing
so, we can be sure to always maximize the amoutihefthe relay is collaborating.

The process is very simple, assuming that we dithé frame into a set of blocks; the
relay listens to the source until it can decodedda with a certain error rate, then it starts
collaborating. In order to accomplish this procidgssource must be transmitting a signal
during the entire frame time and it will never beeosilent. Like that, we can have different
time fractions possibilities.

For the destination, to achieve optimal decodingeeds to be aware of the time
fraction decided by the relay as well as the fadioefficients at the source-destination and the
relay-destination path.

Collaborative coding

That is what we call to the combination of codargl collaboration. Up to now, we had
assumed we did not have any coding for the infaondiits generated at the source but form
now on we will consider some type of coding forttimiormation. At the very last, the idea is
the same because we are sending sets of encotbngation through different faded channels.

This is actually the next step in our work oncehage generated our convolutional
encoder and decoder we integrate them with thaloothtion part. We could have perfectly
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worked with any other code to end up doing the shawause the collaboration protocol does
not rely on the channel coding method. Basicalig,source encodes the information with the
channel code method chosen and sends it to botieldyeand the destination. The relay
receives the codeword and decodes it to get tlenmation. It will be a matter of the relay to
decide whether the decoded information is reliableot to send it to the destination. If that is
the case it re-encodes the information bits tostr@nthem as another set of parity bits. At the
destination we will combine the set of paritiesanfsed from the source and the relay. We just
have to take into consideration that, the set dfypaoming from the relay will be received
from the source only in the collaboration phasegnghs the set of parity coming from the
source could be received in either phases.

Multiplerelays

As we have seen, when we have the help of thg vetaare increasing the spatial
diversity of the whole system. With a single retag, will have two different paths to the
destination because the information is sent thrawghdifferent faded channels. We could tend
to think that, by increasing the spatial diversiggree normally we would achieve an
enhancement in the performances.

The problem when we have multiple relays is thahie collaborative phase we will
have more than one signal arriving to the destnatrhile when we had only one relay there
was no doubt about the signal coming from the refay we have to take into consideration that
whether we achieve full diversity or not when hk telays are transmitting in the second phase
is not so clear.

Two different methods to achieve full diversityilethaving multiple relays have been
proposed. One of them, is based on the sharingeafansmitting time which means that, if we
haveM relays, we are using+1 phases to transmit all the signal from the d#fifie nodes
including the source. With such a way of operatisa,book a certain time for each relay to
transmit and it is clear that we do not have twdesotransmitting at the same time and we can
actually achieve full diversity for our system. Hewer, if we want to transmit the same
information in a shorter period of time we will leaio use a higher rate which means we will be
increasing the bandwidth requirements.

For the second method we will use a space-timengadchnique which will allow us
to use the same two phases. Thus, in the firstalhhe relays will be listening to the signal
coming from the source and in the second one, tiregehave decoded the information, they
will re-encode it using a space-time code and fouvia the destination. This method also
achieves full spatial diversity but it requires arsmcomplex space-time coding at the relays
which means a longer time to send the parity infdrom to the destination.
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5. Reaults

AWGN channel

At the beginning, we are testing our AWGN systethout any Rayleigh fading. We
will compare the results with the theoretical cutye curve we obtain when we have no coding
and the curve for a Hamming block code with Batiefpagation decoding.

The simulations are repeated until we have 106Kslin error or until we have sent’10
blocks. We are making two different simulations dor system, with a block of 10 bits and
with a block of 100 bits. Both of them are run wéthelationEbNOfrom 0dB to 8dB.

A1) Normally, there should not be big
. differences between both of them due to the
—1— n:  encoder we have chosen of 3 slats3).

We will remind the appearance of our
encoder followed by the results we have
obtained for this case scenario.

’.’:[;', -
(1.0.1)

Figure 5.1: convolutional encoder
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Figures

In this first figure we show the performances & tifferent channel code techniques.

BPSK modulation in an AWGH channel
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Figure 5.2: BPSK modulation in an AWGN channeldimcks of length 10 bits

As we can see, at the beginning when the EiNOis equal to zero, which means that
we have the same power of signal and noise, weotlgat any advantage from the channel
coding. As we increase the power of the signalghauld better say, we increase the ration
EbNOQ, we obtain a lot better performances from the ttaat we are coding our information and
S0, we can recover from previous errors. Thatierg general behaviour for all channel coding.

In this graph, we are plotting four different cesy one of them, the blue one, is just
showed to be compared with the others. It's a #t&m@l curve which stands as a reference and
which is calculated out of the model for a BPSK mlation over an AWGN channel.

Then, we are simulating a BPSK modulation to whighadd the Gaussian noise to
actually compare with this theoretical curve. Tihfermation will be just send through the
channel without any channel coding process. Asauiddmagine, we are following the same
performance as for the theoretical one. To decoeedceived information we just follow a
simple deciding process in which we compare theived bits to a threshold, if we are over this
value we assume we have transmitted a ‘0’, if veeb@low we decide a ‘1’ was transmitted.

The other two curves are the interesting onesusecae are following a coding
process. We wanted to compare the performanceblothk code and a convolution code so
that is the reason we have chosen a Hamming coctarpare to our convolutional scenario.

The only difference between a block code and aaational one is that for the last

one, the encoded bits depend not only on the dikrieputs but also on the past input bits.
Convolutional codes do not offer more protectioaiagt noise than an equivalent block code.
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In many cases, they generally offer greater siritplaf implementation over a block code of
equal power.

We are using 8elief Propagatiortechnique to decode our block code. We are not
going to get into the details of this decoding téghe; we are using this Hamming block code
to make a comparison with the convolutional on¢ Wehave indeed implemented.

As we can see the performances of the convoldtimode are getting better keeping
with the increase of the ratiEbNQ We really appreciate the reduction in the BERafoatio of
8dB where we almost attend a BER of’ T0r the convolutional code whereas for the block
code we hardy reach to the®L@"hat means that with the same power we can getdbbetter
performances using a convolutional code.

Furthermore, we can talk about power saving whemeed to have a certain BER over
which our system does not perform well. If thathis case we can see that if we want to attend a
BER of 2x10* we will need arEbNOratio of about 6.2dB which is almost 3 dB smailem the
amount of power we would need to transmit the siafieemation without any coding attending
the same performances. That is half of the powveeit,is really here where we can see the
difference of applying channel coding techniquesubinformation.

BPSK modulation in an AWGHN channel

—w— no-codification-thearetical |-
i —*— no-codification-simple
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BER

EbNO (dB)
Figure 5.3: BPSK modulation in an AWGN channeldfimcks of length 100 bits

For this next figure we just have the same caseas® but this time, we are sending
blocks of 100 bits so it took us more time to siatel The performances are slightly better than
for the previous graph as we can see. This timeane@®btaining over 3dB for the same BER
constraint. That could be normal at some point bge@onvolutional codes are meant to be
working with a continuous bit stream and as weeaase the number of bits per block sent we
could be obtaining better performances. That vatlalways be the case; there must be some
point in which there are not any differences asneecase the number of bits per block.

26



AWGN channel with Rayleigh slow fading

Once we have simulated the AWGN channel, we adangdhe Rayleigh fading due to
multipath that we normally face in a radio chaniethis section, we are going to see the effect
on the received data when we are facing a slowgttiat affects the same way to all the bits in
the block. We can assume that the channel staysathe for a certain period of time (it will
change for every block).

In this case, the simulations are repeated umtihave 500 blocks in error or until we
have sent 10blocks. We are increasing the number of bloclerior because we want to obtain
softer and more precise curves. For this case Boemge are making three different simulations
for our system, with a block of 10 bits, with a dtaf 100 bits and with a 1000 bits block. All
of them are run with a relatidebNOfrom 0dB to 30dB.

Figures

We are showing the curve for the convolutionalecadd the one without any coding to
make a comparison between both of them.

BPSK modulation in an AVWGHM channel with slow Rayleigh fading
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Figure 5.4: BPSK modulation in an AWGN channel wltw Rayleigh fading for blocks of
length 10 bits

As we can see in the graph, the performancesafdhvolutional code in this case are
worst than the ones obtain without coding. Bothvesarfollow the same behaviour when we
increase the ratiebNQ
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This behaviour is perfectly normal as we havestdmae fading through the whole block
of bits. If the channel is bad (means that it haadfading characteristics) the received bits are
going to be mostly wrong and we will not be abledcover from those wrong bits because the
following ones will be affected by the same fadiie power of convolutional coding is no
longer useful and the performances are even whesewhen we have no coding.

To conclude we have to say that the differencevden both curves will be random

because of the fading figure chosen for the sirandh case, that means that we could be
having a closer approach between both curves.

BPSK modulation in an AVWGHM channel with Rayleigh fading
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Figure 5.5: BPSK modulation in an AWGN channel wltw Rayleigh fading for blocks of
length 100 bits

In this other graph we are simulating the sameae but in this case, the length of the
blocks is of 100 bits. As we can see the behavstire same as in the previous graph with a
worse performance from the convolutional codehla tase, the distance between both curves
is not that big because the length of the blockégger. That means that we have more bits
following the same fading value and so, we are rotoge to the case in which we have no
coding. Normally, as we increase the number offmtsblock we should be attaining closer
curves to the non coded one.

To obtain softer curves, we should have incredsesiumber of blocks in error but we
think it is already enough to have 500 blocks moemwhich means that we have at least 500
bits in error in total.

For this last section, we are going to show théopmance for this same scenario when
the length of the block is 1000 bits. Normally, sieuld obtain a closest pair of curves.
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BPSK modulation in an AVWGHM channel with slow Rayleigh fading
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Figure 5.6: BPSK modulation in an AWGN channel witw Rayleigh fading for blocks of
length 1000 bits

As we said before, as we increase the numbet®pbr block we obtain closer curves,
the one which is changing is the convolutional whéch is actually approaching to the one
with no coding.

AWGN channel with Rayleigh fast fading

We continue the simulations with a fading charnalthis time we are simulating a fast
fading scenario. In this section, we are goinget® the effect on the received data when we are
facing a fast fading. That means that we are haxiddferent behaviour of the channel for the
different bits of the block. When we had a slowifigd we were suffering a single fade for the
whole block but this time we are going to see wiadpens for different fast fading.

For this case, we are attaining better performasoave have decided to repeat the loop
to calculate the BER for the differeBbNOratios, 100 times instead of 500 as we did in the
previous section. We are having at least 100 bitgrior so that is more than enough to obtain
reliable performances and the simulation time erage. So, to sum up, the simulations are
repeated until we have 100 blocks in error or umélhave sent IMlocks. This time, we are
making three different simulations for our systensée how it actually responds. The length of
the blocks is more or less the same, around 94§0veé could have made the length of the
blocks bigger but the simulations would have tatcenlong.
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Figures

In this first figure for this section we are shagithe performance of the system when
we have a different fading value for every singtarbthe block.

BPSK modulation in an AWGHN channel with Rayleigh fast fading
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Figure 5.7: BPSK modulation in an AWGN channel vigtst Rayleigh fading for blocks of
length 10 bits

As we can see the performances are better thiue iprevious section when we had
slow fading. Actually, what is happening is thatngshave different fading for every bit, not
every random fading value is bad and the convaiaticode can recover from one bad bit with
the next ones. In this case, the channel codingshelrecover some information that could
have been corrupted due to the impairments offieyatie channel.

If we make a comparison with the case with AWGN/pwe can see that to obtain the
same values of BER we need to have higher rati&hD (up to 25dB to attain 1%).

So the main conclusion we can have from this satin is that when we have more
different fading values, we obtain better perforoemfor our system. The thing is, this scenario
Is not that common because the system doesn’t elttiagymuch or that quick in time.

Now, we are going to see what happens when weavhitye bit the fading pattern for
our block. That means, we are going to simulatgpréormances of the system when we have
three different fading values and five differerdifeg values. The length of the blocks will be 10
bits and we will try to make a simulation of thesm with 100 bits per block.
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BPSK modulation in an AWGHN channel with Rayleigh fast fading
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Figure 5.8: BPSK modulation in an AWGN channel litfee different Rayleigh fading values
for blocks of length 9 bits

As we were expecting, as we decrease the numifadiogy values we are actually
reducing the diversity degrees. In the previousredta we had a different fading value for
every bit and as we already commented the cha@ig@ can recover one wrong bit from the
rest of them which are good.

This time we have a scenario in which the fadialy@s are affecting more than one bit
so we are approaching the case of slow fading. Meains our performances must be worse
than in the case of fast fading as it actually legysp For the santebNOof 25dB we are
attaining a BER of 1®Dwhereas in the previous case in which we haddaing we were
having a BER of 18 for the same ratio dEbNQ

Next, we have made a simulation of a system irclwvhie have five different fading
values. It is important to notice that we have kéoof 10 bits so if we have five different fading
values we will be approaching the case in whichhewe a fading value for every single bit (fast
fading). Consequently, the performances of thisesgswvill be better.

The last simulation will be as well with five diffent fading values but the length of the
block will be 100 bits. As we increase the numideits per block, we will obtain better
performances as the convolutional code will be wayknore efficiently so we will be able to
recover from more errors.

31



BPSK modulation in an AVWGHMN channel with Rayleigh fast fading
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Figure 5.9: BPSK modulation in an AWGN channel viith different Rayleigh fading values
for blocks of length 10 bits
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Figure 5.10: BPSK modulation in an AWGN channehiite different Rayleigh fading values
for blocks of length 100 bits
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As we said, for the case in which we have fivéedént fading coefficients with 10 bits
per block, we are attaining almost the same pedanas foEbNOof 25dB than in the first
case of this section where we had fast fading.ddfse, we have better performance than in the
case of three different fading values.

For the 100 bits per block, we are attaining agnd8ER for every single value &bNO
as we can see for example for the ratio of 25dBhith we are having a BER if 10

AWGN channel with Rayleigh slow fading and
collaboration

After we have simulated a normal Rayleigh chaneélvben a source and a destination
we are going to simulate now the performancessaieaario in which we add the presence of
another node acting as a relay.

We are going to take advantage of the fact thabave already simulated the case in
which the relay is not collaborating so we have@anmal case scenario with a source and a
destination. Then, we will compare the performangesiave obtained in that case with those
obtained in the case that the relay is collabogatile are going to assume that the relay is
decoding the information perfectly so we have morsrtransmitted from the relay.

After having done that, we could see the diffeparformances when the relay actually
decodes the information coming from the sourcéhis case, we could have some errors as a
result of a poor decoding in the relay. Finally e@oeild define a threshold to differ the case the
relay can collaborate from the case the relay dgtcannot. That will be a matter of the power
of transmission used at the source and the chasdids of the channel between the source and
the relay. These two other phases could be partfuture work.

Simulated scenario

To obtain the performances of a collaborative netwmve will follow a series of steps
in the simulation process.

First, we have to notice that we can make thega®of simulation a lot easier by
assuming that the relay is able to decode propertidealing only with the signals at the
receiver. Instead, as we have already simulateddheolutional encoder and decoder, we
could use them at the relay as well.

So we are simulating a full diversity collaboratigcenario following the ‘Decode and
Forward’ method that we already explained in thell&borative Networks’ section. Just to
remind some little features about this method ntlaén difference with other method was that,
at the relay, we decoded the information comingnftbe source to re-encode it again. For our
simulations, we are going to consider that we liagesame encoder at the source and the relay
so it makes things easier.
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Figure 5.11: simulated scenario

As we can see in the figure, our variables wilthee distances between the different
nodes of the system. We will make different simola regarding those variables. As we
established in the corresponding chapter, we akéngi@ome basic assumptions. The most
important ones are that the distance between samdeelay is one);~1) and that the path
gain between those two nodes is also &1&£1).

So that is the initial step to set the distanads/ben the nodes, basicaldy, andD,,.
Once we have this, we can calculate the path ganguhe following equation:

PG, = pqﬂ{ﬁ} ,

ij
As we said we set=2.

After we have set all the variables, we can skertreal process of simulation. First of
all, we generate the information bits:

Sa & & a

Once we have generated them, we use our convedlitamcoder to generate the coded
words. We have a convolutional encoder of rate ¥hvimeans that for every single bit of
information we will be obtaining two parity bits.

SiiCl G G & G G C G

As we can see we have an odd
set of parity and an even set of parity
after the information has passed the
encoder. This is the set of bits we are : \
going to send to the destination. For the ) i s )
relay, we will send only the odd bits
generated by the encoder so that means T ;
we will have something like: \

Codd

S¢0g0g0gO

The decoding process at the
destination will be the same that for the
previous case in which we had the
source and the destination.

» Coven

Figure 5.12: convolutional encoder for sourcalaelay
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The main difference will be at the relay but, veevda to deal with the signal coming
from the source§), as if the relay was indeed the destination. nedave received the signal
from the source, we use our Viterbi decoder toialitse information out of it. As we can
imagine we could be obtaining something differentvhat we have transmitted because of the
impairments of the channel between the sourceladalay and because of the power of the
signal.

Therefore, we obtain our estimated information wedwill re-encode it to send it to the
destination through a different path which is ne#tlle point of all this process. Again, we use
our convolutional encoder to generate a set ofyphits. In our simulations, we will assume as
we said before, that we are decoding properly sdaveot have any errors.

If we remember, for the ‘Decode and Forward’ mdthve had two phases, the one in
which the relay is listening and receiving the mnfiation from the source in a parity way and
the collaborative phase in which we were helpirgggburce by sending the information from
the relay to the destination. We have already éxgththe simulation of the listening phase. To
simulate the collaborative phase, we generate ane#t of parity bits.

Ridy dp 5y 5 ds 7 G

However, we have to take into consideration thatave assumed both phases to last
the same time (each %2) which means that we wildpeling half of the information; in this case
we will be sending the even part of the bits geteera

Ri:0d 0dO0dO0d

Once we have transmitted the information throughrelay-destination path we have
accomplished our goal of attaining full diversigdause we are sending the information bits
through two different channels. If we think abduve are sending twice the information from
the source and once from the relay so we are &csiaiulating the case in which the source is
transmitting in the second phase.

Now, all we have to do is decoding the informatithe destination gathering all the
sets of parity that we have received through tffergint channels. We have to be careful with
that because we have to take into consideratioadhel fading coefficients and path gains of
the channels to properly apply the Viterbi deco&erat the destination we will have something
like that:

D:c gtdy G Gu+dy G Getds C; Getls

That will be our received coded word (we cannogéb about the Rayleigh fading, the
path gain and the noise but this is a rough examplea detailed one). Once we have the result
of both transmissions added we can apply, oncaagai Viterbi decoder to obtain the
estimated information bits we transmitted at thiy\eeginning. Hopefully we will obtain better
results than the no-collaboration case scenariausscwe have a more robust system as a result
of the help provided by the relay.

At the beginning of the simulations, we will besasiing that we have a slow fading
scenario which means that we have the same fadef§jaent for the whole block or frame.
Basically, we are assuming that the channel steysame for a certain period of time.
Obviously, we will generate a different random dioént for all the three different channels
that we have.
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For this case, the simulations are repeated wethave 200 blocks in error or until we
have sent 10blocks. We are increasing the number of bloclerior because we want to obtain
softer and more precise curves. We will try to maiteerent simulations with different
distances between all the nodes of the systenettheedifferent performances. The length of
the block or the frame will be 260 bits. All of teemulations are run with a relati@bNOfrom
0dB to 30dB.

Figures

We are going to plot different graphs to showdferent performances of the system
under different case scenarios.

For the first graph we are assuming the followdrggances between elements:
Ds1 (it is always equal to one)s=2; D,4=3.

So, as we can see we have the relay at almosathe distance from the source and the
destination. However, the relay is farther from destination than the actual source so this is
not a very illustrative real case scenario. Thepse of this simulation is to show that there is
no point to have the relay in that position becauadl not be helping the source at all. We
should expect pretty much the same performancestie case in which we have collaboration
and the case in which we do not have the relayitghhe source.

BPSK, modulation in an AWGN channel with Rayleigh fading with and without collaboration
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Figure 5.13: BPSK modulation in an AWGN channehvRayleigh fading and collaboration of
the relay far from the source and the destinatfonplocks of length 260 bits

As we had expected, there is no big differencevéen the case in which we are
collaborating and the case in which we are not lseshe relay is further than the source and is
not helping that much.
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From now on, we are going to place the relay tawben the source and the destination
and we will make three different simulations, phacthe relay near the source, near the
destination and in the middle of both to see howehtaves. We will be plotting in the same
graph the behaviour of the system when the relagtiselping (no collaboration) and when we
assume that the decoding process at the relayfescpeo we are sending data from the relay
with no errors (perfect collaboration).

In the first graph we are showing the case in tithe relay is closest to the source than
to the destination. We are assuming the followiisgatices:

Ds1 (it is always equal to one)s=0.2; D,4=0.8
We can see that scenario like if we had two s@useading the same information to the
destination. This same information will travel thgh two different fading channels with

different channel coefficients. Just to rememberdhannel coefficient was the combination of
the path gain and the fading coefficient:

G; = PG H;

BPSK modulation in an AWGN channel with Rayleigh fading with and without collaboration
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Figure 5.14: BPSK modulation in an AWGN channehvtyleigh fading and collaboration of
the relay near the source, for blocks of length B

Again as we were expecting, the performance ofyiséem is better than any other
previous cases. This time the relay is actuallpinglthe source to get better results at the
destination. As we increase the ratio SNR we hayge differences between both cases.
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Now, we are going to place the relay near theimgtgin, so we will have the source
transmitting from a further position than the relbayt both in different fading channels. We are
assuming the following distances:

Ds1 (it is always equal to one)s=0.8; D,q=0.2

In advance, we could think that we will get betierformances than in the previous
case when we had the relay close to the source.

BPSK modulation in an AWGHN channel with Rayleigh fading with and without collaboration
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Figure 5.15: BPSK modulation in an AWGN channehvtyleigh fading and collaboration of
the relay near the destination, for blocks of |én260 bits

As we were expecting the results for this simatatire better than for the previous one.
The relay is really helping the source becausevery close to the destination. The information
coming from the relay is very reliable becausenefproximity of the node, the attenuation is
very small. We make the simulation up to a SNR5fB because it would have taken too long
to do it for higher ratios.

The last figure of this set is with the relay @ac the middle of the source and the
destination. We are assuming the following distance

Ds1 (it is always equal to one),=0.5; D,4=0.5
Again, as we can expect in advance, we will bairstig better performances than in the

case in which we had the relay close to the sdmic@ot better than the previous case in which
we had the relay close to the destination.
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Figure 5.16: BPSK modulation in an AWGN channehvRayleigh fading and collaboration of
the relay in the middle of source and destinatfonplocks of length 260 bits

If we compare this graph with the two previousgvee can notice that the
performances are better than the case when wethavelay close to the source but worse than
when we have it close to the destination.

We have to take into consideration that once we ltallaboration we are using more
power, the power to transmit the signal from therse and the power to transmit the signal
from the relay. To make a fair comparison with ¢hse in which we do not have collaboration,
we have to take that fact into consideration.

For the simulations we are performing, we are sgnanother set of parity from the
relay, in the collaboration phase so the relaynlg working half of the time. We will then
assume that he is using half of the power the gasrasing.

EbNO_values_linear=10.~(EbNO_values/10);
SNR=3/2*EbNO_values_linear,
SNR_db=10*log10(SNRY);

As we can see, we create another variable thhbaithe one we will use in the graphs
that take into consideration that we are actuadipgimore power in the whole system (unity
for the source and half for the relay so that ma{gs

To conclude, we have made a simulation of a systeahich we have some
collaboration, we are not collaborating all thedianymore. The collaboration of the relay will
depend on the channel coefficient between the saamd the relay. This last one knows this
coefficient and can decide whether to collaboratead.
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In advance we could think the performances aregyta be worse than in the case in
which we are always collaborating which is whaagsually happening.

We are assuming the following distances:
Ds=1 (it is always equal to one),=0.5; D,4=0.5

We want to compare this new graph with the previaoe in which we had the same
placement of the nodes but we were collaboratihthaltime.

BPSK modulation in an AWGN channel with Rayleigh fading without and with some collaboration
107 g

o Foooo-- e Froooo- e Foo--- Fooooo-- Fo----- 3

_____ —— convolutional-code-no-collaboration )
..... —w— convolutional-code-some-collaboration |- i oo oi o]

ol
0 2 4 B 8 10 12 14 16 18 20
TSNR (dB)

Figure 5.17: BPSK modulation in an AWGN channehwtyleigh fading and some
collaboration of the relay in the middle of souarad destination, for blocks of length 260 bits

If we compare it with the previous graph the perfances are slightly worse due to the
reason that the relay is not always collaboratiig.have to take this fact into consideration by
defining a thresholdrf above which we will be considering collaboration.

pg_sr = (d_sd/d_sn"2;

tau = 9.12;

P_no_collab =1 - exp(-tau./(pg_sr*ebn0));
P_collab = exp(-tau./(pg_sr*ebn0));

FER_some_collab = P_no_collab.*FER_no_collab +
P_collab.*FER_collab;

TSNR = ebn0.*(P_no_collab+ (3/2).*P_collab);
TSNR_db = 10*1og10(TSNR);
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As we can see the probability of collaboratinghot only depends on the channel
coefficient between source and relay and the aptmakr used to transmit the signal. Then to
make a fair comparison with the case in which waakohave collaboration we define a TSNR
which is balanced by the probabilities calculatetbbe

This graph is also rougher because we have sietaith up to 100 blocks in error

instead of 200 blocks like we have done for thevipres graphs. This is just because we wanted
some faster results.
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6. Discussion

We have studied the convenience of using collalveraommunications in wireless
scenarios that are limited in some practical wagswe have seen, we cannot have the number
of antennas that we want in a single device dukdmeed of portability and movement of this
type of wireless devices. This is the main reaserhave decided to work in a collaborative
way with the other nodes that belong to the sysWmcan actually use the resources of other
idle nodes to help us obtain better performancéisemeception of the signal by increasing the
spatial diversity for our transmitted signal.

As we have shown in the results section of thigkvtlerough some simulations of
different case scenarios, the use of collaboratremunications is something worth
implementing in a real world application becauséhefenhancement of the performances.

Finally, as we have said, it is a very promisiogi¢ in wireless communication and it
may well be the future of the development in sutla@a of study.
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7. Futurework

The collaborative communications topic has beenairthe most popular ones for the
wireless communication field in the past few ye&sa result of that amount of research
devoted to that topic, many results have been mélaiHowever, we have a lot of issues still to
unveil. One of the most important ones is the dgitactical implementation of those methods
simulated in paper. In practice, we no longer htheecontrol over certain variables that we
assume to have a certain value in a theoreticabsice

Another important issue is the operation of tHay® We are assuming all of them have
the same timing for the collaborative phase buydractice every single relay will have data
knowledge in a different time which means the fiilish its listening phase in a different way.

We have considered the collaboration topic in seofia physical layer method to
increase spatial diversity but it can be appliedtter layers to achieve other goals. As an
example, some recent works have studied the pbigsddiusing collaboration methods to
Improve secrecy in wireless channels used forrtresimission of sensitive information.

Due to a lack of time in the execution of this Wware have not simulated the case in
which the relay is performing the decoding of tlgmal coming from the source. We have tried
to implement it but the results are not good. Wausthtry to think about the procedure more
thoroughly in order to make that part work. Henge,have made our simulations of the
collaborative part considering that the decodirarpss at the relay was perfect and with no
errors. Normally, if we had simulated the decodingcess in the relay, we would be making
some errors so the performances at the destinationkl be worse than in the case of assuming
perfect decoding but better than not having collations of the relay.

Another step we could implement out of this workud be the time of collaboration
for the relay. We could have compared the diffeesrimetween the case in which the relay is
always collaborating in the second phase and the icawhich the relay is not collaborating in
the second phase due to the behaviour of the chiamntiat particular moment (the channel
coefficient). We have simulated the case in whighrelay is always collaborating but in the
real life this is not always the case because@btrhaviour of the channel. The relay knows the
fading coefficient between itself and the source emuld chose not to collaborate because it
finds the channel is not good to do so. We wiluass that above some channel coefficient
threshold, there is no point for the relay to datieate. We made a very simple simulation of
this case scenario.
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9. Appendix

M atlab files

For the different steps of this work we have udidférent files but we have followed a
similar pattern to accomplish all the simulations.

graph.m

function  graph

%we are going to be plotting in this graph the diff erent scenarios
%we will be sending a BPSK signal(basically 1's and -1's) that
%goes through an additive gaussian noise channel (A WGN)

%we will design the ideal channel with which we'll make the

%comparaisons values of EbNO in dBs
EbNO_values = 0:12;

%we plot the BER in channel without any coding (to calculate de BER
%we need to have the amounts or figures in linear u nits)
%we are plotting the theoretical curve with which w e can make a

%comparison to the practical one
ebn0_values = 10.~(EbNO_values/10);
BER = erfc(sqrt(ebn0_values))/2;

semilogy(EbNO_values,BER, 'bx-', 'linewidth’ , 2)

hold on;

%we plot the BER in an AWGN channel with a BPSK mod ulation and

%a simple method of decoding

[EbNO_values,BER] = scenario( 'no_codification' , 'simple’ , 'no_fading" );
semilogy(EbNO_values,BER, 'kx-", 'linewidth' , 2)

hold on;

%we plot the BER in an AWGN channel with a BPSK mod ulation when we
%have an exact decoding method with a Hamming code( 7,4)
[EbNO_values,BER] = scenario( 'H" ,'BP' ,'no_fading' );
semilogy(EbNO_values,BER, 'gx-" , 'linewidth' , 2)

hold on;

%we plot the BER in an AWGN channel with a BPSK mod ulation and a

%convolutional encoder and a viterbi decoder
[EbNO_values,BER] =

scenario(  'convolutional_code' , 'viterbi' , 'no_fading' );
semilogy(EbNO_values,BER, 'rx-", 'linewidth’ , 2)

hold on;

grid on

axis([0 12 1e-7 1))

title(  'BPSK modulation in an AWGN channel' )
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legend( 'no-codification-theoretical' , 'no-codification-
simple' , 'Hamming(7,4)-BP' , 'convolutional-code' );
xlabel( 'EbNO (dB)" )

ylabel( 'BER')

scenario.m

function  [EbNO_values,total_BER] =
scenario(codification,decodification,fading)
%%%%%%% %% %% %% %% % %% %% %% %% %% %% % %% % % % %%888%8480898200808982008089820062
%codification: indicates the type of codification a gainst errors that
%we have
%no codification
%H->Hamming(7,4)
%convolutional code
%decodification:

%exact: we suppose we havent coded the bits in the transmitter)
%BP->Belief Propagation(BP)
%viterbi

%fading: we're transmitting in a AWGN channel in wh ich we will

%be adding or not fadding)
%9%6%%%%% %% %% %% %% %% % %% %% %% % %% %% %% %% %0 9%

%we are going to calculate the BER for different va lues of SNR
%(relation express in dBs)
EbNO_values = 0:12;

%index for the BER vectors and the Pe
index = 0;

%we obtein all the possible cases for the different EbNO
for EbNO = EbNO_values

%to calculate the BER we'll be calling the function channel_cod as
%many times as necessary to calculate it as accurat e as possible
block_Err_sum = 0;
BER_sum = 0;
N_blocks = 0;
%for each value of EbNO we send as many blocks as n ecessary until
%we have 100 blocks in error or until the number of blocks sent is

%higher than 107
while (block_Err_sum<100 && N_blocks<1e7)
[BER, block_Err] =

channel_cod(EbNO,codification,channel,decodificatio n,fading);
%if we have an error in the block, Err_block will b e equal to
%1, which indicates that we have another more block incorrect

block_Err_sum = block_Err_sum + block_Etrr;
BER_sum = BER_sum + BER,;

N_blocks = N_blocks + 1;

end

index = index + 1;

%once we've finished the iterations we'll calculate the values for
%the probabilities of error in a block and the prob ability of a
%error bit (BER)
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total N_blocks(index) = N_blocks;
block_error_Prob(index) = block_Err_sum / N_blo cks;

%we save the different values of the BER in a vecto r, for each
%value of the EbNO
total_BER(index) = BER_sum / N_blocks;
end

channel_cod.m

function  [BER,block_Err] =
channel_cod(EbNO,codification,decodification,fading )
%%%%%%%%% %% %% %% % %% %% %% %% %% % %% %% % % % %464e%0%02040000808080808080898984
%EDNO: ratio between signal power and noise power
%codification: indicates the type of codification a gainst errors that
%we have
%no codification
%H->Hamming(7,4)
%convolutional code
%decodification:
%exact: we suppose we havent coded the bits in the transmitter)
%BP->Belief Propagation(BP)
Y%viterbi
%fading: we're transmitting in a AWGN channel in wh ich we will
%be adding or not fadding)
%%6%%%%%% %% %% % % % %% %% %% %% %% %% % % % % % % %0 088%84848480808080828989898080606 0%

%convolutional code of rate 1/2-->(n,k,L)=(2,1,3)

if strcmp(codification, ‘convolutional_code' )
%we generate a sequence (a block) of bits to transm it
%(that will apply to every single method of codific ation)
%we actually could be considering that we are only transmitting
%one bit at a time if we're not introducing any cod ing

length_block = 100;
m = round(rand(1,length_block));

%generator matrix that we have chosen (we could def ine another
%one)
G=[111;
101];
%input for the encoder (k bits/sec)
k=1,

%we obtein the output of the encoder out of the gen erator matrix
n = size(G,1);
L = size(G,2);

%we encode the bits of the message through the conv olutional
%encoder that we have already implemented
¢ = cnv_encd(G,k,m);

%Hamming coding (7,4)
elseif  strcmp(codification, H )
%generator matrix
G=[1000110;
0100101,
0010011,
0001111j;
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%we obtein the dimensions of the generator matrix t
%both the length of the message and the length of t
%and we generate a block of bits to transmit
[length_block,n] = size(G);
m = round(rand(1,length_block));

%we code the bits of the message through the code g

¢ = mod(m*G,2);

elseif  strcmp(codification, 'no_codification’
%we generate a sequence (a block) of bits to transm
length_block = 100;
m = round(rand(1,length_block));

%if we are not coding, the random bits and the code

%be the same, we are not applying any matrix or any

c=m;
n = length_block;
end

%we make an antipodal transmission (we transmit 1's
%be careful cause, when we're tx a '1' the equivale
%we'll be a -1' and when we tx a '0' the equivalen
%we get to take that into consideration once we're

ct = 1-2*c;

%to compare all the different types of coding we'll
%the probability of error depends on the rate of co
%(we take into consideration the sharing of the ene
%the code word bits);we work with the energy per co
ebn0 = 10~(EbNO0/10);

ecn0 = ebn0* (length(m)/length(ct));

%n=sqrt(n0/2)*randn(1,length(ct))
%n=sqrt(1/(2*ecn0))*randn(1,length(ct)
%if Ec=1--> ecnO=Ec/NO--> NO=1/ecn0
sigma = sqrt(1/(2*ecn0));

%we have to distinguish between a normal AWGN chann
%channel with Rayleigh fading
if strcmp(fading, fading' )
%we simulate the effects of the Rayleight slow fadd
%that is what the destination will receive when we
%consideration both, the noise and the fadding (let
%fading that affects to each block)
%take into consideration, that the most general exp
%effects of the channel is rt=sqrt(ec)*h*ct+noise w
%energy per bit code
n = sigma*randn(1,length(ct));
%the fading has real and imaginary part but we only
%part, thats the reason we take the module of it; R
%has nothing to do with the AWGN
h = sqgrt(0.5)*randn + j*sqrt(0.5)*randn;

alpha = abs(h);
rt = alpha.*ct+n;
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elseif  strcmp(fading, 'no_fading' )
%we simulate the effects of the channel (gaussian c hannel)
%that is what we will be receiving, adding the nois e to our
%transmitted signal
n = sigma*randn(1,length(ct));
rt=ct+n;
end

%simple method of decodification
if strcmp(decodification, 'simple’ )
m_est = simple_decoding(rt,length_block,n);

%codification Hamming with BP decodification

elseif  strcmp(decodification, ‘BP' )
m_est = decod_BeliefPropagationHamming(rt,G,EbN 0);
%viterbi decodification, we have two different scen arios depending
%on whether we consider a fading channel or not
elseif  strcmp(decodification, 'viterbi' )
if strcmp(fading, 'no_fading' )
m_est = viterbi_soft(G,k,rt);
elseif  strcmp(fading, fading' )
m_est = viterbi_soft_fading(G,k,rt,h);
end
end
%after having decoded the received code word, we co mpare it with the
%one we had transmited and we'll see if there is an y error; if that
%is so, we'll be counting the BER in the frame or t he block
%(that means we have to divide the number of errors into the length
%of the block) and we will be counting another bloc k in error
%(we dont care if one or more errors have occured a S
%long as we have one error, the block is considered as an error block)

BER = sum(m~=m_est)/length_block;

%if BER>0 is because we have at least one bit in er ror, which means
%that this block is also in error, so we consider i t as a block error
block_Err = BER>0;

conv_enc.m

function  encoder_out=cnv_encd(G,k,encoder_in)

%determines the output sequence of a binary convolu tional encoder
%the program assumes zero initial state for the enc oder
%%6%%%%%%%% %% %% % % %% %% %% %% %% % %% %0 % % % %%

%G: generator matrix of the convolutional code with n rows and k*L
%columns (remember L=M+1)

%k: number of bits entering the encoder at each clo ck cycle
%(number of inputs)

%encoder_in: the binary input sequence; this input sequence
%starts with the first information bit that enters the encoder

%encoder_out: binary output sequence
%%%%%%%% %% %% %% %% % %% %% %% %% %% % %% %% % % %4464080%020400000080808080808

%check to see if extra zero-padding is necessary; i f the result of
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%the division is different to 0, that means that we
%with zeros at the end (that applies for k>1 cause
%ever have this problem)
if rem(length(encoder_in),k) >0

encoder_in = [encoder_in,zeros(size(1:k-
rem(length(encoder_in),k)))];
end

%number of times well have to repeat the procedure
%matrix uu that we will be multiplying by the gener
%the end to obtein the coded word

num_steps = length(encoder_in)/k;

%check the size of matrix G, we check the number of
%must be a multiple of k (remember that the number
%k*(L+1)). If we have any reminder, that will mean
%of the matrix is not what we were expecting
if rem(size(G,2),k) >0

error( ‘Error, G is not of the right size.'
end

%we determine L and n0O; remember that the number of
%the number of states multiplied by the number of i
%(n=k(M+1)--> M=(n/k)-1); this L is the number of s
%cause we are using the first memory unit to store

L = (size(G,2)/k);

n = size(G,1);

%add extra 0's due to assumption of zero initial st
%encoder, that means we have 0's in all the state s
u = [zeros(size(1:(L-1)*k)),encoder_in,zeros(size(1

%we generate ul, a row vector which has all the dif

%of the encoder (including the input) at every cloc

ul = u(L*k:-1:1);

i=0;

for i=1:num_steps+L-2
%we concatenate the diferent groups of bits with th
%had from before

ul = [ul,u((i+L)*k:-L:i*k+1)];
end

%matrix whose columns are the contents of the
%convolutional encoder at various clock cycles

%it will have the same number of rows that the numb
%of G (that means L*k rows where L=M+1)

uu = reshape(ul,L*k,num_steps+L-1);

%determine the output

encoder_out = reshape(rem(G*uu,2),1,n*(L+num_steps-

simple_decoding.m

function  [m_est] = simple_decoding(r,k,n)

%we're gonna be doing a more simple case scenario f
%we'll be deciding that we've received a '0' when t
%bit is below 0 and a '1' with that correspondant b
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%%%%%%%% %% %% %% % % %% %% %% %% %% %% %% %0 % % % %4648 %0%04000080808062
%r: received wordcode

%k: number of bits per block

%n: number of bits per coded word that number will be the same as

%Kk if we dont have any coding

80%0%%%

%canal: tenemos demodulacion blanda(gaussiano)
%0 demodulacion dura(binario simetrico)

%m_est: we get as result the estimated word decoded
%(we will be comparing this word code with the one we transmitted
%to see if an error has occured)

%%6%%%%%% %% %% %% % %% %% %% %% %% %% %% % % % %%

%%%%

m_est= zeros(1,k);
%we make a simple loop in which we obtein the estim ation of the
message
%transmitted
for i=1:k
if r(i)>0
m_est(i)=0;
else
m_est(i)=1;
end
end

decod_BeliefPropagationHamming.m

function  [m_est] = decod_BeliefPropagationHamming(r,G,EbNO)
%%%%%%% %% %% %% %% %% %% %% %% %% %% % %% %% %6 %%
%r: received code word

%G: generator matrix

%EDbNO: ratio signal to noise

%m_est: palabra codigo estimada
%9%6%%%%% %% %% %% %% %% %% %% %% %% % %% %% % %% %0 %88084806%

[K,N] = size(G);

%take into consideration antipodal transmision: 1-> -1 and 0->1
pi_aux = logsig(r*4*10"(EbNO0/10));

pi_m = [transpose(pi_aux<0.5).*transpose(pi_aux)
transpose(pi_aux<0.5).*transpose(1-pi_aux)] + [tran spose(1-
(pi_aux<0.5)).*transpose(pi_aux) transpose(1-
(pi_aux<0.5)).*transpose(1-pi_aux)];

%initial values

%yvariable to check the convergence of the algorithm
mu_ml A aux =[00];

mu_ml A=[11];

mu_A _ml =[0.50.5];
mu_A m2 =[0.5 0.5];
mu_A_m4 =[0.5 0.5];

mu_B m1 =[0.50.5];
mu_B_m3 =[0.50.5];
mu_B_m4 =[0.5 0.5];
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mu_C _m2 =1[0.50.5];
mu_C _m3=1[0.50.5];
mu_C_m4 =[0.5 0.5];

mu_c5_A =pi_m(5,));
mu_c6_B = pi_m(6,);
mu_c7_C = pi_m(7,));

for index=1:200

%we check if the algorithm has already converged

if (sum(mu_ml_A-mu_ml_ A aux)==0)
break ;
end
mu_m1l_A aux =mu_ml_A,

%information sent from m1 to A
mu_ml A =pi_m(1,).*mu_B mi;
mu_ml A=mu_ml_ A./sum(mu_ml_A);

%information sent from ml to B
mu_ml1 B =pi_m(1,:).*mu_A _m1,;
mu_m1l B =mu_ml_B./sum(mu_ml_B);

%information sent from m12 to A
mu_m2_A =pi_m(2,:).*mu_C_m2;
mu_m2_A = mu_m2_A./sum(mu_m2_A);

%information sent from m2to C
mu_m2_C = pi_m(2,:).*mu_A_m2;
mu_m2_C =mu_m2_C./sum(mu_m2_C);

%information sent from m3 to B
mu_m3_B =pi_m(3,:).*mu_C_m3;
mu_m3_B =mu_m3_B./sum(mu_m3_B);

%information sent from m3to C
mu_m3_C =pi_m(3,:).*mu_B_m3;
mu_m3_C =mu_m3_C./sum(mu_m3_C);

%information sent from m4 to A
mu_m4_A =pi_m(4,:).*mu_B_m4.*mu_C_m4;
mu_m4_A =mu_m4_A./sum(mu_m4_A);

%information sent from m4 to B
mu_m4_B =pi_m(4,)).*mu_A_m4.*mu_C_m4;
mu_m4 B =mu_m4_B./sum(mu_m4_B);

%information sent from m4 to C
mu_m4_C =pi_m(4,:).*mu_A_m4.*mu_B_m4;
mu_m4 _C =mu_m4_C./sum(mu_m4_C);

%we upgrade the values of the different factors

inc._ mu_A ml=_(mu_m2_A(1,1) - mu_m2_A(1,2))*(mu

mu_m4_A(1,2))*(mu_c5_A(1,1) - mu_c5_A(1,2));

mu_A_ml =[(1+inc_mu_A m1)/2 (1-inc_mu_A_m1)/2]
inc._ mu_A m2=_(mu_ml A(1,1)- mu_ml_ A(1,2))*(mu

mu_m4_A(1,2))*(mu_c5_A(1,1) - mu_c5_A(1,2));

_m4_A(1,1) -

"ma_A(L1) -
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mu_A_m2 =[(1+inc_mu_A m2)/2 (1-inc_mu_A m2)/2]

inc_mu_A m4 =(mu_ml_A(1,1) - mu_ml_A(1,2))*(mu
mu_m2_A(1,2))*(mu_c5_A(1,1) - mu_c5_A(1,2));

mu_A_m4 =[(1+inc_mu_A m4)/2 (1-inc_mu_A _m4)/2]

inc_mu_B_m1=(mu_m3_B(1,1) - mu_m3_B(1,2))*(mu
mu_m4_B(1,2))*(mu_c6_B(1,1) - mu_c6_B(1,2));
mu_B_ml =[(1+inc_mu_B m1)/2 (1-inc_mu_B_m1)/2]
inc_mu_B m3=(mu_m1_B(1,1) - mu_m1_B(1,2))*(mu
mu_m4_B(1,2))*(mu_c6_B(1,1) - mu_c6_B(1,2));
mu_B_m3 =[(1+inc_mu_B_m3)/2 (1-inc_mu_B_m3)/2]
inc._ mu_B m4=(mu_ml B(1,1) - mu_ml_B(1,2))*(mu
mu_m3_B(1,2))*(mu_c6_B(1,1) - mu_c6_B(1,2));
mu_B_m4 =[(1+inc_mu_B_m4)/2 (1-inc_mu_B_m4)/2]

inc._ mu_C m2=(mu_m3_C(1,1) - mu_m3_C(1,2))*(mu
mu_m4_C(1,2))*(mu_c7_C(1,1) - mu_c7_C(1,2));

mu_C_m2 = [(1+inc_mu_C_m2)/2 (1-inc_mu_C_m2)/2]

inc_mu_C_m3 = (mu_m2_C(1,1) - mu_m2_C(1,2))*(mu
mu_m4_C(1,2))*(mu_c7_C(1,1) - mu_c7_C(1,2));

mu_C _m3 = [(1+inc_mu_C_m3)/2 (1-inc_mu_C_m3)/2]

inc_mu_C_m4 = (mu_m2_C(1,1) - mu_m2_C(1,2))*(mu
mu_m3_C(1,2))*(mu_c7_C(1,1) - mu_c7_C(1,2));

mu_C_m4 = [(1+inc_mu_C_m4)/2 (1-inc_mu_C_m4)/2]

end

[value,index]=max(mu_A_ml1.*mu_B_m1.*pi_m(1,:));
m_est(1) = index-1;
[value,index]=max(mu_A _m2.*mu_C_m2.*pi_m(2,:));
m_est(2) = index-1;
[value,index]=max(mu_B_m3.*mu_C_m3.*pi_m(3,:));
m_est(3) = index-1;

[value,index]=max(mu_A_m4.*mu_B_m4.*mu_C_m4.*pi_m(4

m_est(4) = index-1;

viterbi_soft.m

function  decoder_out=viterbi_soft(G,k,decoder_in)
%the Viterbi decoder for convolutional codes

%%%%% %% %% %% %% % %% %% %% %% % %% %% %% %% % %%

%G: generator matrix of the convolutional code with
%columns

%k: number of bits entering the encoder at each clo
%of inputs)

%decoder_in: the binary input sequence; this input
%starts with the first information bit that enters

%decoder_out: the binary output sequence

%%%%%%% %% %% %% %% % %% %% %% %% % %% %% %% %% %9

%we obtein the number of bits that will be entering
%(remember k/n is the rate of the code)
n=size(G,1);

%check the sizes (if the number of columns of G is
%o0f k, that means, the G matrix doesnt correspond t

"m2 A1) -

_m4 B(L1) -
"ma_B(1,1) -

"m3_B(L.1) -

_m4_C(L,1) -
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%%%%%%%
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%for this value of k)
if rem(size(G,2),k) ~=0

error( 'Size of G and k do not agree’ );
end

%we check the size of the row vector which has the
%coming from the channel; it has to be a multiple o
if rem(size(decoder_in,2),n) ~=0

error( ‘channel output not of the right size'
end

%L is the number of states +1 (L=M+1) cause we are
%first memory unit to store the input bits (see Fig
L=size(G,2)/k;

%(different posibilities for the state machine, it w
%on the number of states and the number of bits ent
%encoder

number_of states=2"((L-1)*k);

%we build some data structures around which the dec
%will be implemented we generate state transition m
%matrix, and input matrix
for j=0:number_of states-1
for 1=0:27k-1
%we call the function nxt_stat (go to the function
%what it does) we have the next state and the actua
%in 'memory contents' (it includes the input)
[next_state,memory_contents]=nxt_stat(j,|,L

%matrix that shows for each convolutional encoder c

%state and next state and what input value (0 or 1)

%produce the next state, given the current one
input(j+1,next_state+1)=l;

%copy of the convolutional encoder 'next state' tab

%(gives the next state given the current state and

%input; the dimensions of this table are 2~(L-1)x2"
nextstate(j+1,l+1)=next_state;

%we obtein the output given the current state and t

%input data (which is stored in memory_contents)

%(this will be stored in the output table)
branch_output=rem(memory_contents*G',2);

%copy of the convolutional encoder output table;
%the dimensions of this table are 2"(L-1)x2"k
output(j+1,I+1)=bin2deci(branch_output);
end
end

%matrix to store the accumulated error metrics for
%computed using the add-compare select operation; t
%of this array will be 2°(L-1)x2
state_metric=zeros(number_of_states,?2);

%we save the number of sections of our Trellis
depth_of_trellis=length(decoder_in)/n;
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%we create a matrix with the elements of the inform ation getting

%into our system (decoder_in)(thats the info coming from the
%channel, the received coded word)
decoder_in_matrix=reshape(decoder_in,n,depth_of tre llis);

%matrix to store state predecesor history for each encoder state
%for up to depth of Trellis +1 symbol pairs (pairs cause n=2);
%the dimensions are 27(L-1)xdepth_Trellis+1
survivor_state=zeros(number_of_states,depth_of trel lis+1);

%we'll be dividing the decoding process in to parts thats because
%the initial condition of the encoder is state 0 an d the path must
%end up at this same state (the number of steps of the algorithm
%will be the number of bits of our message plus the number of
%encoder memory plus the initial state t=0 which re presents the

%initial condition of the encoder)

%start decoding of non-tail channel outputs
for i=1:depth_of trellis-L+1
flag=zeros(1,number_of_states);

%at the beginning, going for example from t=0 to t= 1, there
%are only two possible channel symbols pairs (if k= 1) we could
%have received; thats because we know the convoluti onal encoder
%was initialialized to the all zeros state and givi ng one input
%bit (1 or 0), there are only two states we could t ransition
%to and therefore, two possible outputs of the enco der; thats
%the reason we make this two different steps, one f or the
%fisrts time instants and the other for the followi ng ones

if i<=L

step=2"((L-i)*k);

else

step=1;

end

%each time that we receive a pair of channel symbol S,

%we're going to compute a metric to measure the dis tance
%between what we received and all the possible chan nel symbols

%we could have received
for j=0:step:number_of states-1

%we have as many different posibble paths getting t oa
%node as the numbers of bits at the input (if k=1, we will
%have two different posiible paths getting to each node,
%we'll have to sa ve the one that has less distance )
for 1=0:27k-1
%we save the distance values we compute at each tim e
%instant for the paths between the states at the
%previous time instant and the states at the curren t

%time instant
branch_metric=0;

%we obtein the binary code for the posible outputs
%considering the state in which we are
binary _output=deci2bin(output(j+1,l+1), n);

%we make an antipodal transmission (we transmit 1's
%and -1's) be careful cause, when we're tx a '1' th e
%equivalent in antipodal we'll be a '-1' and



%when we tx a '0' the equivalent will be '1'we get
%to take that into consideration once we're decodin

binary_output_antipodal = 1-2*binary_ou tput;

%we save the distance between the received channel
%symbols and the possible channel symbols
for lI=1:n

branch_metric=branch_metric+abs(decoder_in_matrix(| 1,i)-
binary_output_antipodal(ll));

end

%if the metric of that state is higher than the
%cumulated metric of the previous state plus the br
%metric we save the lower metric and we set the new
%survivor state, otherwise we dont get into this if

anch

%we keep the same survivor state
if ((state_metric(nextstate(j+1,1+1)+1,2) >
state_metric(j+1,1)+branch_metric) || flag(nextstat
state_metric(nextstate(j+1,l+1)+1,2
state_metric(j+1,1)+branch_metric;
survivor_state(nextstate(j+1,l1+1)+1
flag(nextstate(j+1,1+1)+1)=1;
end

end
end
%we switch the order of the columns in our state_me
%actually what we would be switching is the second
%before that change was the first one
state_metric=state_metric(:,2:-1:1);
end

%start decoding of the tail channel-outputs
%we do the same procedure for the last time instant
for i=depth_of_trellis-L+2:depth_of _trellis
flag=zeros(1,number_of states);
last_stop=number_of_states/(2”((i-depth_of_trel
for j=0:last_stop-1
branch_metric=0;
binary_output=deci2bin(output(j+1,1),n);
binary_output_antipodal = 1-2*binary_output
for ll=1:n
branch_metric=branch_metric+abs(decoder
binary_output_antipodal(ll));
end
if ((state_metric(nextstate(j+1,1)+1,2) >
state_metric(j+1,1)+branch_metric) || flag(nextstat
state_metric(nextstate(j+1,1)+1,2) =
state_metric(j+1,1)+branch_metric;
survivor_state(nextstate(j+1,1)+1,i+1)=
flag(nextstate(j+1,1)+1)=1;
end
end
state_metric=state_metric(;,2:-1:1);
end

%generate the decoder output from the optimal path;
%through the state history table (survivor_state)(s
%predecessor states for each state at each time t),

e(j+1,1+1)+1)==0)

i+1)=;

tric matrix;
row which

s of the Trellis

lis+L-2)*k));

_in_matrix(ll,i)-

e(j+1,1)+1)==0)

is

we work backwards
hows the surviving
for the selected

56



%state and for that particular time instant, we sel
%which is listed in the state history table as bein
%predecesor to thatstate (we save the state number
%selected state)

%array to store a list of states determined during
%its a line array which dimensions are 1xdepth_Trel
state_sequence=zeros(1,depth_of_trellis+1);

%the last element of this array must be the state 0
%penultimun will be the state which path leads to t
%(in our example that path comes from the state 1)
state_sequence(l,depth_of _trellis)=survivor_state(1

);

%we obtein the states selected when tracing the pat

%the survivor state table

for i=1:depth_of trellis
state_sequence(1,depth_of _trellis-

i+1)=survivor_state((state_sequence(1,depth_of trel

i)+1),depth_of_trellis-i+2);

end

%once we've obteined the path back, using a table t
%transitions to the imputs that caused them, we can
%original message; the flushig bits at the end are
%the dimensions of this line vetor are 1xdepth_Trel
%(=1xdepth_Trellis-M)
decoder_out_matrix=zeros(k,depth_of_trellis-L+1);
for i=1:depth_of trellis-L+1

dec_output_deci=input(state_sequence(l,i)+1,state_s
dec_output_bin=deci2bin(dec_output_deci,k);

%if k=1 this matrix will be equal to de final resul
%we'll be having the estimated bits of the message
%instant per columns, afterwards, we will have to o
%in a single row
decoder_out_matrix(:,i)=dec_output_bin(k:-1:1)'
end

%we give the result in a row vector

decoder_out=reshape(decoder_out_matrix,1,k*(depth_o

nxt_stat.m

function
[next_state,memory_contents]=nxt_stat(current_state

%%%%% %% %% %% %% % %% %% %% %% % %% %% %% %% % %% %

%current_state: those are the states of our encoder
%input: this is the input, we'll be simulating a si
%convolutional code with k=1 but if we had a more c
%scenario with k=2 for ex. this input would be (0,1
%L: number of states plus 1

%k: number of inputs

ect a new state
g the best
of each

traceback;
lis+1

, So the
hat O state

,depth_of_trellis+1

h back through

lis+2-

hat maps state
recreate the
discarded so
lis-L+1

equence(l,i+1)+1);

t, if not,
in each time
rganise them

f_trellis-L+1));

,input,L,k)

omplex case
,2,3-->0-272-1)

%0%%%%% %% % %% % %% % %% % %% %% % %% % %% % %% % % %0 %888460880000840000880008288008
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%we call 'deci2bin’ function to obtein the actual s
%format and the input
binary_state=deci2bin(current_state k*(L-1));
binary_input=deci2bin(input,k);

%we create the next state from the actual input and
%slots excepts the last one and we use the 'bin2dec
%obtein it in a decimal format
next_state_binary=[binary_input,binary_state(1:(L-2
next_state=bin2deci(next_state_binary);

%we also save the content of the state machine in t
%moment(including the input)
memory_contents=[binary_input,binary_state];

deci2bin.m

function  y=deci2bin(x,I)
%decimal to binary

y = zeros(L,l);

i=1;

while x>=0 & i<=|
y(i)=rem(x,2);

x=(x-y(i))/2;

i=i+1;

end

y=y(I:-1:1);

bin2dec.m

function  y=bin2deci(x)
% binary to decimal
I=length(x);

y=(I-1:-1:0);

y=2.My;

y=xy",

graph_collaboration

function  graph_collaboration
%we are going to be plotting in this graph the diff

%we will be sending a BPSK signal(basically 1's and
%goes through an additive gaussian noise channel (A
%slow Rayleight fading and with collaboration from

%we will design the ideal channel with which we'll
%comparaisons values of EbNO in dBs
EbNO_values = 0:25;

%we plot the FER in an AWGN channel with a BPSK mod

%convolutional encoder and a viterbi decoder when w
%from the relay
[EbNO_values,BER,FER] = scenario_collaboration(

tate in a binary

all the memory
i function to

YRl

his particular

erent scenarios
-1's) that
WGN) with

a relay

make the

ulation and a
e have no help

'no_collaboration’ );
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semilogy(EbNO_values,FER,
hold on;

rx-', 'linewidth' , 2)

%we plot the FER in an AWGN channel with a BPSK mod ulation and a
%convolutional encoder and a viterbi decoder when w e have perfect
%help from the relay (we assume a perfect decoding process at the
%relay)

[EbNO_values,BER,FER] = scenario_collaboration( ‘collaboration’ );
EbNO_values_linear = 10.~(EbNO_values/10);

%to make a fair comparaison we have to take into co nsideration the
%power of the transmission from the relay

SNR = 3/2*EbNO_values_linear;

SNR_db = 10*log10(SNR);

semilogy(SNR_db,FER, 'kx-" , 'linewidth' , 2)

hold on;

%we plot the FER in an AWGN channel with a BPSK mod ulation and a
%convolutional encoder and a viterbi decoder when w e have perfect
%bhelp from the relay (we assume a perfect decoding process at the
%relay)

[EbNO_values,BER,FER] =

scenario_collaboration( 'perfect_collaboration' );
EbNO_values_linear = 10.~(EbNO_values/10);

%to make a fair comparaison we have to take into co nsideration the
%power of the transmission from the relay

SNR = 3/2*EbNO_values_linear,;

SNR_db = 10*log10(SNR);

semilogy(SNR_db,FER, 'kx-" , 'linewidth' , 2)

hold on;

grid on

axis([ 0 25 1e-4 1))

title(  'BPSK modulation in an AWGN channel with Rayleigh f ading with
and without collaboration’

legend( ‘convolutional-code-no-collaboration’ , 'convolutional-code-
perfect-collaboration' );

xlabel(  'SNR (dB)' )

ylabel( 'FER' )

channel_cod_collaboration.m

function  [BER,FER] = channel_cod_collaboration(EbNO,collabo
%%%%%%% %% %% %% %% %% %% % %% %% % %% % % %% %0 % %0 %R848461
%EDbNO: ratio between power of signal and power of n oise
%collaboration: indicates wheter we have or we do n ot have
%ocollaboration of the relay in our system

%BER: probabilidad de error de bit

%FER: boolean that tells you wether the transmitted block or frame

%is in error

%%%%%%%% %% %% %% %% %% %% %% % % %% %% %% % % % % %808%80808962808089620000898 0

%we define the different variables for the collabor ative part in
%here (the different distances between all the devi ces in the system)
d sd=1;

d sr=0.5;
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d rd=0.5;

%we calculate the path gain for the the source-rela
%for the relay-destination path (we have set the pa
%the source-destination path to 1)

%the formula to calculate the path gain for the sou
%path for example would be: pg_sr=(d_sd/d_rd)*2*pg_
%pg_sd=1 so we dont need to take it into considerat
pg_sr = (d_sd/d_sn"2;

pg_rd = (d_sd/d_rd)"2;

%we generate a sequence (a frame) of bits to transm
%apply to every single method of codification)

%we actually could be considering that we are only
%one bit at a time if we're not introducing any cod
length_block = 260;

m = round(rand(1,length_block));

%convolutional code of rate 1/2-->(n,k,L)=(2,1,3)
%generator matrix that we have chosen (we could def
G=[111,;

101}

%input for the encoder (k bits/sec)
k=1;

%we obtein the output of the encoder out of the gen
n = size(G,1);
L = size(G,2);

%we encode the bits of the message through the conv
%that we have already implemented
¢ = cnv_encd(G,k,m);

%we make an antipodal transmission (we transmit 1's
%be careful cause, when we're tx a '1' the equivale
%we'll be a'-1' and when we tx a '0' the equivalen
%we get to take that into consideration once we're

ct = 1-2*c;

%to compare all the different types of coding we'll
%that the probability of error depends on the rate
%(we take into consideration the sharing of the ene
%the code word bits);we work with the energy per co
ebn0 = 10"(EbN0/10);

ecn0 = ebn0* (length(m)/length(ct));

%n=sqrt(n0/2)*randn(1,length(ct))
%n=sqrt(1/(2*ecn0))*randn(1,length(ct)
%if Ec=1--> ecnO=Ec/NO--> n0=1/ecn0
sigma = sqrt(1/(2*ecn0));

%we are simulating a real channel with Rayleigh fad
%we simulate the effects of the Rayleight slow fadd
%that is what the destination will receive when we
%consideration both, the noise and the fadding (let
%fading that affects to each block)

%take into consideration, that the most general exp
%effects of the channel is rt=sqrt(ec)*h*ct+noise w
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%energy per bit code
n_sd = sigma*randn(1,length(ct));

%the fading has real and imaginary part but we only
%part, thats the reason we take the module of it; R
%has nothing to do with the AWGN

h_sd = sqrt(0.5)*randn+j*sqrt(0.5)*randn;

alpha_sd = abs(h_sd);

rt_dest = alpha_sd*ct+n_sd;

%if we have collaboration we also have to send the
%the relay for it to decode it, re-encode it and se
%destination as well

if strcmp(collaboration, ‘collaboration’ )

%we generate the noise samples for relay (the noise
%is particular of every reception node)
n_sr = sigma*randn(1,length(ct));

%we generate the fading coefficient for the source-
h_sr = sqrt(0.5)*randn+j*sqrt(0.5)*randn;
alpha_sr = abs(h_sr);

%our information sent to the relay would have this

need the real
ayleigh fading

information to
nd it to the

coefficient

relay path

shape but we

%are actually sending only the odd set of bits to t he relay;
%remember to add the path gain factor to the inform ation sent
rt_sr = (sqrt(pg_sr)*alpha_sr)*ct+n_sr;
%we want to transmit the odd set of parity to the r elay so we
%create another set of rt's (we need to have 0's in the even
%positions)
rt_rel = zeros(1,length(rt_sr));
for i=1:length(rt_rel)
if (mod(i,2)==1)
rt_rel(i) = rt_sr(i);
end
end
end
%we start the decoding process
%viterbi decodification, we are considering we have a fading
%channel
%we decode the information for the destination
m_est = viterbi_soft_fading(G,k,rt_dest,h_sd);
%if we have collaboration we have to decode the inf ormation
%transmited from the source, re-encode it and send it to the
%destination
if strcmp(collaboration, ‘collaboration’ ) || stremp(collaboration,
‘perfect_collaboration' )
%we check if we are assuming that we have a perfect decoding
%process at the relay,if thats the case we do not n eed to decode
%the information, we just assume that the relay dec ode it

%perfectly so we take 'm' again to encode

if strcmp(collaboration, ‘perfect_collaboration'

c_rel = cnv_encd(G,k,m);
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else
%we decode the information at the relay (we put 0's
rest of
%coefficients which are not necessary in this case
p_sd=1
%always)
m_est rel =

viterbi_soft_fading_collaboration(G,k,rt_rel, ‘relay’

0);

%once we have it decode it, we have to reencode it
%(we assume we have the same encoder at the source
%the relay);we encode the bits of the message throu
%convolutional encoder that we have already impleme
c_rel = cnv_encd(G,k,m_est_rel);
end

%remember antipodal transmission
ct_rel = 1-2*c_rel;

%we generate the fading coefficient for the relay-d
h_rd = sqrt(0.5)*randn+j*sqrt(0.5)*randn;

%once we have the fading coefficient for the relay-
%path we have to take into consideration that for t
%word at the destination we have to create another
%coefficient which will be the sum of both (we have
%because that fading coefficient is complex and we
%modules like that)

%we are going to create the simulated code word rec
%destination when the relay is collaborating (for t
%we will have like no collaboration and for the eve
%create another structure, taking into consideratio
%to add the fading coefficients and not the modules
rt_dest_2 = zeros(1,length(rt_dest));
for i=1:length(rt_dest)
%we have to distinguish between the odd and the eve
if (mod(i,2)==1)
rt_dest_2(i) = rt_dest(i);
%for the even coefficients (be careful with the fad
%coeficient)
elseif  (mod(i,2==0))

if ct(i)==1 && ct_rel(i)==1
alpha_srd_ct = abs(h_sd + sqrt(pg_r
elseif  ct(i)==1 && ct_rel(i)==-
alpha_srd_ct = h_sd - sqgrt(pg_rd)*h
if (-pi/2<angle(alpha_srd_ct)<pi/2)
alpha_srd_ct = abs(alpha_srd_ct
else
alpha_srd_ct = -abs(alpha_srd_c
end
elseif  ct(i)==-1 && ct_rel(i)==1
alpha_srd_ct =-h_sd + sqrt(pg_rd)*
if (-pi/2<angle(alpha_srd_ct)<pi/2)
alpha_srd_ct = abs(alpha_srd_ct
else

for the
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alpha_srd_ct = -abs(alpha_srd_c t);
end
elseif  ct(i)==-1 && ct_rel(i)==-1
alpha_srd_ct = -abs(-h_sd - sqgrt(pg _rd)*h_rd);
end

rt_dest 2(i) = alpha_srd_ct + n_sd(i);

end
end
%we have to decode the resulting codeword at the de stination
m_est 2 =

viterbi_soft_fading_collaboration(G,k,rt_dest_2, ‘destination’ ,0,h_sd,h
_rd,0,1,pg_rd);
end
%after having decoded the received code word, we co mpare it with the
%one we had transmited and we'll see if there is an y error; if that
%is so, we'll be counting the BER in the frame or t he block
%(that means we have to divide the number of errors into the length
%of the block) and we will be counting another bloc k in error
%(we dont care if one or more errors have occured a s long as we
%have one error, the block is considered as an erro r block)
if strcmp(collaboration, 'no_collaboration’ )

BER = sum(m~=m_est)/length_block;

%if BER>0 is because we have at least one bit in er ror, which
means that
%this frame is also in error, so we consider it as a block error
FER = BER>0;
%if the relay was indeed collaborating, we will hav e another BER and
%another FER
elseif  strcmp(collaboration, ‘collaboration’ ) || stremp(collaboration,

'perfect_collaboration’
BER = sum(m~=m_est_2)/length_block;
FER = BER>0;

end

viterbi_soft_fading.m

function  decoder_out=viterbi_soft_fading(G,k,decoder_in,h)
%the Viterbi decoder for convolutional codes

%%%%%%% %% %% %% %% % %% %% %% %% %% % %% %% %% %%

%G: generator matrix of the convolutional code with n rows and k*L
%columns

%k: number of bits entering the encoder at each clo ck cycle (number
%of inputs)

%decoder_in: the binary input sequence; this input sequence
%starts with the first information bit that enters the encoder

%h: Rayleigt fading which is known for the receiver

%decoder_out: the binary output sequence
%6%6%%%%%%6%6%% %% %% % % %% %% %% %% %% %% % % % % % 98886862808080808080%0%% % % % %

%we obtein the number of bits that will be entering the decoder
%(remember k/n is the rate of the code)
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n=size(G,1);

%check the sizes (if the number of columns of G is
%o0f k, that means, the G matrix doesnt correspond t
%for this value of k)
if rem(size(G,2),k) ~=0

error( 'Size of G and k do not agree' );
end

%we check the size of the row vector which has the
%coming from the channel; it has to be a multiple o
if rem(size(decoder_in,2),n) ~=0

error( ‘channel output not of the right size'
end

%L is the number of states +1 (L=M+1) cause we are
%first memory unit to store the input bits (see Fig
L=size(G,2)/k;

%(different posibilities for the state machine, it w
%on the number of states and the number of bits ent
%encoder

number_of_states=2~((L-1)*k);

%we build some data structures around which the dec
%will be implemented we generate state transition m
%matrix, and input matrix
for j=0:number_of states-1
for 1=0:27k-1
%we call the function nxt_stat (go to the function
%what it does) we have the next state and the actua
%in 'memory contents' (it includes the input)
[next_state,memory_contents]=nxt_stat(j,l,L

%matrix that shows for each convolutional encoder c

%state and next state and what input value (0 or 1)

%produce the next state, given the current one
input(j+1,next_state+1)=l;

%copy of the convolutional encoder 'next state' tab

%(gives the next state given the current state and

%input; the dimensions of this table are 2~(L-1)x2"
nextstate(j+1,l+1)=next_state;

%we obtein the output given the current state and t

%input data (which is stored in memory_contents)

%(this will be stored in the output table)
branch_output=rem(memory_contents*G',2);

%copy of the convolutional encoder output table;
%the dimensions of this table are 2”(L-1)x2"k
output(j+1,I+1)=bin2deci(branch_output);
end
end

%matrix to store the accumulated error metrics for
%computed using the add-compare select operation; t
%of this array will be 2°(L-1)x2
state_metric=zeros(number_of_states,?2);
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%we save the number of sections of our Trellis
depth_of_trellis=length(decoder_in)/n;

%we create a matrix with the elements of the inform
%into our system (decoder_in)(thats the info coming
%channel, the received coded word)
decoder_in_matrix=reshape(decoder_in,n,depth_of tre

%matrix to store state predecesor history for each
%for up to depth of Trellis +1 symbol pairs (pairs
%the dimensions are 2”(L-1)xdepth_Trellis+1
survivor_state=zeros(number_of states,depth_of trel

%we'll be dividing the decoding process in to parts
%the initial condition of the encoder is state 0 an
%end up at this same state (the number of steps of
%will be the number of bits of our message plus the
%encoder memory plus the initial state t=0 which re
%initial condition of the encoder)

%start decoding of non-tail channel outputs
for i=1:depth_of trellis-L+1
flag=zeros(1,number_of states);

%at the beginning, going for example from t=0 to t=
%are only two possible channel symbols pairs (if k=
%have received; thats because we know the convoluti
%was initialialized to the all zeros state and givi
%pbit (1 or 0), there are only two states we could t
%to and therefore, two possible outputs of the enco
%the reason we make this two different steps, one f
%fisrts time instants and the other for the followi

if i<=L

step=2/((L-i)*k);

else

step=1,

end

%each time that we receive a pair of channel symbol
%we're going to compute a metric to measure the dis
%between what we received and all the possible chan
%we could have received

for j=0:step:number_of states-1
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%we have as many different posibble paths getting t
%node as the numbers of bits at the input (if k=1,
%have two different posiible paths getting to each
%we'll have to sa ve the one that has less distance
for 1=0:27k-1

%we save the distance values we compute at each tim
%instant for the paths between the states at the
%previous time instant and the states at the curren
%time instant

branch_metric=0;

%we obtein the binary code for the posible outputs
%considering the state in which we are

oa
we will
node,

)
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binary output=deci2bin(output(j+1,l+1), n);

%we make an antipodal transmission (we transmit 1's
%and -1's) be careful cause, when we're tx a '1' th
%equivalent in antipodal we'll be a '-1' and

%when we tx a '0' the equivalent will be '1'we get
%to take that into consideration once we're decodin

binary _output_antipodal = 1-2*binary_ou tput;

%we save the distance between the received channel

%symbols and the possible channel symbols

for ll=1:n
%we know how is the channel in terms of fading so
%we can compensate it somehow by comparing the
%received signal with the different posibilities
%scaled by the Rayleigh fading

branch_metric=branch_metric+abs(decoder_in_matrix(l 1,i)-
abs(h)*binary_output_antipodal(ll));

end

%if the metric of that state is higher than the
%cumulated metric of the previous state plus the br
%metric we save the lower metric and we set the new
%survivor state, otherwise we dont get into this if

anch

%we keep the same survivor state
if ((state_metric(nextstate(j+1,1+1)+1,2) >
state_metric(j+1,1)+branch_metric) || flag(nextstat
state_metric(nextstate(j+1,l+1)+1,2
state_metric(j+1,1)+branch_metric;
survivor_state(nextstate(j+1,l1+1)+1
flag(nextstate(j+1,1+1)+1)=1;
end

end
end
%we switch the order of the columns in our state_me
%actually what we would be switching is the second
%before that change was the first one
state_metric=state_metric(;,2:-1:1);
end

%start decoding of the tail channel-outputs
%we do the same procedure for the last time instant
for i=depth_of_trellis-L+2:depth_of _trellis
flag=zeros(1,number_of states);
last_stop=number_of_states/(2*((i-depth_of trel
for j=0:last_stop-1
branch_metric=0;
binary_output=deci2bin(output(j+1,1),n);
binary_output_antipodal = 1-2*binary_output
for ll=1:n
branch_metric=branch_metric+abs(decoder
abs(h)*binary_output_antipodal(ll));
end
if ((state_metric(nextstate(j+1,1)+1,2) >
state_metric(j+1,1)+branch_metric) || flag(nextstat
state_metric(nextstate(j+1,1)+1,2) =
state_metric(j+1,1)+branch_metric;
survivor_state(nextstate(j+1,1)+1,i+1)=

e(j+1,1+1)+1)==0)

Ji+1)=j;

tric matrix;
row which

s of the Trellis

lis+L-2)*k));

_in_matrix(ll,i)-

e(j+1,1)+1)==0)

is
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flag(nextstate(j+1,1)+1)=1;
end
end
state_metric=state_metric(;,2:-1:1);
end

%generate the decoder output from the optimal path;
%through the state history table (survivor_state)(s
%predecessor states for each state at each time t),
%state and for that particular time instant, we sel
%which is listed in the state history table as bein
%predecesor to thatstate (we save the state number
%selected state)

%array to store a list of states determined during
%its a line array which dimensions are 1xdepth_Trel
state_sequence=zeros(1,depth_of_trellis+1);

%the last element of this array must be the state 0
%penultimun will be the state which path leads to t
%(in our example that path comes from the state 1)
state_sequence(l,depth_of _trellis)=survivor_state(1

%we obtein the states selected when tracing the pat

%the survivor state table

for i=1:depth_of trellis
state_sequence(1,depth_of _trellis-

i+1)=survivor_state((state_sequence(1,depth_of trel

i)+1),depth_of_trellis-i+2);

end

%once we've obteined the path back, using a table t
%transitions to the imputs that caused them, we can
%original message; the flushig bits at the end are
%the dimensions of this line vetor are 1xdepth_Trel
%(=1xdepth_Trellis-M)
decoder_out_matrix=zeros(k,depth_of_trellis-L+1);
for i=1:depth_of trellis-L+1

dec_output_deci=input(state_sequence(l,i)+1,state_s
dec_output_bin=deci2bin(dec_output_deci,k);

%if k=1 this matrix will be equal to de final resul
%we'll be having the estimated bits of the message
%instant per columns, afterwards, we will have to o
%in a single row
decoder_out_matrix(:,i)=dec_output_bin(k:-1:1)'
end

%we give the result in a row vector
decoder_out=reshape(decoder_out_matrix,1,k*(depth_o
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hows the surviving
for the selected

ect a new state

g the best

of each

traceback;
lis+1

, So the
hat O state

,depth_of _trellis+1

h back through

lis+2-

hat maps state
recreate the
discarded so
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equence(1,i+1)+1);

t, if not,
in each time
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f_trellis-L+1));
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graph_some_collab.m

function  graph_some_collab
%we are going to be plotting in this graph the diff

%we will be sending a BPSK signal(basically 1's and
%goes through an additive gaussian noise channel (A
%slow Rayleight fading; in this case we are going t
%(differences when we always have collaboration from
%and when we have some collaboration from the relay

%we will design the ideal channel with which we'll
%comparaisons values of EbNO in dBs
EbNO_values = 0:25;

ebn0 = 10.~(EbNO_values/10);

%we define the different variables for the collabor
%in here (the different distances between all the d
%the system)

d sd=1;
d sr=0.5;
d rd=0.5;

%we calculate the path gain for the the source-rela
%for the relay-destination path (we have set the pa
%the source-destination path to 1)

%the formula to calculate the path gain for the sou
%path for example would be: pg_sr=(d_sd/d_rd)"2*pg_
%pg_sd=1 so we dont need to take it into considerat
pg_sr = (d_sd/d_sn"2;

pg_rd = (d_sd/d_rd)"2;

tau = 9.12;
P_no_collab =1 - exp(-tau./(pg_sr*ebn0));
P_collab = exp(-tau./(pg_sr*ebn0));

%we plot the FER in an AWGN channel with a BPSK mod
%convolutional encoder and a viterbi decoder withou
[EbNO_values,BER,FER_no_collab] =

scenario_collaboration( 'no_collaboration' );

BER

semilogy(EbNO_values,FER_no_collab, 'rx-", 'linewidth'
hold on;

%we plot the BER in an AWGN channel with a BPSK mod
%convolutional encoder and a viterbi decoder when w
%collaboration

[EbNO_values,BER,FER_collab] =

scenario_collaboration( 'perfect_collaboration' );
BER

FER_some_collab = FER_no_collab*P_no_collab + FER_c
TSNR = ebn0*(P_no_collab+ (3/2)*P_collab);
TSNR_db = 10*log10(TSNR);
semilogy(TSNR_db,FER_some_collab, 'bx-'
hold on;

, 'linewidth’
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grid

on

axis([ 0 25 1e-4 1))

titte(  'BPSK modulation in an AWGN channel with Rayleigh f ading without
and with some collaboration' )

legend( ‘convolutional-code-no-collaboration' , 'convolutional-code-
some-collaboration’ );

xlabel(  'TSNR (dB)' )

ylabel( 'FER')
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