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Abstract

In this paper we deal with some perturbations of probability measures supported on the unit circle as well as, in a more general framework, with Hermitian linear functionals. We focus our attention in the Hessenberg matrix associated with the multiplication operator in terms of an orthogonal basis in the linear space of polynomials with complex coefficients. The LU and QR factorizations of such a matrix are introduced. Then, the connection between the above-mentioned perturbations and such factorizations is presented.
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1. Introduction

Given a linear functional $u$ in the linear space $\mathcal{P}$ of polynomials with real coefficients we define an inner product

$$\langle p, q \rangle = u(pq), \quad p, q \in \mathcal{P}.$$  

Notice that the Gram matrix $G$ of this inner product with respect to the canonical basis $\{x^n\}_{n\geq 0}$ is a Hankel matrix, i.e., $\langle x^m, x^n \rangle = u(x^{m+n})$. This means that the antidiagonals of $G$ have the same entries.

If the leading principal submatrices of $G$ are nonsingular, then the linear functional $u$ is said to be quasi-definite. In such a case, there exists a sequence $\{P_n\}_{n\geq 0}$ of monic polynomials with $\deg P_n = n$ such that $u(P_n P_m) = 0$ if $n \neq m$ and $u(P_n^2) \neq 0$. $\{P_n\}_{n\geq 0}$ is said to be orthogonal with respect to $u$.

It is very well known that $\{P_n\}_{n\geq 0}$ satisfies a three-term recurrence relation

$$xP_n(x) = P_{n+1}(x) + b_n P_n(x) + c_n P_{n-1}(x), \quad n \geq 1,$$

with $c_n \neq 0$ for every $n \geq 1$.

This means that the matrix representation for the multiplication operator $(hq)(x) = xq(x), \quad q \in \mathcal{P}$, with respect to the basis $\{P_n\}_{n\geq 0}$ is a tridiagonal matrix $H_p$. We will denote $xP = H_p P$, where $P = [P_0(x), P_1(x), \ldots]$.
Several examples of perturbations $\tilde{u}$ of a quasi-definite linear functional have been considered in the literature [3,5,22–24] in the framework of some factorization process of the matrix $H_p$. In particular, three canonical cases appear.

(i) $\tilde{u}$ is a linear functional defined by
$$\tilde{u}(p(x)) = u(xp(x)), \quad p \in P.$$ $\tilde{u}$ is said to be the Christoffel transformation of $u$.

(ii) $\tilde{u}$ is a linear functional defined by
$$\tilde{u}(p(x)) = u(p(x)) + mp(0), \quad p \in P, \quad m \in \mathbb{R}.$$ $\tilde{u}$ is said to be the Uvarov transformation of $u$.

(iii) $\tilde{u}$ is a linear functional defined by
$$\tilde{u}(p(x)) = u\left(\frac{p(x) - p(0)}{x}\right) + mp(0), \quad p \in P, \quad m \in \mathbb{R}.$$ $\tilde{u}$ is said to be the Geronimus transformation of $u$.

Necessary and sufficient conditions for the quasi-definite character of $\tilde{u}$ appear in [3,23]. These three canonical transformations are called basic spectral transformations (see [22,24]).

A natural question is to find the connection between the tridiagonal matrices associated with the monic polynomial bases orthogonal with respect to $u$ and $\tilde{u}$, respectively. In such cases, the LU and UL factorization of $H_p$ play the main role in order to obtain explicitly the tridiagonal matrix associated with the perturbed linear functional $\tilde{u}$ [3,23].

In the theory of integrable systems, these transformations are called Darboux transformations. See [4,22,23] for more details.

The aim of our work is to analyze the analog of spectral transforms in the framework of inner products associated with Hermitian Toeplitz matrices. They appear in prediction theory as covariance matrices of discrete stationary stochastic process and the corresponding sequences of orthogonal polynomials are prediction filters (see [13,15]). The analysis of such families of orthogonal polynomials has intensively attracted the interest of researchers in the last five years. The monograph by Simon [21] is a good sample of it.

From the point of view of perturbations of positive-definite Hermitian Toeplitz matrices or, equivalently, probability measures supported on the unit circle, there is a wide literature (see [2,7–9,16,18,19], among others) emphasizing the analytic properties of polynomials orthogonal with respect to the perturbed measures.

In [11,10], an operator approach based in the matrix representation of the multiplication operator is given. We get a lower Hessenberg matrix that is almost unitary. More recently, in [6], a five diagonal matrix that is unitary and such that the characteristic polynomials of their leading principal submatrices are the monic orthogonal polynomials with respect to the spectral probability measure is introduced.

The goal of our contribution is to present the connection between the infinite Hessenberg matrices associated with canonical perturbations of probability measures supported on the unit circle using LU and QR factorization of the original one. We will analyze this problem in a more general framework that will be described in the sequel. When the measure has a finite support, then the Hessenberg matrix is finite dimensional. In such a case, there is a vast literature (see [1,12,20]) about the QR and LU factorization for eigenvalue computations and for the least-squares approximation by trigonometric polynomials. There the representation in terms of a set of $n$ parameters, sometimes referred as Schur parameters or Verblunsky parameters (see [21]), both before and after the spectral transformation is emphasized because this makes efficient computation possible.

Let $\mathcal{L}$ be a linear functional in the linear space $L_0$ of Laurent polynomials with complex coefficients. Denote by $\mathcal{L}(p(z), q(z)) := \mathcal{L}(p(z)q(1/z))$ a bilinear functional, with $p, q \in \mathcal{P}$, where $\mathcal{P}$ is the linear space of polynomials with complex coefficients.

**Definition 1.1** (Jones et al. [14], Marcellán and Alfaro [17]). Consider the matrix $T = (t_{i,j})_{i,j=0}^{\infty}$, where $t_{i,j} := \mathcal{L}(z^i, z^j) = \mathcal{L}(z^{i-j})$, and let $T_n$ be the leading principal submatrix of order $n$. Then

(i) If $t_{i,j} = \overline{t_{j,i}}$, then $\mathcal{L}$ is said to be Hermitian in $\mathcal{P}$.
Thus, if \( \mathcal{L} \) is said to be a quasi-definite bilinear functional in \( \mathbb{P} \).

(ii) If \( \det T_n \neq 0 \), for every nonnegative integer \( n \), then \( \mathcal{L} \) is said to be a quasi-definite bilinear functional in \( \mathbb{P} \).

(iii) If \( \mathcal{L}(p, p) > 0 \), for every \( p \in \mathbb{P} \), \( p(z) \neq 0 \), or, equivalently, \( \det T_n > 0 \), for every nonnegative integer \( n \), then \( \mathcal{L} \) is said to be a positive definite bilinear functional in \( \mathbb{P} \).

If \( \mathcal{L} \) is quasi-definite, then there exists a sequence \( \{P_n\}_{n \geq 0} \) of monic polynomials orthogonal with respect to \( \mathcal{L} \), i.e.,

\[
\deg P_n = n \quad \text{and} \quad \mathcal{L}(P_k, P_n) = \delta_{k,n}, \quad k_n \neq 0, \quad 0 \leq k \leq n,
\]

where \( \delta_{k,n} \) is the Kronecker delta.

The sequence \( \{P_n\}_{n \geq 0} \) satisfies two recurrence relations

\[
\begin{align*}
(i) & \quad P_{n+1}(z) = zP_n(z) + P_n(0)P_n^*(z), \\
(ii) & \quad P_{n+1}(z) = (1 - |P_n(0)|^2)zP_n(z) + P_n(0)P_{n+1}(z).
\end{align*}
\]

They are known in the literature [7,13,14,21] as forward and backward recurrence relations, respectively. Here \( P_n^*(z) = z^n P_n(\bar{z}^{-1}) \) is the so-called reversed polynomial of \( P_n \).

Notice that \( \mathcal{L} \) is quasi-definite if and only if \( |P_n(0)| \neq 1 \) for every \( n \geq 1 \). \( \mathcal{L} \) is positive-definite if and only if \( |P_n(0)| < 1 \) for every \( n \geq 1 \).

On the other hand, if \( \mathcal{L} \) is positive-definite and \( P_n(z) = 0 \) then \( |z| < 1 \). For the quasi-definite case we need a deep analysis as we show in below.

If for certain \( n \), \( P_n(z) = P_n^*(z) = 0 \) with \( |z| \neq 1 \), then from the backward recurrence relation we get

\[
P_1(z) = P_1^*(z) = 0.
\]

But \( P_1(z) = z - \bar{z} \) and \( P_1^*(z) = 1 - \bar{z}z \), i.e.,

\[
1 - |z|^2 = 0 \quad \text{a contradiction.}
\]

Thus, if \( |z| \neq 1 \) and \( P_n(z) = 0 \), then \( P_n^*(z) \neq 0 \).

If \( |z| = 1 \) and \( P_n(z) = 0 \), then \( P_n^*(z) = 0 \). Using the backward recurrence relation \( P_1(z) = z - \bar{z} \), with \( |P_1(0)| = 1 \), a contradiction. Thus, if \( |z| = 1 \) then \( P_n(z) \neq 0 \) for every \( n \).

Consider the semi-infinite lower Hessenberg matrix \( H_p \) associated with \( \{P_n\}_{n \geq 0} \), such that \( zP = H_pP \), where \( P = [P_0(z), P_1(z), \ldots, P_n(z), \ldots] \).

We will deal with the study of polynomial perturbations of \( \mathcal{L} \) of the form (see [8,16])

\[
\mathcal{L}'(p, q) := \mathcal{L}((z - x)p, (z - x)q), \quad p, q \in \mathbb{P},
\]  

(1)

and how the Hessenberg matrices associated with the original and the perturbed bilinear functionals are related to each other by using certain factorizations of them. As a convention we will denote \( \mathcal{L}' \) as \( |z - x|^2 \mathcal{L} \).

In Section 2, in order to study the perturbation of \( \mathcal{L} \) given by (1), we will first consider the following perturbation of \( \mathcal{L} \) defined by

\[
\mathcal{L}'(p, q) := \mathcal{L}((z - x)p, q), \quad p, q \in \mathbb{P},
\]

and then we will finally consider the perturbation:

\[
\mathcal{L}'(p, q) = \mathcal{L}'(p, (z - x)q) = \mathcal{L}((z - x)p, (z - x)q), \quad p, q \in \mathbb{P}.
\]

In this process we will see that the corresponding Hessenberg matrices are related using the LU factorization of the Hessenberg matrix associated with \( \mathcal{L} \).

In Section 3, we will consider the perturbation (1) directly. Since in this case we will deal with orthonormal polynomials, we assume the bilinear functional \( \mathcal{L} \) to be positive definite. In this case, we will establish how the Hessenberg matrices associated with \( \mathcal{L} \) and \( \mathcal{L}' \), respectively, are related to each other by using now the QR factorization.
In Section 4, we consider another perturbation of $\mathcal{L}(p, q)$ defined by

$$
\mathcal{L}_3(p, q) = \mathcal{L}(p, q) + mp(z)q(\bar{z}),
$$

with $|z| = 1$.

By using the results obtained in Section 3, we will establish a relation between the Hessenberg matrices associated with $\mathcal{L}$ and $\mathcal{L}_3$, respectively, again using QR factorization. Finally, we will analyze a new perturbation

$$
\mathcal{L}_4(p, q) = \mathcal{L}(p, q) + mp(z)\bar{q}(z^{-1}) + mp(\bar{z}^{-1})\bar{q}(\bar{z}),
$$

with $|z| \neq 1$ and $m \in \mathbb{R}$.

2. Quasi-definite linear functionals and LU factorization

According to the notation given in the Introduction, assume that $S$ is a quasi-definite linear functional in the linear space of Laurent polynomials with complex coefficients as well as the bilinear functional $\mathcal{L}$ is Hermitian. $\mathbb{P}$ will denote the linear space of polynomials with complex coefficients and $\mathbb{P}_n$ is the linear subspace of polynomials of degree at most $n$.

If $\{P_n\}_{n \geq 0}$ is the sequence of monic polynomials orthogonal with respect to $\mathcal{L}$ and $H_p$ is the semi-infinite lower Hessenberg matrix associated with $\{P_n\}_{n \geq 0}$, such that $zP = H_pP$, where $P = [P_0(z), P_1(z), \ldots ]^t$, then $\mathcal{L}(P, P^t) = D_p$, where $D_p$ is a nonsingular diagonal matrix.

As we have mentioned in the Introduction, in this section we will study the polynomial perturbation (1) of $\mathcal{L}$ in two steps.

First of all consider the perturbation of $\mathcal{L}$ defined by

$$
\mathcal{L}_1(p, q) := \mathcal{L}((z - \frac{1}{afii9825})p, q).
$$

In this case, $\mathcal{L}_1$ is not Hermitian. Therefore, we cannot consider the sequence of monic polynomials orthogonal with respect to $\mathcal{L}_1$. However, we can look for sequences of polynomials which are either left or right orthogonal with respect to $\mathcal{L}_1$.

**Definition 2.1.** Let $\mathcal{F}$ be a bilinear functional in $\mathbb{P}$, $\{L_n\}_{n \geq 0}$, $\{R_n\}_{n \geq 0}$ sequences of monic polynomials.

(i) $\{L_n\}_{n \geq 0}$ is said to be left orthogonal with respect to $\mathcal{F}$ if for every $n \geq 0$, we get

- $\text{deg } L_n = n$,
- $\mathcal{F}(L_n(z), z^k) = 0, 0 \leq k \leq n - 1$,
- $\mathcal{F}(L_n(z), z^n) \neq 0$.

(ii) $\{R_n\}_{n \geq 0}$ is said to be right orthogonal with respect to $\mathcal{F}$ if for every $n \geq 0$, we get

- $\text{deg } R_n = n$,
- $\mathcal{F}(z^k, R_n(z)) = 0, 0 \leq k \leq n - 1$,
- $\mathcal{F}(z^n, R_n(z)) \neq 0$.

Indeed, one can prove the following:

**Proposition 2.1.** Suppose that $P_n(z) \neq 0$ for every $n \geq 1$. Then

(i) The sequence

$$
R_n(z, \bar{z}) = \frac{k_n}{P_n(z)} K_n(z, \bar{z}) = P_n(z) + \sum_{j=0}^{n-1} k_j^{-1} P_j(z) \bar{P}_j(z)
$$

is right orthogonal with respect to $\mathcal{L}_1$. $K_n$ is the kernel polynomial of degree $n$ associated with the bilinear functional $\mathcal{L}$.
(ii) The sequence
\[ S_n(z, x) = \frac{1}{z - x} \left( P_{n+1}(z) - \frac{P_{n+1}(x)}{P_n(x)} P_n(z) \right) \]  
(3)
is left orthogonal with respect to \( \mathcal{L}_1 \).

**Proof.** (i) From (2), \( \deg R_n = \deg P_n = n \).

The kernel polynomial \( K_n(z, x) \) satisfies the Reproducing property
\[ \mathcal{L}(p(z), K_n(z, x)) = p(x) \quad \text{for every } p \in \mathbb{P}_n, \]
as well as the Christoffel–Darboux formula (see [7,13,21])
\[ K_n(z, x) = \frac{1}{k_{n+1}} \frac{P_{n+1}^*(z) P_{n+1}^*(x) - P_{n+1}(x) P_{n+1}(z)}{1 - \bar{x}z}. \]  
(4)
Thus, for \( 0 \leq k \leq n \),
\[ \mathcal{L}_1(z^k, R_n(z, x)) = \frac{k_n}{P_n(x)} \mathcal{L}_1(z^k, K_n(z, x)) \]
\[ = \frac{k_n}{P_n(x)} \mathcal{L}(z^k(z - x), K_n(z, x)) \]
\[ = \frac{k_n}{P_n(x)} \mathcal{L}(z^k(z - x), K_{n+1}(z, x) - k_{n+1}^{-1} P_{n+1}(x) \bar{x} P_{n+1}(z)) \]
\[ = - k_n P_{n+1}(x) \frac{1}{P_n(x)} \delta_{n,k}. \]

(ii) For \( 0 \leq k \leq n \),
\[ \mathcal{L}_1(S_n(z, x), z^k) = \mathcal{L}(z - x) S_n(z, x), z^k) \]
\[ = \mathcal{L} \left( P_{n+1}(z) - \frac{P_{n+1}(x)}{P_n(x)} P_n(z), z^k \right) \]
\[ = \mathcal{L}(P_{n+1}(z), z^k) - \frac{P_{n+1}(x)}{P_n(x)} \mathcal{L}(P_n(z), z^k) \]
\[ = - k_n P_{n+1}(x) \frac{1}{P_n(x)} \delta_{n,k}. \quad \square \]

The sequence \( \{S_n(z, x)\}_{n \geq 0} \) was used in [4] for nonsymmetric perturbations of symmetric bilinear functionals. We will work with the family \( \{R_n(z, x)\}_{n \geq 0} \).

We will now establish a relation between the Hessenberg matrices \( H_p \) and \( H_r \) associated with \( \{P_n\}_{n \geq 0} \) and \( \{R_n(z, x)\}_{n \geq 0} \), respectively. Notice that \( \{P_n\}_{n \geq 0} \) and \( \{R_n(z, x)\}_{n \geq 0} \) are monic polynomial bases in the linear space \( \mathbb{P} \) of polynomials with complex coefficients. Thus, there exists a lower triangular matrix \( L_{pr} \) with 1 as diagonal entries such that \( P = L_{pr} R \), where \( R = [R_0(z, x), R_1(z, x), \ldots, R_n(z, x), \ldots]^t \). Observe that \( D_r = \mathcal{L}_1(R, R^t) \) is a nonsingular lower triangular matrix.

**Lemma 2.1.**

(i) \( \mathcal{L}_1(P, P^t) = (H_p - zI) \mathcal{L}(P, P^t) = (H_p - zI)D_p \),
(ii) \( \mathcal{L}_1((z-x)P, P^t) = (H_p - zI)zD_p \),

where \( I \) denotes the infinite unit matrix.
Proof.

\[ \mathcal{L}_1(P, P^t) = \mathcal{L}((z - \alpha)P, P^t) = \mathcal{L}((H_p - \alpha I)P, P^t) \]
\[ = (H_p - \alpha I) \mathcal{L}(P, P^t) = (H_p - \alpha I)D_p. \]

In a similar way, the second statement follows. \( \square \)

**Proposition 2.2.** Let \( L_{pr} \) be the lower triangular matrix with 1 as diagonal entries such that \( P = L_{pr} R \). Then \( H_p - \alpha I = LU \), where

\[ L = L_{pr} D_r \quad (5) \]
is a lower triangular matrix and

\[ U = L_{pr}^* D_p^{-1} \quad (6) \]
is an upper triangular matrix.

**Proof.** By the above Lemma, one can write

\[ (H_p - \alpha I)D_p = \mathcal{L}_1(P, P^t) = \mathcal{L}_1(L_{pr} R, R^t L_{pr}^t) \]
\[ = L_{pr} \mathcal{L}_1(R, R^t) L_{pr}^* = L_{pr} D_r L_{pr}^*. \]

Therefore, \( H_p - \alpha I = L_{pr} D_r L_{pr}^* D_p^{-1}. \) \( \square \)

**Remark 2.1.** Observe that the \( LU \) factorization given in the last Proposition is not unique.

Next, we give a result that shows that the matrix \( H_r \) is similar to the product \( UL \).

**Proposition 2.3.** If \( H_p - \alpha I = LU \), where \( L \) and \( U \) are given by (5) and (6), respectively, then

\[ H_r = D_r (UL) D_r^{-1} + \alpha I. \]

Recall that \( D_r \) is a nonsingular lower triangular matrix.

**Proof.** From the above result, we get \( H_p - \alpha I = LU \), with \( L \) and \( U \) given by (5) and (6), respectively. Therefore, taking into account the last Proposition, on one hand we have

\[ \mathcal{L}_1((z - \alpha)R, R^t) = \mathcal{L}_1((z - \alpha)L_{pr}^{-1}P, P^t L_{pr}^{-1}) \]
\[ = L_{pr}^{-1} \mathcal{L}_1((z - \alpha)P, P^t (L_{pr}^*)^{-1}) \]
\[ = L_{pr}^{-1} (H_p - \alpha I)^2 D_p (L_{pr}^*)^{-1} = L_{pr}^{-1} (LU)^2 D_p (L_{pr}^*)^{-1}. \]

On the other hand, \( \mathcal{L}_1((z - \alpha)R, R^t) = (H_r - \alpha I) \mathcal{L}_1(R, R^t) = (H_r - \alpha I)D_r. \) Thus,

\[ H_r - \alpha I = L_{pr}^{-1} L_{pr} D_r U L D_r^{-1} = D_r U L D_r^{-1}. \] \( \square \)

The next step is to define now a perturbation of \( \mathcal{L}_1 \) as follows: \( \mathcal{L}_2(p, q) := \mathcal{L}_1(p, (z - \alpha)q) \). Notice that \( \mathcal{L}_2(p, q) = \mathcal{L}^*((z - \alpha)p, (z - \alpha)q) \) and that the bilinear functional \( \mathcal{L}_2 \) is Hermitian (see [17]).

**Proposition 2.4.** The bilinear functional \( \mathcal{L}_2 \) is quasi-definite if and only if \( K_n(z, \alpha) \neq 0 \), for every \( n \geq 0 \).

**Proof.** Assume that \( \mathcal{L}_2 \) is a quasi-definite bilinear functional and consider the sequence \( \{Q_n\}_{n \geq 0} \) of monic polynomials orthogonal with respect to \( \mathcal{L}_2 \). Then

\[ P_n = (z - \alpha)P_{n-1} \oplus L[K_n(z, \alpha)] \]
\[ = L[(z - \alpha)Q_{n-1}(z)] \oplus (z - \alpha)P_{n-2} \oplus L[K_n(z, \alpha)], \]
where \( L[K_n(z, \alpha)] \) means the span of \( K_n(z, \alpha) \).
On the other hand,
\[ P_n = P_{n-1} \oplus L[P_n(z)] = L[P_n(z)] \oplus L[K_{n-1}(z, x)] \oplus (z - x)P_{n-2}. \]

Thus,
\[ L((z - x)Q_{n-1}(z)) \oplus L[K_n(z, x)] = L[P_n(z)] \oplus L[K_{n-1}(z, x)]. \]

Therefore,
\[ P_n(z) = (z - x)Q_{n-1}(z) + \beta_n K_{n-1}(z, x). \]

If \( K_{n_0-1}(z, x) = 0 \) for some \( n_0 \), then, from the above expression, \( P_{n_0}(z) = 0 \). This means that \( K_n(z, x) = 0 \), for every \( n \geq n_0 \) and thus \( P_{n+1}(z) = 0, n \geq n_0 \).

If \( |z| \neq 1 \), taking into account \( P_n^*(x) \neq 0, n \geq n_0 \), as well as the Christoffel–Darboux formula (4), then for \( n \geq n_0 \) we get
\[ K_n(z, x) = k_{n+1}^{-1} |P_{n+1}^*(z)|^2 - |P_{n+1}(x)|^2 \quad 1 - |z|^2 \neq 0, \]
a contradiction.

If \( |z| = 1 \), then \( P_n^*(x) = 0 \), thus \( P_{n-1}(z) = 0 \) and \( P_1(z) = 0 \), i.e., \( P_1(z) = z - x \), hence \( |P_1(0)| = 1 \), a contradiction with the quasi-definite character of \( L \). Hence \( K_n(z, x) \neq 0 \), for every \( n \geq 0 \).

Conversely, assume that \( K_n(z, x) \neq 0 \) for every \( n \geq 0 \) and consider the family of monic polynomials \( \{Q_n\}_{n \geq 0} \) given by
\[ (z - x)Q_n(z) = P_{n+1}(z) - \frac{P_{n+1}(z)}{K_n(z, x)} K_n(z, x). \]

Then, for \( 0 \leq k \leq n \)
\[ L_2(Q_n(z), (z - x)^k) = L_2((z - x)Q_n(z), (z - x)^{k+1}) \]
\[ = L_2(P_{n+1}(z) - \frac{P_{n+1}(z)}{K_n(z, x)} K_n(z, x), (z - x)^{k+1}) \]
\[ = L_2(P_{n+1}, (z - x)^{k+1}) - \frac{P_{n+1}(z)}{K_n(z, x)} L_2(K_n(z, x), (z - x)^{k+1}) \]
\[ = k_{n+1} \delta_{n,k} - \frac{P_{n+1}(z)}{K_n(z, x)} \left( \frac{P_{n+1}(z)}{K_n(z, x)} \right)^2 \delta_{n,k} \]
\[ = k_{n+1} \delta_{n,k} - \frac{P_{n+1}(z)}{K_n(z, x)} \delta_{n,k} \]
\[ = k_{n+1} \frac{K_{n+1}(z, x)}{K_n(z, x)} \delta_{n,k}. \]

Hence \( \{Q_n\}_{n \geq 0} \) is the sequence of monic polynomials orthogonal with respect to \( L_2 \). □

Let \( H_q \) be the lower Hessenberg matrix such that \( zQ = H_q Q \), where \( Q = [Q_0(z), Q_1(z), \ldots, Q_n(z), \ldots]^t \). We will show that \( H_q \) can be obtained from the \( LU \) factorization of \( H_r \).

First we need to prove the following:

**Lemma 2.2.**

(i) \( L_2(R, R^t) = L_1(R, R^t)(H_r - \alpha I)^t = D_r(H_r - \alpha I)^t. \)

(ii) \( L_2((z - x)R^t) = D_r((H_r - \alpha I)^t)^2. \)
Then, \( H_r \), Thus, \( H \)

Therefore, \( L \)

\[ \text{Proof.} \]

\( D_r (H_r - \alpha I)^* = \mathcal{L}_2 (R, R^t) = \mathcal{L}_1 (R, (z - \alpha)^R) = \mathcal{L}_1 (R, R^t) (H_r - \alpha I)^* = D_r (H_r - \alpha I)^*. \]

In a similar way, we deduce (ii). \( \square \)

**Proposition 2.5.** Let \( L_{rq} \) be the lower triangular matrix with 1 as entries in the main diagonal such that \( R = L_{rq} Q \). Then, \( H_r - \alpha I = L_{rq} \tilde{U} \), where \( \tilde{U} \) denotes a nonsingular upper triangular matrix.

\( \sqrt{\kappa_n} \)

Proof. From the previous Lemma

\[ \mathcal{L}_2 (R, R^t) = \mathcal{L}_2 (L_{rq} Q, Q^t L_{rq}^t) \]

\[ = L_{rq} \mathcal{L}_2 (Q, Q^t) L_{rq}^* \]

\[ = L_{rq} D_q L_{rq}^* \]

(\( D_q = \mathcal{L}_2 (Q, Q^t) \) is a diagonal matrix).

Therefore, \( H_r - \alpha I = L_{rq} D_q L_{rq}^* (D_q^*)^{-1} \) and

\[ H_r - \alpha I = \tilde{L} \tilde{U} \] where \( \tilde{L} = L_{rq} \) and \( \tilde{U} = D_q^* L_{rq}^* (D_q^*)^{-1} \). \( \square \)

**Proposition 2.6.** Let \( L_{rq} \) be the lower triangular matrix with 1 as entries in the main diagonal such that \( R = L_{rq} Q \). If \( H_r - \alpha I = \tilde{L} \tilde{U} \) denotes the LU factorization without pivoting of \( H_r - \alpha I \), then

\[ H_q - \alpha I = \tilde{U} L. \]

Proof.

\[ \mathcal{L}_2 (Q, Q^t) (H_r - \alpha I)^* = L_{rq}^{-1} D_r ((H_r - \alpha I)^*)^2 (L_{rq}^*)^{-1} \]

Thus,

\[ \mathcal{L}_2 (Q, Q^t) (H_r - \alpha I)^* = L_{rq}^{-1} D_r ((H_r - \alpha I)^*)^2 \]

or, equivalently,

\[ D_q (H_q - \alpha I)^* = L_{rq}^{-1} D_q D_r^{-1} L_{rq} D_q L_{rq}^* D_r^{-1} L_{rq} D_q (L_{rq}^*)^{-1} \]

Finally

\[ (H_q - \alpha I)^* = L_{rq}^* D_r^{-1} L_{rq} D_q \quad \text{i.e.,} \]

\[ H_q - \alpha I = D_q^* L_{rq}^* (D_q^*)^{-1} L_{rq} = \tilde{U} L. \] \( \square \)

3. Positive-definite linear functionals and QR factorization

Assume now that \( \mathcal{L} \) is positive definite, and denote by \( \{ \varphi_n \}_{n \geq 0} \) the corresponding sequence of orthonormal polynomials, i.e., \( \varphi_n (z) = \kappa_n P_n (z) \), where \( \kappa_n = \sqrt{\kappa_n} \).

We will deal with the study of the polynomial perturbations \( \mathcal{L}_2 \) of \( \mathcal{L} \) given in (1). Notice that the bilinear functional \( \mathcal{L}_2 \) is also Hermitian and positive definite. Let \( \{ \psi_n \}_{n \geq 0} \) denote the corresponding sequence of orthonormal polynomials.

Our aim is to obtain a relation between \( H_q \) and \( H_q^r \) by using (7). For convenience, we will rewrite such a formula in terms of the orthonormal polynomials \( \{ \varphi_n \}_{n \geq 0} \) and \( \{ \psi_n \}_{n \geq 0} \) with respect to \( \mathcal{L} \) and \( \mathcal{L}_2 \), respectively. Thus,

\[ (z - \alpha) \psi_n (z) = \sqrt{\frac{K_n (\alpha, \alpha)}{K_{n+1} (\alpha, \alpha)}} \varphi_n (z) - \sum_{j=0}^{n} \frac{\varphi_{n+1} (\alpha) \varphi_j (\alpha)}{\sqrt{K_{n+1} (\alpha, \alpha) K_n (\alpha, \alpha)}} \psi_j (z). \]  \( (8) \)
If we consider 

\[
\varphi = [\varphi_0(z), \varphi_1(z), \ldots, \varphi_n(z), \ldots]^t \quad \text{and} \quad \psi = [\psi_0(z), \psi_1(z), \ldots, \psi_n(z), \ldots]^t,
\]

then the matrix expression of (8) is 

\[
(z - \alpha)\psi = M\varphi,
\]

where \(M\) is a lower Hessenberg matrix with entries \(m_{i,j}\) given by 

\[
m_{i,j} = \begin{cases} 
-\frac{\varphi_{i+1}(\alpha)}{\sqrt{K_{i+1}(\alpha, \alpha)K_i(\alpha, \alpha)}} \varphi_j(\alpha) & \text{if } j \leq i, \\
\frac{\sqrt{K_i(\alpha, \alpha)}}{\sqrt{K_{i+1}(\alpha, \alpha)}} & \text{if } j = i + 1, \\
0 & \text{if } j > i + 1.
\end{cases}
\]

The matrix \(M\) satisfies 

Proposition 3.1. 

\[MM^* = I,\]

where \(I\) denotes the infinite unit matrix.

Proof. From the orthogonality of \(\{\varphi_n\}_{n \geq 0}\) and \(\{\psi_n\}_{n \geq 0}\) with respect to \(L\) and \(L^2\), respectively, and by (9), we get 

\[
I = L^2(\psi, \psi^t) = L((z - \alpha)\psi, (z - \alpha)\psi^t) \\
= L'(M\varphi, \varphi^tM^t) = M L'(\varphi, \varphi^t)M^* = MM^*. \quad \square
\]

Remark 3.1. Notice that \(M^*M \neq I\).

To obtain the relation between the Hessenberg matrices \(H_\varphi\) (i.e., \(H_\varphi \varphi = z\varphi\), see [11,10]) and \(H_\psi\), we must introduce the lower triangular matrix \(L\) such that \(\varphi = L\psi\). We will show that such a matrix can be expressed in terms of \(H_\varphi\) and \(M\) in the following way:

Proposition 3.2. 

\[L = (H_\varphi - \alpha I)M^*.\]

Proof. Let \(\varphi = L\psi\). Then \((z - \alpha)\psi = (z - \alpha)L^{-1}\varphi\). From (9), \(M\varphi = L^{-1}(H_\varphi - \alpha I)\varphi\). Therefore, \(LM = H_\varphi - \alpha I\) and since \(MM^* = I\), the statement follows. \(\square\)

From this, as a straightforward consequence, we get

Proposition 3.3. 

\[H_\psi - \alpha I = ML.\]

Proof. From (9), \((z - \alpha)\psi = M\varphi\). So \((H_\psi - \alpha I)\psi = MML\psi\) and the result follows. \(\square\)
Therefore, to compute $H_\psi$ from $H_\varphi$, first we need to determine the lower triangular matrix $L$. We can explicitly do these calculations. Just take into account that the coefficients of Hessenberg matrix $H_\varphi$ are

$$h_{i,j} = \begin{cases} \frac{-K_j}{K_i} P_{i+1}(0) P_j(0) & \text{if } 0 \leq j \leq i, \\ \frac{K_i}{K_{i+1}} & \text{if } j = i + 1, \\ 0 & \text{if } j > i + 1, \end{cases}$$

and the expressions (10) and (12), we deduce by a simple computation.

**Proposition 3.4.** The entries $l_{i,j}$ of the matrix $L$ are

$$l_{i,j} = \begin{cases} \sqrt{\frac{K_{i+1}(z, z)}{K_i(z, z)}}, & i = j, \\ \frac{\sqrt{K_i(z, z) K_{i-1}(z, z)}}{(P_{i+1}(0) P_i(0) + z) \sqrt{K_{i-1}(z, z) K_i(z, z)}}, & j = i - 1, \\ \frac{P_{i+1}(0)}{K_i(z, z) K_{j+1}(z, z)} \left( K_j \varphi_{j+1}(z) \varphi_j(z) - \varphi_{j+1}(0) K_j(z, z) \right), & j \leq i - 2. \end{cases}$$

From Proposition 3.3, to obtain $H_\psi$ we need to multiply again the matrices $M$ and $L$. To do this explicitly is very complicated, so we have chosen an example to show these computations. Indeed, let

$$\mathcal{F}(p, q) = \int_{-\pi}^{\pi} p(e^{i\theta}) q(e^{i\theta}) \frac{d\theta}{2\pi}.$$  

It is very well known that the $n$th orthonormal polynomial in this case is $P_n(z) = \varphi_n(z) = z^n$, for every $n \geq 0$.

Consider the parameter $z$ with $|z| = 1$. Then, the reproducing kernel is

$$K_n(z, z) = \sum_{j=0}^{n} \frac{z^j}{z^j} = \frac{1}{z^0} \frac{z^{n+1} - z^{n+1}}{z - z},$$

and, as a consequence, $K_n(z, z) = n + 1$, for every $n \geq 0$.

On the other hand,

$$H_\varphi - zI = \begin{bmatrix} -z & 1 & 0 & \ldots \\ 0 & -z & 1 & \ldots \\ \vdots & \vdots & \ddots & \ddots \end{bmatrix}.$$  

The entries $m_{i,j}$ of $M$ are

$$m_{i,j} = \begin{cases} -\frac{z^j}{\sqrt{(i+2)(i+1)}} & \text{if } j \leq i, \\ \sqrt{\frac{i+1}{i+2}} & \text{if } j = i + 1, \\ 0 & \text{if } j > i + 1. \end{cases}$$

In this case, from Proposition 3.4, $l_{i,j} = 0$, for $j \leq i - 2$. Hence, the matrix $L$ is a lower bidiagonal matrix with entries

$$l_{i,j-1} = -z \sqrt{\frac{i}{i+1}} \quad \text{and} \quad l_{i,i} = \sqrt{\frac{i+2}{i+1}}.$$  

We will analyze several cases.
For \( j \geq i + 2 \), one can easily see that \( M_{(i)}L^{(j)} = 0 \). (Note that the resulting matrix must be Hessenberg).

For \( j = i + 1 \),

\[
M_{(i)}L^{(i+1)} = m_{i,i+1}l_{i+1,i+1} + \sqrt{\frac{i+1}{i+2} \frac{i+3}{i+2}} - \frac{\sqrt{(i+1)(i+3)}}{i+2}.
\]

For \( j = i \),

\[
M_{(i)}L^{(i)} = m_{i,i}l_{i,i} + m_{i,i+1}l_{i+1,i} = -\frac{x}{\sqrt{(i+2)(i+1)}} \sqrt{\frac{i+2}{i+1}} - \frac{i+1}{i+2} = -\frac{x}{(i+1)(i+2)}.
\]

Finally, for \( j < i \),

\[
M_{(i)}L^{(j)} = m_{i,j}l_{j,j} + m_{i,j+1}l_{j+1,j} = -\frac{x^{i-j+1}}{\sqrt{(j+2)(j+1)}} \left( \sqrt{\frac{j+1}{j+2}} - \sqrt{\frac{j+2}{j+1}} \right) = -\frac{x^{i-j+1}}{\sqrt{(i+2)(i+1)(j+2)(j+1)}}.
\]

Hence, the entries \( \tilde{h}_{i,j} \) of the Hessenberg matrix \( H_\psi - xI \) are

\[
\tilde{h}_{i,j} = \begin{cases} 
0 & \text{if } j \geq i + 2, \\
\sqrt{(i+1)(i+3)} & \text{if } j = i + 1, \\
\frac{i+2}{(i+1)(i+2)} & \text{if } j = i, \\
-\frac{x^{i-j+1}}{\sqrt{(i+2)(i+1)(j+2)(j+1)}} & \text{if } j < i.
\end{cases}
\]

As we have seen in this example, all the calculations need a lot of work. This is the reason why we tried to relate, in a general case, the computation of the Hessenberg matrix \( H_\psi \) with certain factorization of the original Hessenberg matrix \( H_\phi \). More precisely, we will use the QR factorization of \((H_\phi - xI)^*\) to obtain \( H_\psi - xI \). Indeed, assume that \( Q^*R^* \) is the QR-factorization of \((H_\phi - xI)^*\), where \( QQ^* = I \) and \( R^* \) is upper triangular with strictly positive diagonal entries. Then, \( H_\phi - xI = RQ \) and one can prove the following:

**Proposition 3.5.** If \( L \) is such that \( \phi = L\psi \), then \( R = L \).

**Proof.** Notice that \( \mathcal{L}_2(\phi, \psi) = \mathcal{L}_2(L\psi, \psi^1L^1) = L \mathcal{L}_2(\psi, \psi^1)R^* = LL^* \).

On the other hand,

\[
\mathcal{L}_2(\phi, \psi^1) = \mathcal{L}((z - x)\phi, (z - x)\psi^1) = (H_\phi - xI)\mathcal{L}((z - x)\phi, (z - x)\psi^1) = (H_\phi - xI)(H_\phi - xI)^* \]

\[
= (RQ)(Q^*R^*) = RR^*.
\]

From Proposition 3.4, one can see that the diagonal entries \( l_{i,i} \) of \( L \) are all strictly positive. Therefore, \( LL^* \) represents the Cholesky decomposition of the Gram matrix of the bilinear form \( \mathcal{L}_2 \) with respect to the orthonormal basis \( \{\phi_n\}_{n \geq 0} \). Thus, \( R = L \). \( \square \)

Now, we will prove the following:

**Proposition 3.6.** \( H_\psi - xI = QL \).
Proof.
\[
H\psi - zI = (H\psi - zI)L'_{2}(\psi, \psi')
\]
\[
= L'_{2}(H\psi - zI)\psi, \psi')
\]
\[
= L'_{2}((z - \alpha)\psi, \psi')
\]
\[
= L^{-1}L'_{2}((z - \alpha)\varphi, \varphi')(L^{-1})^{*}
\]
\[
= L^{-1}(H_{\varphi} - zI)L'_{2}(\varphi, \varphi')(L^{*})^{-1}
\]
\[
= L^{-1}(LQ)(L^{*})(L^{*})^{-1}
\]
\[
= QL. \quad \square
\]

Remark 3.2. Notice that, according to Propositions 3.3 and 3.6, we get \( Q = M \).

In order to give a finite version of the last Proposition we will prove the following:

**Proposition 3.7.** Let \( (H_{\varphi} - zI)_{n} \) be the leading principal submatrix of order \( n \) of \( H_{\varphi} - zI \) and consider the factorization \( (H_{\varphi} - zI)_{n} = R_{n}Q_{n} \) where \( R_{n} \) is a lower triangular matrix and \( Q_{n} \) is a unitary matrix such that \( (H_{\varphi} - zI)^{*}_{n} = Q_{n}^{*}R_{n}^{*} \) is the QR factorization of \( (H_{\varphi} - zI)_{n}^{*} \). Then

\[
(H_{\varphi} - zI)_{n-1} = (Q_{n}R_{n})_{n}.
\]

**Proof.** Consider the factorization \( H_{\varphi} - zI = LM \) and let \( L_{11}, M_{11} \) be the leading principal submatrix of order \( n \) of \( L \) and \( M \), respectively. Then

\[
H_{\varphi} - zI = \begin{bmatrix} L_{11} & 0 \\ L_{21} & L_{22} \end{bmatrix} \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix}
\]

\[
= \begin{bmatrix} L_{11}M_{11} & L_{11}M_{12} \\ L_{21}M_{11} + L_{22}M_{21} & L_{21}M_{12} + L_{22}M_{22} \end{bmatrix},
\]

and, as a consequence \( (H_{\varphi} - zI)_{n} = L_{11}M_{11} \).

On the other hand,

\[
H_{\varphi} - zI = ML
\]

\[
= \begin{bmatrix} M_{11}L_{11} + M_{12}L_{21} & M_{12}L_{21} \\ M_{21}L_{11} + M_{22}L_{21} & M_{22}L_{21} \end{bmatrix}.
\]

Thus,

\[
(H_{\varphi} - zI)_{n} = M_{11}L_{11} + M_{12}L_{21},
\]

but

\[
M_{12}L_{21} = \begin{bmatrix} 0 & \cdots & \cdots \\ \vdots & \ddots & \vdots \\ 0 & 0 & \cdots \\ m_{n-1,n} & 0 & \cdots \end{bmatrix} \begin{bmatrix} l_{n,0} & \cdots & l_{n,1} \\ \vdots & \ddots & \vdots \\ \vdots & \ddots & \vdots \\ l_{n-1,0} & \cdots & l_{n-1,1} \end{bmatrix} = m_{n-1,n} \begin{bmatrix} 0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ \vdots & \ddots & \vdots \\ l_{n,0} & \cdots & l_{n-1,1} \end{bmatrix}.
Thus,
\[(H_\phi - \alpha I)_{n-1} = (M_{11} L_{11})_{n-1}.\] (15)

Since \(MM^* = I\), we get
\[M_{11}M_{11}^* = I_n - |m_{n-1,n}|^2 E_{nn},\]
where
\[E_{nn} = \begin{bmatrix} 0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 \end{bmatrix}\]
is a matrix of order \(n\) and \(I_n\) is the unit matrix of order \(n\).

Now, consider
\[E := \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & \ddots & \vdots & \vdots \\ \vdots & 1 & 0 & \vdots \\ 0 & \cdots & 0 & \frac{1}{\delta} \end{bmatrix},\]
where \(\delta = \sqrt{1 - |m_{n-1,n}|^2} > 0\). Let \(\hat{Q} = EM_{11}\) and \(\hat{R} = L_{11}E^{-1}\). Then, we will check that \(\hat{Q}\) is a unitary matrix of order \(n\).

Let \(\hat{q}_i, i = 0, 1, \ldots, n-1\) be the \(i\)th row of \(\hat{Q}\). Then
\[\hat{q}_i = \begin{cases} m_i, & 0 \leq i \leq n-2, \\ \frac{1}{\delta} m_n, & i = n-1, \end{cases}\]
where \(m_i, i = 0, 1, \ldots, n-1\) is the \(i\)th row of \(M_{11}\).

If \(0 \leq i, j \leq n-2\), then we get
\[(\hat{Q} \hat{Q}^*)_{i,j} = \hat{q}_i \hat{q}_j^* = m_i m_j^* = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases}\]

If \(i = n-1\), or \(j = n-1\) and \(i \neq j\), then
\[\hat{q}_i \hat{q}_j^* = \frac{1}{\delta} m_i m_j^* = 0.\]

Finally,
\[\hat{q}_{n-1} \hat{q}_{n-1}^* = \frac{1}{\delta^2} m_{n-1} m_{n-1}^* = \frac{1}{\delta^2} (1 - |m_{n-1,n}|^2) = 1.\]

\(\hat{R}\) is a lower triangular matrix, with positive diagonal entries. Furthermore,
\[\hat{Q}^* \hat{R}^* = M_{11}^* E E^{-1} L_{11}^* = M_{11}^* L_{11}^* = (H_\phi - \alpha I)^n.\]

Thus, by the uniqueness of the QR factorization of \((H_\phi - \alpha I)^n\), we get
\[\hat{Q} = Q_n \quad \text{and} \quad \hat{R} = R_n.\]

But \(Q_n\) and \(M_{11}\) differ in the last row and \(R_n\) and \(L_{11}\) differ in the last column. Hence,
\[(Q_n R_n)_{n-1} = (M_{11} L_{11})_{n-1} = (H_\phi - \alpha I)_{n-1}.\]
4. Perturbation

\[ \mathcal{L}_3(p, q) = \mathcal{L}(p, q) + mp(z)q(z), \quad |z| = 1. \]

Let consider now the perturbation \( \mathcal{L}_3 \) of the original bilinear functional \( \mathcal{L} \) defined by

\[ \mathcal{L}_3(p, q) = \mathcal{L}(p, q) + mp(z)q(z), \quad p, q \in P, \quad (16) \]

where \( m \in \mathbb{R} \) and \( |z| = 1 \). Notice that, since \( m \in \mathbb{R} \), such a bilinear functional is also Hermitian.

**Proposition 4.1.** \( \mathcal{L}_3 \) is quasi-definite if and only if \( 1 + mK_{n-1}(x, x) \neq 0 \) for every \( n \geq 1 \).

**(Proof.)** Let \( \{U_n\}_{n \geq 0} \) be the sequence of monic polynomials orthogonal with respect to \( \mathcal{L}_3 \). We wish to obtain a relation between the \( n \)th monic polynomials \( U_n \) and \( P_n \), where \( P_n \) denotes the \( n \)th monic orthogonal polynomial with respect to \( \mathcal{L} \).

We can write

\[ U_n(z) = P_n(z) + \sum_{j=0}^{n-1} \lambda_{n, j} P_j(z), \quad (17) \]

where \( \{\lambda_{n, j}\}_{j=0}^{n-1} \) are the Fourier coefficients given by

\[ \lambda_{n, j} = \frac{\mathcal{L}(U_n, P_j)}{\mathcal{L}(P_j, P_j)}, \quad j = 0, \ldots, n - 1. \]

From (16) and the orthogonality conditions of \( U_n \) with respect to \( \mathcal{L}_3 \), one has

\[ \lambda_{n, j} = \frac{\mathcal{L}_3(U_n, P_j) - mU_n(z)P_j(z)}{\mathcal{L}(P_j, P_j)} = -\frac{mU_n(z)P_j(z)}{\mathcal{L}(P_j, P_j)}, \quad j = 0, \ldots, n - 1. \]

Thus,

\[ U_n(z) = P_n(z) + \sum_{j=0}^{n-1} \lambda_{n, j} P_j(z) = P_n(z) - mU_n(z)K_{n-1}(z, x). \]

If we set \( z = x \) in the last formula, then one can easily obtain that

\[ P_n(x) = U_n(x)(1 + mK_{n-1}(x, x)). \]

If \( 1 + mK_{n-1}(x, x) = 0 \) for some \( n_0 \), then \( P_{n_0}(x) = 0 \). This means \( 1 + mK_{n_0}(x, x) = 0 \), i.e., \( P_{n_0+1}(x) = 0 \). As a consequence

\[ P_n(x) = 0 \quad \text{for every } n \geq n_0. \]

On the other hand, taking into account \( |x| = 1 \), \( P_{n_0}^*(x) = 0 \), i.e., \( P_{n_0-1}(x) = 0 \), from the backward recurrence relation and thus \( P_1(z) = 0 \), hence \( P_1(z) = z - x \) and \( |P_1(0)| = 1 \), a contradiction. Hence \( 1 + mK_{n-1}(x, x) \neq 0 \) for every \( n \geq 1 \).

Conversely, assume that \( 1 + mK_{n-1}(x, x) \neq 0 \) for every \( n \geq 1 \), and define the polynomial

\[ U_n(z) = P_n(z) - \frac{mP_n(x)}{1 + mK_{n-1}(x, x)}K_{n-1}(z, x). \quad (18) \]
Thus, for 0 ≤ k ≤ n,

\[
\mathcal{L}_3(U_n(z), (z - x)^k) = \mathcal{L}(P_n(z), (z - x)^k) - \frac{m P_n(z)}{1 + m K_{n-1}(x, x)} \mathcal{L}(K_{n-1}(x, x), (z - x)^k)
\]

\[
= k_n \delta_{n,k} - \frac{m P_n(z)}{1 + m K_{n-1}(x, x)} \mathcal{L}
\left(K_n(z, x), \frac{P_n(z)}{k_n} P_n(z), (z - x)^k\right)
\]

\[
= k_n \delta_{n,k} + m \frac{P_n(z) P_n(z)}{1 + m K_{n-1}(x, x)} \delta_{n,k}
\]

\[
= k_n \frac{1 + m K_n(x, x)}{1 + m K_{n-1}(x, x)} \delta_{n,k}.
\]

Thus, \{U_n\}_{n=0} is the sequence of monic polynomials orthogonal with respect to \mathcal{L}_3. □

If \mathcal{L} is positive definite and \( m > 0 \), then \( 1 + m K_n(x, x) > 0 \) for every \( n \geq 0 \). Thus, \mathcal{L}_3 is also positive definite.

In order to rewrite (18) in terms of the sequences \{\varphi_n\}_{n=0} and \{\sigma_n\}_{n=0} of orthonormal polynomials with respect to \mathcal{L} and \mathcal{L}_3, respectively, we must compute the norm of \( U_n \). Indeed,

\[
\|U_n\|_{\mathcal{L}_3}^2 = \mathcal{L}_3(U_n, U_n) = \frac{1}{k_n^2} \frac{1 + m K_n(x, x)}{1 + m K_{n-1}(x, x)}.
\]

Therefore,

\[
\sigma_n(z) = \left(\frac{1}{k_n \|U_n\|_{\mathcal{L}_3}}\right) \varphi_n(z) - \sum_{j=0}^{n-1} \frac{m P_n(z)}{\|U_n\|_{\mathcal{L}_3}(1 + m K_{n-1}(x, x))} \frac{\varphi_j(z) \varphi_j(z)}{\sqrt{(1 + m K_n(z, x))(1 + m K_{n-1}(z, x))}}.
\]

Hence, we have shown the following:

**Proposition 4.2.** Let \( L_1 \) be the lower triangular matrix such that \( \sigma = L_1 \varphi \), where \( \sigma = [\sigma_0, \sigma_1, \ldots]^T \) and \( \varphi = [\varphi_0, \varphi_1, \ldots]^T \). Then, the entries \( l_{i,j}^{(1)} \) of \( L_1 \) are given by

\[
l_{i,j}^{(1)} = \begin{cases} 
\frac{1 + m K_{i-1}(x, x)}{1 + m K_i(x, x)} & i = j, \\
-\frac{m \varphi_i(z) \varphi_j(z)}{\sqrt{(1 + m K_i(z, x))(1 + m K_{i-1}(z, x))}} & i > j.
\end{cases}
\]

To compute \( L_1^{-1} \), just set \( P_n(z) = U_n(z) + \sum_{j=0}^{n-1} l_{i,n} U_j(z) \) where now, for 0 ≤ j ≤ n - 1,

\[
\mathcal{L}_3(P_n, U_j) = \frac{\mathcal{L}(P_n, U_j) + m P_n(z) U_j(z)}{\|U_j\|_{\mathcal{L}_3}} = \frac{m P_n(z) U_j(z)}{\|U_j\|_{\mathcal{L}_3}}.
\]

Thus, for orthonormal polynomials one has

\[
\varphi_n(z) = \kappa_n \|U_n\|_{\mathcal{L}_3} \sigma_n(z) + \sum_{j=0}^{n-1} \frac{m \varphi_j(z) U_j(z)}{\|U_j\|_{\mathcal{L}_3}} \sigma_j(z)
\]

\[
= \frac{1 + m K_n(x, x)}{1 + m K_{n-1}(x, x)} \sigma_n(z) + \sum_{j=0}^{n-1} \frac{m \varphi_j(z) \varphi_j(z)}{\sqrt{(1 + m K_j(z, x))(1 + m K_{j-1}(z, x))}} \sigma_j(z).
\]

Thus, we get
**Proposition 4.3.** The entries \( \hat{L}^{(1)}_{i,j} \) of \( L_{1}^{-1} \) are given by

\[
\hat{L}^{(1)}_{i,j} = \begin{cases} 
\frac{1 + mK_{i}(x, x)}{1 + mK_{i-1}(x, x)}, & i = j, \\
\frac{m\varphi_{i}(x)\varphi_{j}(x)}{\sqrt{(1 + mK_{j}(x, x))(1 + mK_{j-1}(x, x))}}, & i > j.
\end{cases}
\]

We will see how we can use the results in Section 2 to establish a relation between the Hessenberg matrix associated with the original bilinear functional \( \mathcal{L} \) and the Hessenberg matrix corresponding to \( \mathcal{L}' \). Notice that if we apply to \( \mathcal{L}' \) the transformation defined in (1) we get

\[
|z - x|^{2} \mathcal{L}_{3} = |z - x|^{2} \mathcal{L}' = \mathcal{L}_{2}.
\]  
(20)

Hence, on one hand, by Section 2 we know that the QR-factorization of \( (H_{\phi} - xI)^{*} \) is \( M^{*}L^{*} \), where \( M \) is the matrix given by (9) and \( L \) is such that \( \varphi = L\psi \). By Proposition 3.6, \( H_{\phi} - xI = ML \).

Taking into account (20), we can apply the same process to the functional \( \mathcal{L}_{3} \). Therefore, for the orthonormal polynomials \( \{\sigma_{n}\}_{n \geq 0} \) and \( \{\psi_{n}\}_{n \geq 0} \) with respect to \( \mathcal{L}_{3} \) and \( \mathcal{L}_{2} \), respectively, we have the following relations:

\[
(z - x)\psi = M_{3}\sigma \quad \text{and} \quad \sigma = L_{3}\psi.
\]

Then, again the QR-factorization of \( (H_{\sigma} - xI)^{*} \) is \( M_{3}^{*}L_{3}^{*} \), and, by Proposition 3.6, \( H_{\psi} - xI = M_{3}L_{3} \).

**Proposition 4.4.**

\[
L_{3} = L_{1}L \quad \text{and} \quad M_{3} = ML_{1}^{-1}.
\]  
(21)

**Proof.** Since \( \sigma = L_{1}\varphi \) and \( \varphi = L\psi \), then \( \sigma = L_{1}L\psi \). On the other hand, \( \sigma = L_{3}\psi \). Thus, \( L_{3} = L_{1}L \).

Since \( H_{\psi} - xI = ML = M_{3}L_{3} \), then

\[
M_{3} = ML(L_{1}^{-1}L_{1}^{-1}) = ML_{1}^{-1}.
\]

Therefore, to compute \( H_{\sigma} - xI \) from \( H_{\phi} - xI \), we just need to apply the QR factorization of \( (H_{\phi} - xI)^{*} \) to obtain the matrices \( M \) and \( L \). Then we compute \( M_{3} \) and \( L_{3} \) according to the formulas given in (4.4) and finally, \( H_{\sigma} - xI = L_{3}M_{3} \).

On the other hand, for the leading principal submatrices we get

**Proposition 4.5.** Let \( (H_{\varphi} - xI)_{n} \) be the leading principal submatrix of order \( n \) of \( H_{\phi} - xI \), and consider the factorization \( (H_{\phi} - xI)_{n} = R_{n}Q_{n} \) where \( R_{n} \) is a lower triangular matrix and \( Q_{n} \) is a unitary matrix such that \( (H_{\varphi} - xI)^{*} = Q^{*}R^{*} \). Then

\[
(H_{\sigma} - xI)_{n-1} = (L_{11})_{n-1}R_{n}Q_{n}L_{11}^{-1}n_{-1}^{-1},
\]

where \( L_{11} \) is the leading principal submatrix of order \( n \) of the matrix \( L_{1} \), that satisfies \( \sigma = L_{1}\varphi \).

**Proof.** Consider the factorization \( H_{\phi} - xI = LM \), and let \( L_{11} \), \( M_{11} \) be the leading principal submatrices of order \( n \) of \( L \) and \( M \), respectively. Then

\[
(M_{3})_{n} = M_{11}\hat{L}_{11}^{-1} + M_{12}\hat{L}_{21}
\]

and

\[
(L_{3})_{n} = \hat{L}_{11}L_{11},
\]

where

\[
L_{11}^{-1} = \begin{bmatrix} \hat{L}_{11}^{-1} & 0 \\ \hat{L}_{21} & \hat{L}_{22} \end{bmatrix}.
\]
Hence

\[(L_3 M_3)_n = \hat{L}_{11} L_{11} (M_{11} \hat{L}_{11}^{-1} + M_{12} \hat{L}_{21}),\]

but \(\hat{L}_{11} L_{11} M_{11} \hat{L}_{11}^{-1}\) and \((L_3 M_3)_n\) differ in the last row. As a consequence,

\[(H_\sigma - \alpha I)_{n-1} = (L_3 M_3)_{n-1} = (\hat{L}_{11} L_{11} M_{11} \hat{L}_{11}^{-1})_{n-1} .\]

Thus,

\[(H_\sigma - \alpha I)_{n-1} = (\hat{L}_{11} R_n Q_n \hat{L}_{11}^{-1})_{n-1},\]

since \(R_n Q_n = L_{11} E^{-1} E M_{11} = L_{11} M_{11}\). □

In order to illustrate the procedure of finding \(H_\sigma - \alpha I\), consider the bilinear functional \(\mathcal{L}_3\) defined by

\[\mathcal{L}_3(p, q) = \int_{-\pi}^{\pi} p(e^{i\theta}) q(e^{i\theta}) \frac{d\theta}{2\pi} + p(1)q(1).\]

It is straightforward consequence that \(1 + K_n(1, 1) = n + 2\), for every \(n \geq 0\).

From (13) and (14) we get the entries \(m_{i,j}\) of \(M\) and \(l_{i,j}\) of \(L\), respectively,

\[
m_{i,j} = \begin{cases} 
-\frac{1}{\sqrt{(i+2)(i+1)}} & \text{if } j \leq i, \\
\frac{1}{i+2} & \text{if } j = i+1, \\
0 & \text{if } j > i+1 
\end{cases}
\]

and \(l_{i,j} = \begin{cases} 
-\frac{1}{\sqrt{(i+2)(i+1)}} & \text{if } j = i-1, \\
\frac{1}{i+1} & \text{if } j = i, \\
0 & \text{if } j < i+1, \\
0 & \text{if } j > i. 
\end{cases}\)

The entries \(l_{i,j}^{(1)}\) and \(\hat{l}_{i,j}^{(1)}\) of the lower triangular matrices \(L_1\) and \(L_1^{-1}\), respectively, are

\[
l_{i,j}^{(1)} = \begin{cases} 
\frac{1}{\sqrt{i+2}} & \text{if } i = j, \\
-\frac{1}{\sqrt{(i+1)(i+2)}} & \text{if } i > j, 
\end{cases}
\]

\[
\hat{l}_{i,j}^{(1)} = \begin{cases} 
\frac{1}{\sqrt{i+2}} & \text{if } i = j, \\
\frac{1}{\sqrt{(i+1)(i+2)}} & \text{if } i > j. 
\end{cases}
\]

The next step is compute \(L_3\) and \(M_3\). These matrices are given by (21), and as consequence, the entries \((m_3)_{i,j}\) of \(M_3\) are

\[
(m_3)_{i,j} = \begin{cases} 
-\frac{1}{(i+2)(i+1)} & \text{if } j = i, \\
\frac{1}{(i+1)(i+3)} & \text{if } j = i+1, \\
0 & \text{if } j > i+1, \\
0 & \text{if } j < i, 
\end{cases}
\]

and, the entries \((l_3)_{i,j}\) of \(L_3\) are

\[
l_{i,j} = \begin{cases} 
\frac{i+1}{\sqrt{i(i+2)}} & \text{if } j = i-1, \\
1 & \text{if } j = i, \\
\frac{1}{\sqrt{(i+1)(i+2)(j+1)(j+2)}} & \text{if } j < i-1, \\
0 & \text{if } j > i. 
\end{cases}
\]
Finally, to obtain \( H_\sigma - I \), we need to multiply \( L_3 \) by \( M_3 \). This result is following:

\[
(H_\sigma - I)_{i,j} = \begin{cases} 
\frac{-1}{(i+1)(i+2)} - 1 & \text{if } j = i, \\
\frac{\sqrt{(i+1)(i+3)}}{i+2} & \text{if } j = i + 1, \\
0 & \text{if } j > i + 1, \\
\frac{j+3}{(j+2)^2 \sqrt{(i+1)(i+2)(j+1)}} & \text{if } j < i.
\end{cases}
\]

5. Perturbation

\[ \mathcal{L}_4(p, q) = \mathcal{L}(p, q) + mp(x)\tilde{q}(x^{-1}) + mp(\tilde{x}^{-1})\tilde{q}(\tilde{x}), \quad |x| \neq 1. \]

Let consider now the perturbation \( \mathcal{L}_4 \) of the original bilinear functional \( \mathcal{L} \) defined by

\[ \mathcal{L}_4(p, q) = \mathcal{L}(p, q) + mp(x)\tilde{q}(x^{-1}) + mp(\tilde{x}^{-1})\tilde{q}(\tilde{x}), \quad \text{(22)} \]

with \(|x| \neq 1 \) and \( m \in \mathbb{R} \).

Notice that \( \mathcal{L}_4 \) is a Hermitian bilinear functional.

**Proposition 5.1.** The bilinear functional \( \mathcal{L}_4 \) is quasi-definite if and only if

\[ \Delta_n := \begin{vmatrix} 1 + mK_n(x, \tilde{x}^{-1}) & mK_n(x, x) \\ mK_n(\tilde{x}^{-1}, \tilde{x}^{-1}) & 1 + mK_n(\tilde{x}^{-1}, x) \end{vmatrix} \neq 0, \]

for every \( n \geq 0 \).

**Proof.** Assume that \( \mathcal{L}_4 \) is quasi-definite, and let \( \{V_n\}_{n \geq 0} \) be the sequence of monic polynomials orthogonal with respect to \( \mathcal{L}_4 \). Then

\[ V_n(z) = P_n(z) + \sum_{j=0}^{n-1} \lambda_{n,j} P_j(z), \]

where

\[ \lambda_{n,j} = \frac{\mathcal{L}(V_n, P_j)}{\mathcal{L}(P_j, P_j)} = -\frac{m}{k_j} (V_n(z) \tilde{P}_j(z^{-1}) + V_n(\tilde{z}^{-1})\tilde{P}_j(z)). \]

Hence,

\[ V_n(z) = P_n(z) - mV_n(z) \sum_{j=0}^{n-1} k_j^{-1} P_j(z^{-1})P_j(z) - mV_n(\tilde{z}^{-1}) \sum_{j=0}^{n-1} k_j^{-1} \tilde{P}_j(z) \tilde{P}_j(z) \]

\[ = P_n(z) - mV_n(z)K_{n-1}(z, \tilde{z}^{-1}) - mV_n(\tilde{z}^{-1})K_{n-1}(z, x). \]

If we evaluate the above expression for \( z = x \) and \( z = \tilde{x}^{-1} \), respectively, then we get

\[ -P_n(x) + (1 + mK_{n-1}(x, \tilde{x}^{-1}))V_n(x) + mK_{n-1}(x, x)V_n(\tilde{x}^{-1}) = 0, \]

\[ -P_n(\tilde{x}^{-1}) + mK_{n-1}(\tilde{x}^{-1}, \tilde{x}^{-1})V_n(x) + (1 + mK_{n-1}(\tilde{x}^{-1}, x))V_n(\tilde{x}^{-1}) = 0. \]

According to the uniqueness of the values \( V_n(x) \) and \( V_n(\tilde{x}^{-1}) \), the matrix of the above linear system

\[ B_{n-1} := \begin{bmatrix} 1 + mK_{n-1}(x, \tilde{x}^{-1}) & mK_{n-1}(x, x) \\ mK_{n-1}(\tilde{x}^{-1}, \tilde{x}^{-1}) & 1 + mK_{n-1}(\tilde{x}^{-1}, x) \end{bmatrix} \]

must be nonsingular. Hence \( \Delta_{n-1} = \det B_{n-1} \neq 0 \) for every \( n \geq 1 \).
Conversely, we assume that $A_n \neq 0$, for every $n \geq 0$, and consider the polynomial

$$V_n(z) = \frac{1}{A_{n-1}} \begin{vmatrix}
P_n(z) & mK_{n-1}(z, \bar{z}^{-1}) & mK_{n-1}(z, x) \\
1 + mK_{n-1}(z, x) & mK_{n-1}(x, x) & mK_{n-1}(x, x) \\
mK_{n-1}(\bar{z}^{-1}, \bar{z}^{-1}) & 1 + mK_{n-1}(\bar{z}^{-1}, x)
\end{vmatrix}, \quad n \geq 0. \quad (23)$$

For $0 \leq k \leq n - 1$ we get

$$\mathcal{L}_4(V_n(z), (z - \bar{z})^k) = \frac{1}{A_{n-1}} \begin{vmatrix}
\mathcal{L}_4(P_n(z), (z - \bar{z})^k) & m\mathcal{L}_4(K_{n-1}(z, \bar{z}^{-1}), (z - \bar{z})^k) & m\mathcal{L}_4(K_{n-1}(z, x), (z - \bar{z})^k) \\
P_n(z) & 1 + mK_{n-1}(z, \bar{z}^{-1}) & mK_{n-1}(x, x) \\
P_n(\bar{z}^{-1}) & mK_{n-1}(\bar{z}^{-1}, \bar{z}^{-1}) & 1 + mK_{n-1}(\bar{z}^{-1}, x)
\end{vmatrix}. \quad (23)$$

On the other hand, for $0 \leq k \leq n - 1$,

$$\mathcal{L}_4(P_n(z), (z - \bar{z})^k) = mP_n(\bar{z})(\bar{z}^{-1} - \bar{z})^k,$$

$$\mathcal{L}_4(K_{n-1}(z, \bar{z}^{-1}), (z - \bar{z})^k) = (\bar{z}^{-1} - \bar{z})^k(1 + mK_n(x, \bar{z}^{-1})), $$

$$\mathcal{L}_4(K_{n-1}(z, x), (z - \bar{z})^k) = mK_{n-1}(x, x)(\bar{z}^{-1} - \bar{z})^k. $$

Thus,

$$\mathcal{L}_4(V_n(z), (z - \bar{z})^k) = \frac{m(\bar{z}^{-1} - \bar{z})^k}{A_{n-1}} \begin{vmatrix}
P_n(z) & 1 + mK_{n-1}(x, \bar{z}^{-1}) & mK_{n-1}(x, x) \\
P_n(z) & 1 + mK_{n-1}(x, \bar{z}^{-1}) & mK_{n-1}(x, x) \\
P_n(\bar{z}^{-1}) & mK_{n-1}(\bar{z}^{-1}, \bar{z}^{-1}) & 1 + mK_{n-1}(\bar{z}^{-1}, x)
\end{vmatrix} = 0. \quad$$

Now,

$$\mathcal{L}_4(V_n, V_n) = \mathcal{L}_4(V_n, P_n) = \frac{1}{A_{n-1}} \begin{vmatrix}
\mathcal{L}_4(P_n, P_n) & m\mathcal{L}_4(K_{n-1}(z, \bar{z}^{-1}), P_n) & m\mathcal{L}_4(K_{n-1}(z, x), P_n) \\
P_n(z) & 1 + mK_{n-1}(z, \bar{z}^{-1}) & mK_{n-1}(x, x) \\
P_n(\bar{z}^{-1}) & mK_{n-1}(\bar{z}^{-1}, \bar{z}^{-1}) & 1 + mK_{n-1}(\bar{z}^{-1}, x)
\end{vmatrix}. \quad$$

But

$$\mathcal{L}_4(P_n, P_n) = k_n + mP_n(z)\bar{P}_n(\bar{z}^{-1}) + m\bar{P}_n(\bar{z}^{-1})\bar{P}_n(z),$$

$$\mathcal{L}_4(K_{n-1}(z, \bar{z}^{-1}), P_n) = m(K_{n-1}(x, \bar{z}^{-1})\bar{P}_n(\bar{z}^{-1}) + K_{n-1}(\bar{z}^{-1}, \bar{z}^{-1})\bar{P}_n(z)), $$

$$\mathcal{L}_4(K_{n-1}(z, x), P_n) = m(K_{n-1}(x, x)\bar{P}_n(\bar{z}^{-1}) + K_{n-1}(\bar{z}^{-1}, x)\bar{P}_n(z)).$$

Thus,

$$\mathcal{L}_4(V_n, V_n) = \frac{1}{A_{n-1}} \begin{vmatrix}
k_n & -m\bar{P}_n(z^{-1}) & -m\bar{P}_n(z) \\
k_n & 1 + mK_{n-1}(z, \bar{z}^{-1}) & mK_{n-1}(x, x) \\
k_n & mK_{n-1}(\bar{z}^{-1}, \bar{z}^{-1}) & 1 + mK_{n-1}(\bar{z}^{-1}, x)
\end{vmatrix} = \frac{k_n}{A_{n-1}} \neq 0. \quad (24)$$

If $\mathcal{L}$ is a positive-definite bilinear functional, then we get
Proposition 5.2. The bilinear functional \( L_4 \) is positive definite if and only if \( A_{n+1}A_n > 0 \), for every \( n \geq 0 \).

Proof. This is a straightforward consequence of (24). \( \square \)

Under these conditions, let \( \{\phi_n\}_{n \geq 0} \) be the sequence of orthonormal polynomials associated with \( L_4 \). Then \( \phi_n(z) = (1/\|V_n\|)V_n(z) \), where

\[
\|V_n\| = \|P_n\| \sqrt{\frac{A_n}{A_{n-1}}}. \tag{25}
\]

Proposition 5.3. Let \( \tilde{L} \) be the lower triangular matrix such that \( \phi = \tilde{L}\varphi \), where \( \phi = [\phi_0, \phi_1, \ldots]^t \) and \( \varphi = [\varphi_0, \varphi_1, \ldots]^t \). Then, the entries \( \tilde{l}_{i,j} \) of \( \tilde{L} \) are given by

\[
\tilde{l}_{i,j} = \begin{cases} \sqrt{\frac{A_{i-1}}{A_{i}}}, & i = j, \\ -\frac{m}{\sqrt{A_{i-1}A_i}}(A_i(x)\varphi_j(x^{-1}) + A_i(x^{-1})\varphi_j(x)), & i > j, \end{cases}
\]

where \( A_n(z) := \phi_n(z) + m\varphi_n(z)K_{n-1}(z^{-1}, z) - m\varphi_n(z^{-1})K_{n-1}(z, z) \). The entries \( \tilde{l}_{i,j}^{(-1)} \) of \( \tilde{L}^{-1} \) are given by

\[
\tilde{l}_{i,j}^{(-1)} = \begin{cases} \frac{1}{\sqrt{A_{i-1}A_i}}(A_{i-1} + m\varphi_i(x)A_i(x^{-1}) + m\varphi_i(x^{-1})A_i(x)), & i = j, \\ -\frac{m}{\sqrt{A_{j-1}A_j}}(A_j(x^{-1})\varphi_j(x^{-1}) + A_j(x^{-1})\varphi_j(x)), & i > j. \end{cases}
\]

Proof. We can express

\[
V_i(z) = P_i(z) + \sum_{j=0}^{i-1} \tilde{\gamma}_{i,j} P_j(z),
\]

where \( \tilde{\gamma}_{i,j} = \langle V_i, P_j \rangle / \|P_j\|^2, 0 \leq j \leq i - 1 \).

Thus, from (25), for orthonormal polynomials we get

\[
\phi_i(z) = \sqrt{\frac{A_{i-1}}{A_i}}\varphi_i(z) + \sum_{j=0}^{i-1} \tilde{\gamma}_{i,j} \|P_j\| \sqrt{\frac{A_{i-1}}{A_i}} \varphi_j(z). \tag{26}
\]

By (22) and the orthogonality conditions of \( V_n \) with respect to \( L_4 \)

\[
\tilde{\gamma}_{i,j} = -\frac{m}{\|P_j\|^2} (V_i(z)P_j(z^{-1}) + V_i(z^{-1})P_j(z))
\]

\[
= -\frac{m}{\|P_j\|} (V_i(z)\varphi_j(x^{-1}) + V_i(z^{-1})\varphi_j(x)).
\]

On the other hand, from (23)

\[
V_i(z) = \frac{P_i}{A_{i-1}}A_i(x) \quad \text{and} \quad V_i(z^{-1}) = \frac{P_i}{A_{i-1}}A_i(x^{-1}).
\]

Thus, if \( i > j \) then

\[
\tilde{l}_{i,j} = \tilde{\gamma}_{i,j} \|P_j\| \sqrt{\frac{A_{i-1}}{A_i}} = -\frac{m}{\sqrt{A_{i-1}A_i}}(A_i(x)\varphi_j(x^{-1}) + A_i(x^{-1})\varphi_j(x)).
\]

From (26), we get \( \tilde{l}_{i,i} = \sqrt{A_{i-1}/A_i} \).
Now, we can also express
\[ \varphi_i(z) = \sum_{j=0}^{i} \beta_{i,j} \phi_j(z), \]
with \( \beta_{i,j} = \mathcal{L}_4(\varphi_i, \phi_j) \).

Thus,
\[ \beta_{i,j} = \mathcal{L}(\varphi_i, \phi_j) + m \varphi_i(z)\phi_j(\hat{z}^{-1}) + m \varphi_i(\hat{z}^{-1})\phi_j(z). \]

From (23) and (25), we get
\[ \phi_j(x) = \frac{1}{\sqrt{\Lambda_{j-1} \Lambda_j}} A_j(x) \quad \text{and} \quad \phi_j(\hat{x}^{-1}) = \frac{1}{\sqrt{\Lambda_{j-1} \Lambda_j}} A_j(\hat{x}^{-1}). \]

Hence, if \( i > j \)
\[ \tilde{\beta}_{i,j}^{-1} = \beta_{i,j} = \frac{m}{\sqrt{\Lambda_{j-1} \Lambda_j}} (\varphi_i(z)A_j(\hat{x}^{-1}) + \varphi_i(\hat{x}^{-1})A_j(z)), \]
and, if \( i = j \)
\[ \tilde{\beta}_{i,i}^{-1} = \beta_{i,i} = \sqrt{\frac{\Lambda_{i-1}}{\Lambda_i}} + \frac{m}{\sqrt{\Lambda_{i-1} \Lambda_i}} (\varphi_i(z)A_i(\hat{x}^{-1}) + \varphi_i(\hat{x}^{-1})A_i(z)). \]

Notice that if we apply to \( \mathcal{L}_4 \) the transformation defined in Section 2, i.e., if we set \( |z - \alpha|^2 \mathcal{L}_4 \), then we get
\[ |z - \alpha|^2 \mathcal{L}_4 = |z - \alpha|^2 \mathcal{L} = \mathcal{L}_2. \] (27)

Hence, by Section 2 we know that the QR-factorization of \( (H_\varphi - \alpha I)^* \) is \( M^*L^* \), where \( M \) is the matrix given by (10) and \( L \) is such that \( \varphi = L \psi \). By Proposition 3.6, \( H_\psi - \alpha I = ML \).

Taking into account (27), we can apply the same process to the bilinear functional \( \mathcal{L}_4 \). Therefore, for the orthonormal polynomials \( \{\varphi_n\}_{n \geq 0} \) and \( \{\psi_n\}_{n \geq 0} \) with respect to \( \mathcal{L}_4 \) and \( \mathcal{L}_2 \), respectively, we get
\[ (z - \alpha) \psi = M_4 \sigma \quad \text{and} \quad \sigma = L_4 \psi. \]

Then, again the QR-factorization of \( (H_\psi - \alpha I)^* \) is \( M_4^*L_4^* \) and, from Proposition 3.6, \( H_\psi - \alpha I = M_4 L_4 \).

**Proposition 5.4.**
\[ L_4 = \tilde{L}L \quad \text{and} \quad M_4 = M \tilde{L}^{-1}, \] (28)

where \( M \) is given by (10) and \( L \) is given in the Proposition 3.4.

The finite version of the above result is presented in the following:

**Proposition 5.5.** Let \( (H_\varphi - \alpha I)_n \) be the leading principal submatrix of order \( n \) of \( H_\varphi - \alpha I \) and consider the factorization \( (H_\varphi - \alpha I)_n = R_n Q_n \) where \( R_n \) is a lower triangular matrix and \( Q_n \) is a unitary matrix such that \( (H_\varphi - \alpha I)^*_n = Q_n^* R_n^* \). Then
\[ (H_\psi - \alpha I)_{n-1} = (\tilde{L}_{11} R_n Q_n \tilde{L}_{11}^{-1})_{n-1}, \]

where \( \tilde{L}_{11} \) is the leading principal submatrix of order \( n \) of the matrix \( \tilde{L} \), that satisfies \( \phi = \tilde{L} \varphi \).
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