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ABSTRACT

The 5G technology presents a significant leap into making the Information and Com-
munication technology and integral part of the industries, and societies. Enhanced con-
nectivity features unlock a range of different applications that provide unique user ex-
perience such as virtual and augmented reality, or mission-critical communications that
improve the healthcare and environmental protection, digital twin for optimizing the pro-
duction lines, etc. Besides the new radio technology, the virtualization technology is
the major enabler of most of the exciting novel applications. Viritualization enables ser-
vice providers to customize and shape the existing computing, networking and storage
infrastructure to accommodate the requirements of the different range of customers often
referred as vertical industries.

The Network Function Virtualization (NFV) with the Software-defined Networking
(SDN) are the key technologies that enable deployment of multiple isolated and cus-
tomized networks on top of a single administrative domain infrastructure. The Multi-
access Edge technology revamps carrier’s infrastructure with application-oriented capa-
bilities feeding applications with context information to elevate the user experience. Even
though initially projected as a mobile operator technology, it is applicable to any service
provider.

This thesis departs from the point on how to integrate both, NFV and MEC, for dif-
ferent environments and scenarios. The MEC technology is not virtualized intrinsically
hence the first part of the thesis explores the integration of MEC in NFV environment.
Initially a MEC application and the utilization of radio context information is showcased
through an Edge robotics scenario. Later the full integration of virtualized MEC com-
ponents within an NFV infrastructure is elaborated through categorization, and proposed
solution in tackling integration issues. Further, a tutorial is presented on how the exem-
plary Edge robotics would be deployed, terminated and managed in an MEC in NFV
environment. The elaborated procedures present high compatibility and readiness for
MEC in NFV future deployments. The findings are compared with existing works on the
similar topic.

The joint, or horizontal, integration of MEC in NFV is referred to a single adminis-
trative domain. The rest of the thesis is focusing on how administrative domains are able
to fulfill vertical requirements by deploying end-to-end services across multiple domains.
One of the thesis contribution is towards the definition, characterization and classification
of federation - the process of deploying NFV services across multi-domain scenarios.
Further the federation scenario is showcased in a static environment for a novel mission-
critical eHealth application. All the federation functionalities are demonstrated in a real-
case experimental emergency scenario for a patient suffering from a heart-attack. The
assumption is that the federation occurs between two administrative domains enabling
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end-to-end AR/VR emergency services spread across two NFV based infrastructures. The
obtained experimental results provide improvement in the future emergency events while
leveraging on novel technologies such as AR/VR. The drawbacks are evaluated accord-
ingly.

The use of both MEC and NFV enables better user experience, customized networks
and it is a big step towards automation, and reactive network life-cycle management. The
following part of the thesis focuses on how to apply the federation concept in dynamic
environments - where the conditions change rapidly, the resources are volatile and the
relationships between administrative domains are established on-the-fly or unexpectedly
broken. Blockchain as a Distributed Ledger Technology (DLT) is applied to facilitate
and build trust in the brief negotiation process between mutually unknown administra-
tive domains. A concrete step-by-step process is proposed which its application, in or-
chestration and life-cycle management (e.g., healing process), of emulated NFV service
has been experimentally evaluated across multiple Blockchain platforms. Additionally,
the Blockchain solution is applied in a small-scale Edge robotics experimental scenario.
The Edge robotics service is a MEC-in-NFV based remote control application for mobile
robots which leverage the DLT federation to extend the robot driving range by deploying
radio network extension on top of an external domain infrastructure, without any inter-
ruption or downtime of the end-to-end Edge robotics service.

In the last part of the thesis the focus is set on how service provides or telco operators
may increase their profit margins by leveraging the federation process and using Machine
Learning algorithms to generate a profitable decision of whether to federate a service or
deploy the service over the constituent infrastructure. The application of Reinforcement
learning algorithms such as Q-learning provides a promising near-optimal results. These
are improved with the application of Deep Q-learning techniques through the use of real
dynamic price fluctuations for service offerings.
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1. INTRODUCTION

1.1. 5G networks

1.1.1. Early expectations and requirements

At the beginning of 2015, the requirements, goals and challenges were laid over for the 5G
technologies [1]–[3]. Departing from the 4G, the initial predictions for 5G included differ-
ent use-cases. A massive adoption of Internet of Things (IoT) through the Wireless Sensor
Networks (WSNs), critical control of remote devices, Vehicular Communication (VC) or
Vehicle-to-Everything (V2X). With the increase of end-user bandwidth thanks to the
next-generation radio use-case such as the Broadband and Media availability Anywhere-
Anytime.

The Next Generation Mobile Network (NGMN) Aliance identified vertical industries,
consumers and enteprises to be the main drivers for 5G adoption [4]. NGMN imag-
ined a transformation in the business models by operators extensive support as asset
providers, connectivity providers or partner service providers to vertical industries and
enterprises. Namely, operators pose their infrastructure as their asset. Enterprises or in-
dustries often need to deploy their own infrastructure to deliver their product to the final
customers. In the case of 5G, the goal is to enable operators to provide Infrastructure-
as-a-Service (IaaS), Network-as-a-Service (NaaS) or Platform-as-a-Service (PaaS). On
top of that, operators are envisioned to provide vertical industries vital connectivity for
mission-critical applications (in Industry 4.0, eHealth, Catastrophy management, etc.).

The 5G Infrastructure Public Private Partnership (5G-PPP) proposed several require-
ments back in 2016 [5]. Similar to NGMN, in order to accelerate the service delivery for
verticals, the idea is to enable service providers to access the underlying infrastructure
of operators or infrastructure providers. Note that service providers may not own any
infrastructure, which evolves the eco-system as a multi-tenancy and multi-service sup-
port adding additional stakeholders. Service providers would be eligible to offer services
through multiple mobile operators or infrastructure providers. Researchers agreed that 5G
should enable highly efficient data processing and transmission. Low latency solutions
have been explored that would reduce the control plane overhead by placing network
functions closer to the edge of the network. This has laid foundation for the planning
of the Multi-access Edge Computing. To arrive 5G-PPP envisoned the use of different
new paradigms, such as NFV and SDN, in redefinition of the network boundaries into
domains: edge, access, transport, core, services. Additionally new radio technologies
should be introduced which would significantly increase the bandwidth through Multiple
Radio Access Technologies (multi-RAT) and efficient interworking with Long Term Evo-
lution (LTE). Frequencies above 6 GHz, in particular millimeter Wave (mmWave) fre-
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quencies are intended in the 5G frontier. Despite the limited propagation and increased
loss in signal penetration, the focus to mitigate the challenges was set in the use of various
radio methods: massive Multiple-Input Multiple-Output (MIMO), beam steering, beam
tracking, small-cells and self-backhauling.

1.1.2. 5G trends and 5G classes

The early expectations were summarized by International Telecommunication Union (ITU)
back in 2015 [3]. The ITU dissected the technology, user and application trends. User
and application trends are grouped as:

• Very low latency and high reliability human-centric applications - where the sup-
port for instantaneous one-click behavior would be reflected in different application
from various areas such as health, safety, entertainment, office environments, etc.

• Very low latency and high reliability machine-centric communication - critical for
designing a Machine-to-Machine (M2M) communication in a real-time scenarios.

• High user density - the support for multimedia applications in very dense areas
(sport events, shopping malls, festivals, etc.).

• High quality at high mobility - applications should not degrade the content quality
even with high mobility of the users or devices/vehicles.

• Application convergence - similar applications are grouped and converged together
to provide and maintain the Quality of Service (QoS).

• Ultra accurate positioning algorithms - expansion and improvement of the location-
based services as well for the navigation services.

• Internet of Things - more objects and devices are expected to be connected using 5G
technology. Most of the devices contain sensors, cameras and actuators enabling
optimized energy-saving usage. Especially vehicles, smart grids, agriculture and
healthcare are targeted for IoT growth.

Additionally ITU proposed the technology trends that would drive the innovation
of 5G technology. Besides novel radio techniques that would significantly enhance the
spectral efficiency, increase the signal-to-interference ratios, and efficient use of radio re-
sources, the use of Software Defined Networking (SDN), NFV, and Centralized/Cloud
RAN (C-RAN) were selected as the key technologies that would improve the operational
efficiency of the network while lowering the Operational Expenditure (OPEX) and Capital
Expenditure (CAPEX).

Thus, ITU defined the recommendations in several 5G use case classes. The 3rd Gen-
eration Partnership Project (3GPP) used these categorization in the development of the
releases. The main classes are elaborated in the following.
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Figure 1.1: 5G categories obtained from [6]

Enchanced Mobile Broadband (eMBB)

The enhanced Mobile Broadband (eMBB) presents the natural extension of the LTE ca-
pabilities most obvious for the data ravenous users. The aim is to provide better coverage
and seamless user experience to users in multiple different scenarios. Scenarios like big
public events should benefit from high bandwith capacity, but lower mobility. In the other
hand, users traveling in a fast-train should experience stable connection with high mo-
bility and lower bandwidth. Aiming at these scenarios, users should have enhanced web
access, video conferencing, usage of Augmented/Virtual Reality (AR/VR). The eMBB is
the first defined class for 5G which was specified in Release 15 of the 3GPP specifications.

Massive Machine-Type Communications (mMTC)

The massive Machine Type Communications (mMTC) class has been partially intro-
duced in Release 13/14, as part of LTE. This 5G class enables the use of Narrowband
IoT (NB-IoT) for huge number of low-cost devices and extended coverage. The objective
is to provide support for Smart Cities, Smart Homes, Smart Buildings. Additionally, the
aim is to provide support for Agricultural, Patient monitoring and Traffic management
systems.

Ultra-reliable and Low Latency Communications (URLLC)

The Ultra-Reliable Low Latency Communications (URLLC) is the last 5G class planned
for 3GPP Release 16. The URLLC enables vertical industries to deploy services with spe-
cific low end-to-end latency, especially for mission-critical communications. Therefore
this 5G class opens opportunity for developing enhanced industrial automation, drone
control, medical applications (e.g., e-Health), autonomous vechicles through enhance-
ment of V2X communications.
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1.1.3. 3GPP Releases

Subsequently of the ITU recommendations for 5G classes [3], the 3GPP developed a
roadmap for 5G technology roll-out. There are 3 phases, that are covered by Release 15,
Release 16, and Release 17. The following is describes which technologies and features
has been rolled-out in each of the release.

Release 15

The 3GPP Release 15 standard is the 5G Phase I roll-out [7]. The main focus to enable
features towards the realization of the eMBB vision. Release 15 has been released in
2018, presenting the first full set of 5G standards with the main focus on the NSA 5G
radio. The Non-Standalone architecture is a temporary step towards full deployment of
the 5G architecture. This temporary step allows for 5G New Radio (NR) to be fully
operational and attached to a legacy 4G Core Network (CN) as a 5G Access Network
(AN). Beside the definition of the 5G NSA and 5G Stand Alone (SA) architectures, the
Release 15 defines the whole 5G System (5GS) that includes the Next Generation Radio
Access Network (NG-RAN) and 5G Core (5GC).

The definition of the 5GS is extended with description of Mission-critical communica-
tions, Machine-Type of Communications (MTC) and IoT. Use cases are defined for V2X
communications and features related to Mobile Communication Systems for Railways,
Virtual Reality (VR), multimedia, Operation Administration and Maintenance (OAM)
improvements, etc.

Release 16

The 5G Phase II is accomplished by the 3GPP Release 16 [8] In this Release the support
for URLLC 5G Class has been the most significant feature. This mainly affects the in-
troduction of Industrial IoT, Cellular V2X Communications, and N-PN! (N-PN!). The
Release 16 directly addresses the need of the 5GS to be suitable for vertical industries by
including Network Service (NS), Edge Computing, Non-Public Networks (NPN) to pave
the way for automatized factories, healthcare and public safety.

To achieve this, the release focuses in several features that enhance the Radio Access
Network (RAN) through the NR and NB-IoT, as well as adapting the 5GS by defining
dedicated application layers such as V2X Application layer support and Service Enabler
Architecture Layer (SEAL) for vertical industries.

Release 17

The 3GPP Release 17 is has been locked in March 2022 [9]. It describes the continuous
evolution of the 5GS through the 2020s. The initial focus is on the network and appli-
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Figure 1.2: NFV architecture framework as proposed in ETSI NFV 002 [11]

cation enablement for vertical industries. According to the locked plan, a major features
on the evolution of the radio is in rolling out an NR-light which has low complexity and
low power for wearable devices. Additionally plans are laid out for NR operations in the
higher frequencies 52.6 - 71 GHz.

Beside the RAN features, there are plans for Network Slicing enhancements and Edge
Computing into 5G. These features are planned for improving the Industrial Internet of
Things (IIoT), and URLLC particularly for V2X communications, drones. Integration of
Open Network Automation Platform (ONAP) and 3GPP 5G management network and
enhancement of Network Automation.

Release 18

The work plan of the 3GPP Release 18 is already drafted [10]. This release is labeled as
the 5G Advanced, where the main topics are immediate and long-term commercial needs
for eMBB and non-eMBB evolution.

The initial plans suggest an improvement of the radio technology by enhancing the
MIMO downlink/uplink as well as further development in the user mobility. Effort is
allocated into improving the positioning/localization of the users, and enhancements for
the eXtended Reality (XR).

Application of Artificial Intelligence (AI)/Machine Learning (ML) technology is planned
for the NG-RAN and scenarios where the AI/ML brings improvement of the radio per-
formance and the energy savings. Additional focus is planned for the evolution of Non-
Terrestrial Networks (NTN) combined with multi-RAT scenarios including NR and IoT.
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1.2. Network Function Virtualization

With the advancement of the virtualization technologies and SDN, the NFV was born.
NFV enables network nodes and services (e.g., routers, firewalls, and load balancers) to
be run on top of general purpose hardware by the use of virtualization. Traditionally these
services have been run on proprietary hardware. Thus, the software and hardware are now
split which have traditionally been tightly integrated in telco scenarios [12]. More specifi-
cally, the general purpose hardware enables the use of Virtual Machines (VMs) or contain-
ers. The option for service providers to run their network on conventional servers rather
than proprietary ones brings the cloud computing economy of scale to telco providers.
This is even more important in a context with increasingly demanding and diverse ser-
vices.

The NFV combined with the SDN technology has the potential to significantly lower
the Operational Expenditure. Additionally, it provides service and telco providers with
the capabilities to offer customers isolated dedicated network resources. A combination
of isolated networking resources, coordinated over several networking services and net-
working domains (e.g., computing, radio access) that operate within strictly defined re-
quirements in terms of latency, bandwidth, or scalability are referred to as network slices.
Each vertical industry, based on its requirements, can be served by a vertical specific
network slice which is guaranteeing the end-to-end QoS (e.g., latency, jitter, etc.).

The main architectural framework for NFV widely adopted by the industry is the one
defined by the the ETSI Industry Specification Group (ISG) NFV. It is composed of three
domains:

• Virtual Network Function (VNF), running over the NFV Infrastructure (NFVI).

• NFV Infrastructure (NFVI), including the diversity of physical resources and how
these can be virtualized. NFVI supports the execution of the VNFs.

• NFV Management and Orchestration (MANO), which covers the orchestration and
life-cycle management of physical and/or software resources that support the infras-
tructure virtualization, and the life-cycle management of VNFs. NFV Management
and Orchestration focuses on all virtualization specific management tasks necessary
in the NFV framework.

This NFV architectural framework identifies functional blocks and the main reference
points between such blocks as shown in Figure 1.2. Some of these are already present in
current deployments, whilst others might be necessary additions in order to support the
virtualization process and consequent operation. The functional blocks are explained in
the following paragraphs.

The NFV Infrastructure (NFVI) includes the hardware and virtualized resources, and
the Virtualization Layer. It encompasses the HW and SW resources that create the envi-
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ronment in which VNFs are deployed. The NFVI virtualizes physical computing, storage,
and networking and places them into resource pools.

The Virtualized Infrastructure Manager(s) (VIM) is a functional block with the main
responsibility for controlling and managing the NFVI compute, storage and network re-
sources. It controls and manages the interaction of a VNF with computing, storage, and
network resources under its authority, in addition to their virtualization.

The NFV Orchestrator (NFVO) is a functional block with two main responsibilities:
the orchestration of NFVI resources across multiple VIMs, fulfilling the Resource Or-
chestration (RO) role, and the lifecycle management of Network Services (NS), fulfilling
the Network Service Orchestration (NSO) role. The NFVO is responsible for installing
and configuring new network services (NS) and virtual network function (VNF) packages,
NS lifecycle management, global resource management, and validation and authorization
of NFVI resource requests.

The VNF Manager(s) is a functional block with the main responsibility for the life-
cycle management (e.g., instantiation, update, query, scaling, termination) of VNF in-
stances.

The Service, VNF and Infrastructure Description is a data-set providing information
regarding the VNF deployment template, VNF Forwarding Graph, service-related infor-
mation, and NFV infrastructure information models. These templates/descriptors are used
internally within NFV Management and Orchestration. The NFV Management and Or-
chestration functional blocks handle information contained in the templates/descriptors
and may expose (subsets of) such information to applicable functional blocks, as needed.

The Operations and Business Support Systems (OSS/BSS) provide the operational and
business support systems implemented by the VNF service provider.

As it can be evinced in Figure 1.2, some of these functional blocks are virtualized
while others can be deployed in any form according to the operator’s requirements (i.e.,
non-virtualized, virtualized, bare metal, etc.).

1.3. Multi-access Edge Computing

ETSI MEC was designed as a technology to be deployed in a virtualization environment,
taking advantage of all the features in terms of flexibility, scalability options and ease
management provided by the ETSI Network Functions Virtualization (ETSI NFV) frame-
work [11]. However, its development started when ETSI NFV was not mature enough
and ETSI MEC and NFV have been evolving in parallel for some time without a tight co-
ordination among them. The ETSI MEC started an initiative to clarify all the open points
that need to be addressed in order to run the ETSI MEC framework in an ETSI NFV en-
vironment without hassle, finding several open issues that require effort to be solved [13].

The main architectural framework for edge computing widely adopted by industry is
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the one defined by the ETSI ISG Multi-access Edge Computing (MEC) [14] and shown
in Figure 1.3. The MEC framework is composed of two domains: i) the MEC Host level
and ii) the MEC System level.

Similarly to the ETSI NFV case, the domains contain functional blocks that are either
virtualized or that can be deployed in any form (i.e., non-virtualized, virtualized, bare
metal, etc.). The main MEC component at host level is the MEC Host, which can be seen
as an edge data center, and it consists of the i) Virtualization infrastructure, ii) the MEC
Platform (MEP) and iii) the MEC Applications (MEC Apps).

The virtualization infrastructure provides compute, storage, and network resources for
the MEC Applications. The virtualization infrastructure includes a data plane for routing
the traffic among applications, services, local/external networks, and MEC Platform. The
configuration of the data plane is done via the Mp2 reference point and it is managed by
the traffic rules controller in the MEC Platform.

The MEC Platform offers an environment (i.e., service registry and DNS handling)
where the MEC Applications can discover, advertise, consume and offer MEC Services.

MEC Applications run on top of the virtualization infrastructure provided by the MEC
Host, and can interact with the MEC Platform to consume and publish MEC Services via
the Mp1 reference point. How these MEC Applications retrieve the data to be published
as a service is left unspecified by current ETSI MEC specifications. Finally, the MEC
Host level encompasses two management components: i) the Virtualization Infrastructure
Manager (VIM) and ii) the MEC Platform Manager. While the Virtualization Infrastruc-
ture Manager is in charge of controlling and managing the virtualized infrastructure, the
MEC Platform Manager is in charge of controlling, managing, and configuring the MEC
Platform for what concerns MEC Applications and MEC Services authentication and au-
thorization.

While the MEC Host level operates on the single edge data center, the MEC System
level operates across multiple MEC Host levels and its main components are i) the MEC
Orchestrator, ii) the Operation Support System (OSS) and iii) the User application life-
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cycle management proxy.

The MEC Orchestrator is the main component for the MEC System level management
and is in charge of maintaining an overall view of the MEC System based on deployed
MEC Hosts, available resources and available MEC Services as well as on-boarding, in-
stantiating, and terminating the applications. The Operation Support System (OSS) refers
to the OSS of an operator. It receives requests via the Customer Facing Service (CFS)
portal and from Device applications for instantiation or termination of applications, and
decides on the granting of these requests. The Device applications can request life-cycle
operations (on-boarding, instantiation, termination, modification/mobility) via the User
application Life-cycle Management proxy. Granted requests are forwarded to the MEC
Orchestrator for further processing, which in turn may contact the MEC Platform Man-
ager via the Mm3 reference point to manage the application life-cycle and enforce the
application rules.

Ultimately, ETSI MEC defines a set of MEC Services such as the Radio Network In-
formation Service, the Location Service and the Bandwidth Management Service. The
Radio Network Information Service (RNIS) [15] provides radio network-related informa-
tion, such as up-to-date radio network conditions, measurement and statistics information
related to the user plane, and information related to users served by the radio nodes. While
the original RNIS service was designed for 3GPP networks, a new service is being defined
to cover also WiFi networks [16]. The Location Service [17] provides location-related in-
formation about the users (e.g., all of them or a subset) currently served by the radio
nodes. The location information can be geo-location, Cell ID, etc. Finally, the Bandwidth
Management Service [18] allows the allocation of bandwidth to certain traffic routed to
and from MEC Applications and the prioritization of certain traffic. Additional services
can be then defined upon necessity based on the same MEC framework.

1.4. Thesis overview

This thesis tackles the integration of MEC and NFV in different heterogeneous and dy-
namic scenarios for 5G networks. Hence the fist part of the thesis elaborates the joint inte-
gration of MEC in NFV while the second part is elaborating how a network services (that
may contain MEC application) can be deployed in heterogeneous multi-domain static or
dynamic environments through a federation process. The final part of the thesis elaborates
how the federation feature may provide extended benefit to an arbitrary service provider.

The study of MEC in NFV integration starts with a background and state of the art
overview of how this integration would bring value to multiple vertical industries. Taking
the Cloud and Edge robotics as an exemplary use case, an Edge robotics scenario was
deployed at the University where we (together with the co-authors) have demonstrated
the benefits that MEC is bringing to the Edge robotics. Departing from these insights,
we have analyzed and proposed how a general MEC in NFV integration may happen by
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classifying and proposing solution to bridge the integration gaps (identified in [13]). The
proposed solution of how to solve most of the identified gaps is later showcased for the
Edge robotics scenario. We have detailed a step to step tutorial on how a Edge Robotics
MEC application would be deployed in a MECinNFV platform. Before concluding the
first part, we compare the insights with the state-of-the-art solutions.

The second part of the thesis focuses mainly on federation - the process of orches-
trating network services or resources across multiple administrative domains. First, the
federation concept is defined along with the state-of-the-art usages. Note that the author
has been actively and directly involved in exploring, designing and defining the federation
concept in several research works and projects. Some of the project federation designs
are presented as examples of federation in static and dynamic environments. Next, the
thesis describes the federation process in a static environment. In this case administrative
domains are known to each other, and they strike pre-established agreements that define
their interactions in case of federation of services or resources. For a static environment,
the author has been coordinating the deployment of an e-Health scenario as part of 5G-
Transformer project. Additionally the design, implementation and results of the eHealth
use-case are presented.

Following the static environment, the realization of the federation feature in dynamic
environments is detailed, mainly through the application of Blockchain technology, as a
trust enabling technology between multiple unknown domains. First, we provide the in-
sight of what is Blockchain and how Blockchain is used in vertical industries. Then the
challenges for the federation in dynamic environments are laid out. Having in mind these
challenges, we propose a solution of applying Blockchain for service federation in NFV
environments. To justify this solution, we present an experimental scenario of showcasing
federation procedure using multiple Blockchain platforms. The results of the federation
execution time and resource profiling are presented to provide better idea of the applica-
bility of the solution. Additionally, the solution is applied in the Edge robotics scenario,
where a robot is seamlessly reconnecting to a federated Access Point (AP) without in-
terruption of the service. The new federated AP is deployed in a previously unknown
domain using the Blockchain federation.

The federation part is finalized by applying Reinforcement learning algorithms to
showcase how an operator would increase the profit by using the federation feature. The
first scenario considers static service pricing while an extended scenario is tackling a real
scenario with dynamic service pricing (obtained from a cloud provider). The solution is
compared with additional reinforcement learning algorithms such as Deep Q-learning.

Finally in the last section of the thesis the conclusions and final remarks are laid over.
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2. MEC IN NFV

This chapter describes the benefits of the integration of MEC in NFV. To grasp the
horizontal integration, we first focus on how different vertical industries would benefit
from the MEC in NFV integration with specific focus on Edge robotics. For better insights
of how MEC is applied use case of Edge robotics, we describe an Edge Robotics system
and an experimental scenario that we deployed at the University. Performed experiments
show how the robotics systems can benefit from the use of MEC technology. Additionally,
we performed analysis of how the Edge robotics use case scenario can be adapted and
used in a MEC in NFV scenario. We performed a step-by-step analysis of what can be the
potential integration issues and what is the potential solution. At the end of the chapter,
we conclude the work by providing a comparison with existing works and future research
directions.

2.1. Vertical industries that benefit from MEC in NFV integration

2.1.1. Intelligent video acceleration

Radio information can be dynamically used to adapt a video downstream application ac-
cording to the estimation of available throughput in the radio downlink interface. MEC
enables this intelligent video acceleration by locating a radio analytics application in the
radio access network (RAN), which monitors the radio downlink interface and sends the
monitoring data to a video server. The video server uses the information to prevent TCP
congestion and allow the application-level coding to adapt to the radio downlink capac-
ity. This way of acceleration boosts up the users’ quality of experience by adapting the
video coding so it uses the full capacity of the radio links. Besides, multiple applications
may use the radio monitoring data in parallel, justifying the need of enabling it as a MEC
service. The deployment of MEC in NFV is clearly useful in this kind of video streaming
scenario, by facilitating the deployment of on-demand video caches closer to the highly
loaded regions. This enables saving network resources and avoiding some traffic con-
gestion events that might occur when video content is not located closer to the video
consumers.

2.1.2. Video stream analysis

Today’s video surveillance systems (such as the ones deployed in public areas, parking
areas, highways, private properties, etc.) make an increasing use of intelligent video
recognition systems (e.g., of faces, license plates, etc). A classical approach is to locally
identify patterns and send the video data to a cloud system where it can be stored and a
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more powerful analysis can be performed. Sending all this raw video data to a central-
ized cloud server is expensive and inefficient, even more considering new 4K or even 8K
resolution cameras which are starting to be commercialized. By using a MEC approach,
where the video stream analysis can be performed locally, on the vicinity of the cameras,
the cost can be reduced by performing a local computation (close to the access network),
where small pieces of information are extracted and processed from each video upstream.
Further on, the MEC application can decide to upload the processed information to a
cloud monitoring service or act immediately (e.g., in case of emergency). Here also the
use of NFV technology proves to be helpful, as video processing applications can also
be deployed and scaled on-demand (e.g., if an emergency situation arises where more
computing power is needed to perform image recognition) thanks to NFV.

Note that there is another video-related use case, called collaborative multi-bitrate
video caching, which can also benefit from the use of MEC and NFV.

2.1.3. Augmented reality

Various types of events, such as visits to museums, galleries, music shows or sport events,
could benefit from using event-tailored mobile applications capable of offering live ad-
ditional content related to what the mobile device is pointing at (e.g., using the device’s
camera). The actual recording of the mobile phone’s camera can be enriched with ad-
ditional content, which is normally referred to as augmented reality (AR). In order to
operate properly, the augmented reality application processes the camera input, the pre-
cise device location and sight direction (using the accelerometer sensor from the mobile
device). With this input, the applications generates the additional information, which is
displayed in real-time over the content that the user is seeing. This requires, in order
to meet a satisfactory performance, data processing at a very high rate with low latency.
Therefore, implementing AR as a MEC application is clearly a feasible and optimal ap-
proach, as MEC can provide the exchange of fast data rate, high computing power with
low-latency in localized areas. Actually, the localized nature of the augmented reality
application (e.g., at a museum, sport event) allows the use of additional MEC services
such as localization. Equivalently to what happens with video streaming applications, the
demand of AR in terms of computing resources very much depends of the event itself and
the number of users, which makes NFV a very suitable technology to allow for dynamic
scaling and better use of shared resources.

2.1.4. Connected vehicles

With the advent of autonomous vehicles, the need for network connectivity for vehicles
is very fast increasing through the years. Forecasts predict the drastic increase of data
flows from and towards the sensors or processors of the connected vehicles. Cars will
communicate and exchange data among themselves and also with the road infrastructure,
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Table 2.1: Advantages of applying MEC and NFV for each use case and application

Benefits \ Use-cases Intelligent video acceleration Video stream analysis Augmented reality Connected vehicles Collaborative MEC IoT gateway Cloud Robotics
Radio-link quality X X X X
Low-latency X X X X X X
Local Computation X X X X X X
Scaling X X X
Mobility X X X
Real-time analysis X X X X X X X

so drivers will be aware of the status of the roads, road accidents, etc. Additionally, more
value-added services like infotainment, car finder, parking location, etc., would be also
provided. MEC is a key tool here, as it can be used to distribute large portions of the
services closer to the access network, as well as to enable fast processing of information
coming from multiple connected vehicles or sensors and deliver the necessary informa-
tion to the vehicles or road-assisting units (e.g., in case of an accident). MEC applications
would reside on servers deployed in small-cell sites or Long-Term Evolution(LTE)/5G
base stations close to the roads. As vehicles move along the roads, the use of "follow-me"
features will allow MEC applications to maintain Quality of Service (QoS) and connectiv-
ity to the connected vehicles while migrating through the hosting systems in the direction
of the movement. It is clear that this "follow-me" features require NFV technology to be-
come feasible, as network virtualization mechanisms support migration of functions and
applications within the infrastructure.

2.1.5. Collaborative MEC

With the placement of MEC at the RAN part of an operator’s network, opens an oppor-
tunity for a collaborative framework referred as collaborative MEC [19]. The realization
of the framework enables end-users to split small tasks of the applications and perform
them in the upper-layer, preserving the latency and accuracy requirements of the appli-
cations. The aim of the collaborative MEC is to have a horizontal collaboration between
the intermediate layer of MEC nodes and a vertical collaboration between the lower end-
user devices and upper cloud nodes. Through joint orchestration the tasks execution can
be decided dynamically based on the network state, execution requirement or devices
power consumption. The scalability and mobility of the collaborative MEC framework
can be further increased as well as accomplishing infrastructure agnostic realization can
be achieved through the integration of MEC in NFV.

2.1.6. IoT gateway

The continuous evolution of the Internet of Things (IoT) demands upgrades to the gate-
way devices connecting the different "things". Gateways need to scale to support more
devices while keeping a level of QoS and security. Different protocol families and radio
technologies are currently used for IoT, which requires the role of IoT gateway: a low-
latency aggregation point that can support various types of protocols, radio-technologies
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and real-time processing of monitoring data. MEC is a considered a suitable approach
to meet the requirements of various IoT setups, by benefiting from low-latency local pro-
cessing of monitoring data and enabling the application of real-time analytics. Again, the
integration of MEC with NFV in this scenario would allow a faster, cheaper and more ag-
ile adaptation by dynamically deploying IoT gateways to support the different IoT devices
present on a given deployment.

2.1.7. Cloud robotics

Cloud Robotics leverages and integrates Cloud computing, Cloud storage, and other In-
ternet technologies, into industrial and commercial robotics applications. Cloud technolo-
gies enable robot systems to be endowed with powerful capability by leveraging the pow-
erful computation, storage, and communication resources available in the Cloud. Con-
sequently, it is possible to build lightweight, low cost, and smarter robots by placing an
intelligent brain in the Cloud which offers a converged infrastructure that can be also used
to share services and information from various robots or agents. To that end, Cloud in-
frastructure for robots shall support the sharing of data between various robots and agents
connected to the Cloud, such as images, maps, robot outcomes, trajectories, and control
policies [20]. Although robots can benefit from various advantages of Cloud computing,
this presents several limitations when applied to the Cloud Robotics field [21]. Cloud
facilities traditionally reside far away from the robots and while the Cloud providers can
ensure certain performance in their infrastructure, very little can be ensured in the net-
work between the robots and the Cloud, especially when multiple Internet providers are
involved. As a result, Cloud-based applications can suffer from high-latency or unpre-
dictable jitter in the network. This is exacerbated for applications relying on real-time
data from the robot and the surrounding environment (e.g., Automatic Guided Vehicles).
Given the challenges of assuring the network performance at infrastructure level, the ap-
plications are hence required to adapt their operations depending on the network condi-
tions. However, accessing information related to the network (e.g., on the radio channel)
is equally challenging when multiple domains are involved. Moreover, network operators
are not allowed to publish such sensitive data on the Cloud for regulatory and privacy
reasons.

The use of MEC clearly helps in reducing latency and using context information to
help in controlling the robots. In this context, integration with NFV is also considered
helpful, as different robot control mechanisms can be deployed on demand upon necessity.
This also involves, for example, the setup of replicated functions to improve resiliency and
reliability, which are critical in this kind of use case. Summarizing, an integrated MEC
and NFV system offers a simplified management (provided by the operator) to cloud
robotics which, in turn, can significantly reduce deployment costs thanks to the hardware
pooling and the virtualization of white boxes.

Based on the works [22] [23] [24] [25] [26] [27] [28], we generated the Table 2.1 that
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summarizes the main identified advantages we envision through the application of MEC
in NFV for each of the analyzed use cases and applications.

2.2. Edge robotics - MEC deployment

Over the last few years, Edge computing has arisen as a promising paradigm in the
telecommunication industry in response of the ever increasing traffic demands and strin-
gent requirements expected in forthcoming 5G networks [29]. The Edge computing vision
foresees the deployment of computing capabilities directly in the operator’s access net-
work, which would enable the provisioning of applications and network services closer
to the users compared to the traditional Cloud computing. As a result, operators can of-
fer low latency services to the users whilst simultaneously offloading their core network.
Moreover, Edge computing aims at exploiting the context information available locally in
the access by making it available to the applications through services. By doing so, appli-
cations can subscribe to those services and consume the context information to optimize
their functionalities.

Driven by these needs and opportunities, ETSI created the MEC Industry Specification
Group (ISG) with the goal of standardizing the Edge computing ecosystem. Such ecosys-
tem aims at achieving convergence of IT and telecommunications networking to enable
new vertical business segments and services for consumers and enterprise customers. The
evolution of Cloud robotics towards Edge robotics lies among these services.

Hence, we tried to emulate an Edge robotics use case through placing the brain of the
robots in the Edge rather than in the Cloud. This way is possible (i) to ensure low latency
between the robots and their brains due to the shorter distance, and (ii) to consume context
information on the access network in order to adapt the robotics operation to the context,
including the communication links status. It is worth highlighting that in case of wireless
access, network performance can only be ensured within certain limits and transmission
failures are still likely to happen. Consequently, applications can benefit from the context
information about the network to adapt to such cases. In the next section, the aims are
to showcase the benefits for robotics applications of adapting their operations to context
information available locally at the Edge. Later, a real-life experimentation is performed
in a small-scale environment where the movement of one remotely-controlled mobile
robot is adapted in accordance with the wireless information available at the Edge.

2.3. Edge robotics system overview

This section describes the Edge robotics system we used for experimentation at 5TONIC [30]
laboratory. The system is divided in two subsystems: the robotic subsystem, and the MEC
subsystem. The system components are shown on Fig. 2.1.
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Figure 2.1: Edge robotics system used for experimentation

2.3.1. Robotics subsystem

Today’s robotics systems require the deployment of dedicated robotics hardware and soft-
ware along with access to Cloud infrastructure. As mentioned in [20], the robots maintain
their independent operating capabilities and rely on the Cloud for accomplishing com-
plex tasks, such as big data analytics, collective learning, crowd-sourcing, etc. Following
these principles, [31] proposes a Cloud-based framework wherein industrial robots are
remotely configured so as to enable an ubiquitous manufacturing environment. An ex-
ample of Cloud-based industrial manufacturing is presented in [32], where the planning
of the robotics tasks is distributed and executed across a high-speed wide-area network.
In [33], the proposed simultaneous localization and mapping solution uses the Cloud in-
frastructure to offload the heavy computational tasks and large data sets from the robots.
In [34], the Cloud infrastructure is used by the robotics system to consume context infor-
mation (e.g., cognitive Industrial Internet of Things) as a mean to improve the production
efficiency. Finally, [35] proposes a distributed cooperative communication and link pre-
diction framework to cope with the network issues in Cloud Robotics. However, such
framework requires pre-knowledge of the link quality in the case of robot mobility.

A streamlined provisioning of robotics software components is seen as a necessity to
cope with the rapidly emerging of new robotic services. To that end, new open-source
platforms are arising to simplify the software development for different robotic hardware.
The most widespread framework nowadays is Robot Operating System (ROS)2, which
provides a meta-operating environment for developing and testing multi-vendor robotics
software. In ROS, each software component is called ROS node. Moreover, ROS pro-
vides a publish-subscribe messaging framework via a specific node, namely ROS master.
By connecting to the ROS master, ROS nodes can register and locate each other. Once
registered, nodes can exchange data via configurable topics in a peer-to-peer fashion.

In our set-up (see Fig. 2.1), the robotics subsystem is implemented as various ROS
components distributed across the robot itself and the Edge data center. The robot is

2http://www.ros.org/
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equipped with motored-wheels and odometry sensors3 (e.g., motor encoders). The ROS
components running on the robots are essentially drivers that are in charge of (i) reading
data from the sensors (e.g., odometry) and send them to the brain, and (ii) executing the
driving instructions received from the brain. The robot brain acts as a ROS master and it is
also in charge of driving the robot based on the available information. The communication
between the robot and the brain crosses over a Wi-Fi link and the wired network connect-
ing to the Edge data center. In accordance with the Edge computing concept, a wireless
information service is available locally at the Edge data center. This is consumed by the
ROS node controlling the movement to adapt the robot driving. The details regarding the
wireless information service are reported in the following paragraphs.

2.3.2. MEC subsystem

As described in [14], MEC enables the implementation of mobile edge applications as
software-only entities that run on top of a virtualization infrastructure, which is located
at or close to the network edge. One realization of these applications is the robot brain
described above. The main MEC component is the Edge data center, which acts as mobile
edge host and it consists of the following entities: (i) a Virtualization infrastructure, (ii) a
Mobile Edge Platform (MEP), and (iii) Mobile Edge Applications (MEC Apps). The vir-
tualization infrastructure provides compute, storage, and network resources for the MEC
applications. The virtualization infrastructure includes a data plane for routing the traf-
fic among applications, services, local/external networks, and mobile edge platform. The
configuration of the data plane is done via the Mp2 reference point. The mobile edge plat-
form offers an environment where the MEC applications can discover, advertise, consume
and offer mobile edge services. Finally, MEC applications run on top of the virtualization
infrastructure provided by the mobile edge host, and can interact with the mobile edge
platform to consume and publish mobile edge services via the Mp1 reference point. How
these MEC applications retrieve the data to be published as a service is left unspecified
by current ETSI MEC specifications.

ETSI MEC defines a set of exemplary services. For example, the Radio Network
Information service (RNIS) [15] provides radio network-related information, such as up-
to-date radio network conditions, measurement and statistics information related to the
user plane, and information related to users served by the radio nodes. While the orig-
inal RNIS service was designed for 3GPP networks, a new service is being defined to
cover also Wi-Fi networks [16]. Another example is given by the location service [17]
which provides location-related information about the users (e.g., all of them or a subset)
currently served by the radio nodes. The location information can be geolocation, Cell
ID, etc. Finally, the Bandwidth Manager service [18] allows the allocation of bandwidth
to certain traffic routed to and from MEC applications and the prioritization of certain
traffic. Additional services can be then defined upon necessity based on the same MEC

3Odometry is the use of data from motion sensors to estimate changes in position over time.
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Figure 2.2: Experimental scenario

framework.

While the MEC framework can serve multiple access technologies (e.g., 4G, 5G, Wi-
Fi, etc.), for the sake of our experimentation we focus on the Wi-Fi access. To that end,
we developed a MEC service providing Wi-Fi information regarding the clients connected
to the system. This is achieved by creating a MEC application (shown in red as Wi-
Fi Info (MEC App) in Fig. 2.1) that gathers Wi-Fi information from the radio nodes
and exposes it via the mobile edge platform to other MEC applications (e.g., the Robot
brain (MEC App) in Fig. 2.1). The Wi-Fi network information service hence provides for
each connected client (e.g., the robot) data on the signal level, transmission and reception
bit rates, number of retransmission and packet losses at data link level, and number of
successfully transmitted/received bytes and packets. Moreover, link layer configuration is
also provided: wireless channel, beacon interval, preamble and slot time (i.e., short/long),
QoS support and authorization/authentication status. The information is then published
in JSON format and can be accessed by MEC applications (e.g., the robot brain) through
HTTP requests.

2.3.3. Experimental methodology

This section describes the experimental set-up and the experiments we performed to ex-
plore the benefits and performance of the Edge robotics system described in Sec. 2.3.
Particularly, Sec. 2.3.3 describes the experiments performed, while Sec. 2.3.3 evaluates
the relevant factors affecting the robot performance while being controlled from the Edge
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over a Wi-Fi link.

Experiments description

To evaluate the Edge robotics scenario, we have built an experimental environment in
the 5TONIC [30] laboratory. In such environment, we have deployed all the compo-
nents shown in Fig. 2.1. The goal of the experimental test-bed is to show how the Edge
controlled robotics paradigm improves current Cloud robotics techniques towards the in-
dustry demands of high speed and high precision in robotics applications. To that end, we
have designed the experiment shown in Fig. 2.2 and described in the following.

For the mobile robot, we used the ROS-compatible Kobuki4 robotics platform. The
mobile robot maximum speed is 0.75 m/s, while its minimum speed is 0.1 m/s. The
sampling frequency for reading the odometry sensor data from the robot’s wheels is 16.6
Hz (i.e., odometry sensor data is refreshed every 60 ms). When driving at full-speed (0.75
m/s), the robot covers a distance of 4.5 cm in 60 ms. This results in a precision of 4.5
cm in the robot driving at full-speed since odometry sensor data can not be updated with
a frequency higher than 16.6 Hz. In the case of minimum speed (0.1 ms), the precision
is 0.6 cm. It is worth highlighting that the sampling frequency value is an hardware
parameter of our robot. Different robotics platforms may offer higher sampling frequency
and consequently better precision.

The mobile robot is controlled in a closed-loop by the Robot brain application. The
closed-loop starts with the Robot brain (running in the Edge data center) sending move-
ment commands to the Motors drivers (running on the robot) using ROS messages, pub-
lished in a specific topic devoted to movement commands. The movement command
consists of a tuple (speed, distance), where the speed parameter presents the velocity
that the robot should maintain while driving, and the distance parameter represents the
distance that should be reached upon receiving the movement command. Therefore, the
distance parameter presents the movement granularity instead of the final driving destina-
tion. Upon receiving a movement parameter through the wireless link, the Motors driver
initiates the movement in the robot’s wheels. The movement is uninterrupted for a length
equal to the received distance parameter with constant velocity equal to the received speed
parameter. The loop is then closed by the robot continuously sending-back the odometry
sensor data to the Robot brain application in the Edge data center. The brain analyzes and
combines the odometry data together with the Wi-Fi information provided via a MEC
service by the Wi-Fi MEC application. The result of the brain algorithm is a new (speed,
distance) tuple, which will serve as input to the next turn of the closed-loop.

The experiment runs are performed in a closed and straight hallway (3m wide, 30m
long) at 5TONIC laboratory. Each run consists of the Robot brain driving the robot on a
straight line for 15 m as shown in Fig. 2.2. The starting position of the robot is placed in

4http://kobuki.yujinrobot.com
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Measurements available via the Wi−Fi info MEC service
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Figure 2.3: Signal and delay characterization

the middle of the hallway approximately 7 meters away from the Wi-Fi AP having a thin
office wall (approximately 15 cm) separating the two. Then, the robot accelerates from
the starting position to the target velocity (e.g., min, max, etc.) and it drives in accordance
with the closed-loop mechanism. After having traveled for 15 m, the robot stops. During
the driving, an additional thicker wall (approximately 25 − 30 cm) separates the robot
from the Wi-Fi AP. At the end of the driving, the robot is approximately 22 m away from
the Wi-Fi AP.

Delay and Signal characterization

This section aims at characterizing how the Wi-Fi signal quality impacts the delay in con-
trolling the robot as perceived by the Robot brain. Indeed, the publish-consume mecha-
nism for exchanging data between the Robot brain and the ROS components is based on
TCP. This means that any transmission failure occurring on the Wi-Fi channel (Layer 2)
will trigger a retransmission at TCP level (Layer 4), thus introducing an undesired delay
in the closed-loop mechanism. Indeed, additional delays in the delivering of the odometry
sensor data result in longer reaction times in the Robot brain. Similarly, additional delays
in the delivering of the movement instructions degrade the smoothness and precision of
the driving. Such characterization is therefore necessary in order to adapt the closed-loop
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to also consider the Wi-Fi signal. To that end, we performed 10 experiment runs driving
the robot at minimum speed (0.1 m/s) and 10 experiment runs at maximum speed (0.75
m/s). All the edge robotics system components are synchronized and share the same
time reference for accurate measurements. Throughout the duration of the experiment,
we recorded in the Robot brain the Wi-Fi information obtained via the Wi-Fi information
MEC service, while on the robot itself we measured the delay in receiving the movement
instructions.

The obtained data from both experiments is analyzed and aggregated to generate the
results presented in Fig. 2.3. Note that the results shown here are specific for our test-bed,
and therefore can only be used as a particular realization that we use later to validate and
evaluate the benefits of Edge robotics. In overall, Fig. 2.3 characterizes the quality of
the Wi-Fi channel covering our experimental area. Regarding the measurements available
via the Wi-Fi information MEC service, the MEC: Tx Success line shows the probability
density function (PDF) of all the downstream frames successfully transmitted (from the
access point to the robot) over the measured signal level in dBm. Similarly, MEC: Tx
Retries shows the probability density function of the downstream frames retransmissions.
It is worth highlighting that Wi-Fi employs an automatic retransmission mechanism in
case of packet transmission error, where frames are retransmitted up to 7 times5, and if
none of the retransmissions succeeds, a frame loss occurs. MEC: Tx Error shows the PDF
of the failed transmissions.

It can be seen that for high dBm signal values (i.e., good signal level) the probability
of successful frame transmission maintains a difference proportional with respect to the
number of retransmitted frames. This is due to the fact that frame retransmissions con-
stantly occur in Wi-Fi networks because of its best-effort design principle. For lower sig-
nal strengths (below -71 dBm), the probability of having a failed transmission increases.
Such probability becomes drastically higher than the probability of successful transmis-
sion at signal levels lower than -77 dBm (it is actually evident that below -80 dBm it is
very hard to have a successful transmission). TCP delay measurements (shown in the top
graph of Fig. 2.3) confirm this, with values as high as hundreds of milliseconds.

2.3.4. Adaptive speed control algorithm

Based on the results provided in the previous section (Sec. 2.3.3), next we present the
design of a control algorithm which is able to adapt the robot driving speed based on the
Wi-Fi information service. The aim of the algorithm is to obtain a displacement accuracy
similar to the one obtained while driving at the lowest speed, while reaching the target
destination faster. Through this algorithm we showcase the benefits of consuming context
information for controlling the robot, nonetheless, we acknowledge that more advanced
and optimal algorithms than the one proposed in this section can be eventually designed.

5The maximum amount of retransmissions is configurable. 7 is a common default value.
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The design approach followed for the proposed algorithm is tailored to the experimen-
tal evaluation performed in Sec. 2.3.5.

1: procedure ComputeRobotSpeed
2: info← GetCurrentWiFiInfo();
3: buffer← buffer.removeOldestWiFiInfo();
4: buffer← buffer.add(info);
5: signalLevel← buffer.average();
6: if signalLevel > −71 dBm then speed← 0.75;
7: else if signalLevel < −81 dBm then speed← 0.1;
8: else speed← (signalLevel+81 dBm)/10 dBm + 0.1;

Algorithm 1: Adaptive control speed algorithm

During the experiments described in Sec. 2.3.3, we collected the information on the
Wi-Fi signal every 10 ms. We observed that the Wi-Fi signal level presents significant
oscillations in case of averaging it over a short time window (e.g., 50 ms). That is, two
subsequent average measurements may report considerably different Wi-Fi signal levels.
On the contrary, if we take a longer time window (e.g., 500 ms), the oscillations between
subsequent average measurements are substantially reduced and the Wi-Fi signal varies
in a smoother way. Based on this finding, the control algorithm will use the Wi-Fi signal
level obtained by averaging it over a fixed time frame. Given the robot’s speed bound
between 0.1 m/s and 0.75 m/s, a time frame of 500 ms is considered to be a reasonable
value. The computed Wi-Fi signal is then combined with the robot’s odometry sensor
data for adapting the robot’s speed.

Alg. 1 shows the pseudo-code of the control algorithm. The Robot brain, in real-
time, extracts the current signal level from the Wi-Fi MEC information service, stores it
in a circular buffer and computes the moving average of the Wi-Fi signal level. For each
movement command, the adaptive speed and the adaptive distance are re-calculated. In
Sec. 2.3.3 we observed that packet retransmissions and failures start increasing for signal
values below -71 dBm, hitting their maximum between -79 and -81 dBm. Based on
this observation, the control algorithm adapts the driving robot’s speed to the maximum
(0.75 m/s) for an average Wi-Fi signal level higher than -71 dBm. On the opposite end,
the minimum robot speed (0.1 m/s) is selected for an average Wi-Fi signal level equal
or lower than -81 dBm. Between -71 dBm and -81 dBm, the control algorithm linearly
adapts the robot’s speed to the Wi-Fi signal level (e.g., 0.425 m/s with -76 dBm).

2.3.5. Experimental evaluation

This section evaluates the adaptive speed control algorithm proposed in Sec. 2.3.4 and
compares it with scenarios not making use of any context information. The following
three scenarios are evaluated: (i) the robot drives at minimum speed (0.1 m/s), (ii) the
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Figure 2.4: Speed, acceleration, and driving time

robot drives at maximum speed (0.75 m/s), and (iii) the robot uses our control algorithm
to drive at adaptive speed.

Following the experimental methodology described in Sec. 2.3.3, we performed 10
experiment runs for each scenario (minimum speed, maximum speed, adaptive speed). In
addition to the Wi-Fi information recorded in the Robot brain, we record the odometry
sensor data directly in the robot itself. This is because the data from the odometry sensors
is not timestamped, and sending it over the Wi-Fi channel would not be suitable for mea-
suring the speed and acceleration experienced by the robot (due to risk of transmission
failures over Wi-Fi).

The measured data is aggregated and analyzed to produce the results on Fig. 2.4.
The figure has four different graphs. On each graph the x-axis is the distance traveled
during the experiment, from the start (0 m) to the end (15 m). The first subgraph from
the top presents the Wi-Fi signal level (y-axis on the left) and the transmission errors over
the robot driving path (y-axis on the right). As it can be noticed, there is a significant
decay on the Wi-Fi signal quality in the last 5 meters of the driving path reflected by an
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exponential increase of the transmission errors. The remaining three graphs of Fig. 2.4
present – for each evaluated scenario – the speed, the acceleration, and the driving time
as measured via the odometry sensor data. Despite the acceleration and the speed having
different units (m/s and m/s2, respectively), they share the same y-axis on the left since
they present the same range of values. The y-axis on the right represents the elapsed
driving time since the start of the experiment run.

In the minimum speed experiment, the robot speed is set constant to 0.1 m/s from
the start to the end. Similarly, the acceleration presents a constant value in the order
of few cm/s2. Driving such a low speed results in a smooth run that is not affected by
the degradation of the Wi-Fi channel in the last segment of the path, since the slowness
of the movement allows for more time to recover from possible transmission errors and
retransmissions. As a drawback, the robot requires ∼ 160 seconds to complete each
experiment run. On contrary, the maximum speed experiment is the one requiring less
time (∼27 seconds).The impact of the decreasing Wi-Fi signal quality can be seen in
the acceleration curve (notably in the last 5 meters of the path) where the acceleration
fluctuates due to increased packet delay or delayed reaction, resulting in a stop-drive
effect of frequent braking and spurring acceleration to full-speed. Effect of the stop-drive
behavior, the driving direction is deviating from the straight driving path.

The bottom graph shows the motion behavior in the case of using the proposed adap-
tive speed control algorithm. A first observation is that the acceleration and deceleration
in this case is smoother. At start, the robot accelerates to full-speed, since the received
signal level is in the safe zone above -71 dBm. After crossing the -71 dBm threshold,
the robot speed is linearly reduced following the decrease of the Wi-Fi signal strength,
reaching the end of the path driving at minimum velocity. Regarding the driving time, the
robot reaches the finish line ∼ 10 seconds later than in the maximum speed experiment.
Nonetheless, it is still ∼ 120 seconds faster than the minimum speed experiment while
performing a smooth ride. As concluding remarks, the results show that there is a trade-
off between speed and smooth movement of the robot. By adapting the velocity of the
robot with information on the quality of the Wi-Fi channel, the robot is able to move with
maximum speed where the Wi-Fi signal channel is good and smoothly lowers the speed
in the areas of weak Wi-Fi signal coverage, thus canceling any stop-drive effect.

2.3.6. Remarks on Edge robotics in MEC

One of the key differentiating features of Edge computing is the possibility for applica-
tions running at the Edge to consume context information about the network. This can
be used to optimize the robotics systems operations in ways otherwise impossible in the
Cloud. Following the Edge computing concept, we have designed an Edge robotics sys-
tem blending together the Robot Operating System (ROS) – which offers a common de-
velopment framework for robotics applications – and the ETSI MEC architecture, which
defines a common framework for Edge computing. An experimental environment is de-

26



ployed in the 5TONIC laboratory where one mobile robot is employed. We first perform a
set of experiments to characterize the relation between the robot control delay and the Wi-
Fi signal strength. The resulting characterization has been used as a baseline for design-
ing, implementing and experimentally evaluating a control algorithm which consumes
context information about the Wi-Fi signal and adapts the robot’s speed for a smoother
driving. Our experimental results show that adapting the robot’s speed based on the Wi-
Fi signal provided by the MEC information service can effectively produce a smoother
driving at high speeds. This improvement allows the robot to operate faster compared to
the case of not consuming any context information.

2.4. Integration at architectural level

Both ETSI NFV and ETSI MEC have common characteristics that can be drawn from
Section 1.2 and Section 1.3. In an attempt to align and harmonize the two ISGs, ETSI
MEC published a group report, namely MEC 017 [13], with goal of studying the deploy-
ment of MEC in an NFV environment. It is worth highlighting that this report represents
just the first attempt from the industry to analyze the problem of integrating MEC and
NFV technologies, and does not even aim at proposing a solution or set of solutions, but
rather start identifying the main issues that would deserve additional work. The ratio-
nale of this exercise being done in ETSI MEC (and not in ETSI NFV) lies in the fact
that the main focus of ETSI MEC is on the MEC platform/MEC services and not on the
virtualization infrastructure per se, which is instead the main focus of ETSI NFV. There-
fore, ETSI MEC proposed a mapping between the MEC components and the NFV frame-
work resulting in the MEC reference architecture illustrated in Figure 2.5, where the NFV
components/reference points are highlighted in red while the MEC components/reference
points are highlighted in blue. Moreover, Figure 2.5 highlights the components that are
virtualized.

The assumptions for deploying MEC in NFV are:

1. The MEC platform is deployed as a Virtual Network Function (VNF). For that
purpose, the procedures defined by ETSI NFV are used;

2. The MEC applications behave as VNFs for the rest of ETSI NFV Management
and Orchestration (MANO) components. This allows re-use of ETSI NFV MANO
functionality;

3. The virtualization infrastructure is deployed as a Network Function Virtualization
Infrastructure (NFVI) and its virtualized resources are managed by the ETSI NFV
defined Virtualized Infrastructure Manager (VIM) (part of the ETSI NFV MANO).

In the MEC architecture, the MEC host contains an instance of a virtualization in-
frastructure and runs an instance of the MEC platform. When integrating the MEC ar-
chitecture into NFV, the concept of MEC host becomes obsolete and it is replaced by
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Figure 2.5: MEC reference architecture in a NFV environment as proposed in ETSI GR
MEC 017 [13]

the concepts of NFVI-Point of Presence (PoP) (i.e., a data center) and zone (i.e., a set
of co-located and well-connected physical resources within a NFVI-PoP). Moreover, the
MEC platform manager as defined in [14] is transformed into a Mobile Edge Platform
Manager - NFV (MEPM-V) that delegates the Life Cycle Management (LCM) part to
one or more Virtual Network Function Managers (VNFMs). Similarly, the MEC orches-
trator is transformed into a Mobile Edge Application Orchestrator (MEAO) that uses the
Network Function Virtualization Orchestrator (NFVO) for resource orchestration, and for
orchestration of the set of MEC application VNFs as one or more NFV NSs.

While most of the reference points defined in ETSI NFV and ETSI MEC do not re-
quire any changes, the ETSI MEC Mm3 reference point (see Section 1.3) needs to be
extended and become Mm3* to cater for the split between MEPM-V and VNFM for
properly managing the MEC applications LCM. Likewise, the following new reference
points are introduced between elements of the ETSI MEC and ETSI NFV architectures to
support the management of MEC application VNFs:

• Mv1: It connects the MEAO and the NFVO to allow the MEAO to invoke operations
towards the NFVO to manage MEC application VNFs;

• Mv2: It connects the VNFM that performs the LCM of the MEC application VNFs
with the MEPM-V to allow LCM related notifications to be exchanged between
these entities;

• Mv3: It connects the VNFM with the MEC application VNF instance, to allow the
exchange of messages, e.g., related to MEC application LCM or initial deployment-
specific configuration.

Finally, when MEC is deployed in a NFV environment, the data plane can be realized
in two different ways. In the first option, the data plane is realized as a VNF which is
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integrated in the network service (NS) containing the MEC application VNFs. By doing
so, Mp2 is kept as a MEC-internal reference point and it is agnostic to the way MEC is
deployed. In the second option, the ETSI NFV MANO functionalities for configuring the
data plane are used by the ETSI MEC components. That is, the MEC platform does not
control the network configuration directly via Mp2 but rather requests it to the MEPM-V,
which in turn requests the MEAO. When receiving such a request, the MEAO contacts the
NFVO to update the network configuration accordingly. Therefore, there is no dedicated
VNF implementing the data plane as in the first option, making the Mp2 reference point
unnecessary.

2.4.1. Integration issues

In the previous section we went through how MEC and NFV can be integrated at ar-
chitectural level, starting from what the ETSI MEC ISG reported in [13]. In addition
to the proposed integrated architecture, [13] identifies 14 key issues of different nature,
proposing solutions for some, while leaving others for future study.

Next, we provide a summarized view of these issues, classifying them into three cat-
egories: architectural, workflow and communication issues. This initial classification is
intended to serve as baseline for a detailed analysis of the issues and gaps that exist today
for the integration of MEC and NFV, which we perform in Section 2.5.3 together with our
solution proposal.

Architectural (MEC as NFV) issues

The parallel development of ETSI MEC and NFV has yield to two separated architectures
with multiple duplicated functions played by MEC and NFV components. Such duplica-
tion is due to the need in ETSI MEC to orchestrate applications, which were developed
without considering the parallel development of NFV technology. Moreover, although
functionally the ETSI MEC and ETSI NFV architectures look very similar, they are based
on slightly different assumptions which prevent a straightforward integration at architec-
tural level. The main issue is related to the instantiation process, as the approaches fol-
lowed by NFV and MEC differ. Considering the integration of the two architectures some
responsibilities are moved from one component (i.e., MEAO) to another (i.e., NFVO).
This creates the following issues:

• MEC/NFV descriptors partial compatibility;

• Mapping of MEC VNFs to network services;

• Connecting a MEC platform network service with a MEC application network ser-
vice;

• Mapping of the concept of MEC host to NFV.
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Starting with the descriptors compatibility, NFV uses a descriptor defining the infor-
mation necessary to instantiate a VNF (VNF Descriptor, VNFD) while MEC uses one
defining the information needed to instantiate an Application (Application Descriptor,
AppD). Although the VNFD and the AppD present some similarities, the information in
the AppD is not enough to instantiate a MEC Application in the form of a VNF. The in-
formation contained in an AppD focuses on the requirements of the infrastructure and the
service availability for the MEC Application, while the information included in a VNFD
is not tightly related to the infrastructure setup (e.g., no strict location constraints), but
more explanatory of the interconnection between internal and external components of a
VNF. The mapping of the identifier data fields from an AppD to a VNFD is straightfor-
ward process, however, aligning network requirements and (part of) life-cycle manage-
ment procedures from an AppD to a VNFD is not that simple due to some mismatches.
For example, the AppD can only model a single virtual compute resource for a MEC Ap-
plication, whereas the VNFD can define templates for multiple virtual compute resources
per VNF to support scalability. Considering the above issues, we believe that the AppD
and the VNFD should be integrated, having both descriptors the semantics to express each
other behavior, enabling a loss-less translation between both descriptors.

However, the descriptor integration is not just a mere field matching exercise since
the translation of an AppD to a VNFD implies a modification of the step-by-step on-
boarding process of a MEC Application VNFD, which must consider the MEC specific
orchestration entities (such as the MEAO). In Section 2.5.3 an exemplary mapping of
AppD to VNFD is presented.

After an AppD is mapped/translated to a VNFD and then packaged into a VNF pack-
age, a ME app should be part of a network service in order to be instantiated in an NFV-
MEC environment. This is the source of the second of the issues identified before (map-
ping of MEC VNFs to network services), which raises the concern of how to create a
MEC Application VNF as part of a network service (NS). Considering the processing
of an already on-boarded VNFD at instantiation time, in order to make the MEC appli-
cation part of a network service that can be instantiated from scratch or that is already
instantiated, the Mobile Edge Application Orchestrator (MEAO) and the NFVO have to
be perfectly coordinated.

The main function of the MEAO is to orchestrate MEC application VNFs as part of
a network service. In that sense, the MEAO takes care of assuring the presence of a
MEC platform for each MEC application VNF that is instantiated. The MEC platform is
assumed to be a VNF in the NFV-MEC environment [13].

Since every MEC application requires of a MEC platform, and both are VNFs, they
can be orchestrated as part of an NS. The MEAO is responsible for assuring the correct
instantiation of a MEC Platform VNF to any other MEC Application VNF. The connec-
tion between MEC Platform VNF and any MEC Application VNF can be established as
a single composite Network service or as two individual Network services that are con-
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catenated. The main difference between the composite solution and the concatenation
approach is that in the composition case for each instantiation of a new MEC Application
VNF, the general composite Network Service Descriptor (NSD) needs to be modified and
the new MEC application VNF instance should be instantiated through a request for modi-
fication of already active network service instance. Whereas in the concatenation case, the
MEC Application VNF is instantiated as an independent Network service and connected
directly to the Service Access Point (SAP). In the concatenation case, the life-cycle man-
agement is more complex with a benefit that each instantiated VNF is non-dependent of
the status of the rest inter-connected VNF instances.

In the initial MEC architecture, the MEC platform is instantiated on a specific host. In
the NFV-MEC environment, the concept of a MEC host does not exist. This yields to the
fourth of the issues identified at the beginning of this section. By eliminating the concept
of MEC host, the issue is how to arrange nearby placement of the MEC platform and the
ME applications as part of a single network Service. Since both the MEC platform and
MEC applications are deployed as VNFs, determining the placement of the MEC VNFs
over a virtualized infrastructure is highly challenging.

Workflow issues

We now focus on the potential problems of the procedures such as: on-boarding, in-
stantiation, modification (e.g., mobility) and termination of the MEC Applications in the
NFV-MEC environment. As for the architectural issues, the problems arise with the pres-
ence of both the NFV and MEC orchestrators: NFVO and MEAO. Both orchestrators
should assess an on-boarding VNF package of a MEC Application. In an NFV MANO
environment, the NFVO is in charge of the NSDs and the VNF packages on-boarding pro-
cedures using the NFV Interfaces and Architecture (NFV-IFA) 013 specifications [36]. In
an NFV-MEC environment, each on-boarded VNF package that contains MEC-related
files needs to be processed by the MEAO as well. The main question is: which module
should take care of the VNF package on-boarding? the NFVO or the MEAO?

A clean instantiation workflow demands instantiation of a NS that contains a MEC
Application VNF at the start and applying the external MEC-specific features (such as
modifying traffic rules, DNS rules, required/provided MEC services, etc.) in the final
phase. Ideally the roles are equally split: initially the instantiation of NSs is orchestrated
by the NFVO, and then it is handed over to the MEAO. If the NFVO handles the on-
boarding of VNF packages, it sends a request to the MEAO to analyze the on-boarding
VNF package and generate NSDs for instantiation of a MEC application VNF as part of
a NS. It might require significant changes on the interfaces and in the internal workflow
of the NFVO and MEAO. However, if the MEAO is the first to process on-boarded VNF
packages and to generate NSDs, it orchestrates the whole instantiation procedure by re-
questing orchestration of NFV-related features (e.g., the NS instantiation) to the NFVO
and applying the MEC-related features at the final phase. This would require applying
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additional features in the MEAO and less interventions in the NFVO. On the other hand,
the termination has a reversed execution sequence from the instantiation procedure. First,
the MEC-related features are removed and then the MEC Application VNF being part of a
NS is terminated. To sum up, all procedures (on-boarding, instantiation and termination)
present a different set of issues, that may occur depending on which module has the main
orchestration role, the NFVO or the MEAO.

The mobility feature has existed only in the MEC environment. The absence of a MEC
host paradigm and non-existent VNF mobility in a NFV-only environment open a range
of issues that need to be addressed. Enabling mobility features for VNFs is a completely
open question.

Communication issues

Here we exemplify the potential issues on the newly introduced interfaces in the NFV-
MEC architecture. With the convergence of both MEC and NFV, the interfaces that con-
nect some of the modules may produce errors. We mainly focus on the set of interfaces:

• Mv1 - interface between the NFVO and MEAO;

• Mv2 - interface between the VNFM (Life-Cycle Management for MEC Apps) and
MEPM-V;

• Mv3 - interface between the VNFM (LCM for MEC Apps) and MEC App VNFs;

• Mp2 - interface between the MEC Platform VNF and the Data plane.

The Mv1 interface is used by the MEAO to communicate with the NFVO for the
deployment of a MEC application VNF as a NS along with the MEC Platform VNF.
The Mv1 interface is used in all procedures with MEC application VNFs (on-boarding,
instantiation, termination and modification). In the case of the NFVO being the main or-
chestrator, the Mv1 interface should support the demanded additional features where (i)
the NFVO asks the MEAO to analyze an on-boarded VNF package for MEC-realated fea-
tures; (ii) the NFVO requests the MEAO to provide continuous feedback for the duration
of the instantiation of a MEC application or MEC platform VNF as part of a NS.

If the MEAO has the main orchestrator role, the Mv1 interface would be an extension
to the NFV-IFA 013 [36]. The MEAO generates NSDs that would fit the concatenation
or composition of a NS that contains the MEC application VNF coupled with a MEC
platform VNF. Upon generation of all NSDs, the MEAO requests on-boarding, instantia-
tion/termination and modification of an NS on the Mv1 interface. The NFVO in that case
is transparent to the presence of the MEC-related features and treats all requests the same
way as for regular NSs.

The Mv2 interface is placed between MEPM-V and VNFM modules. Both modules
are derived originally from the MEPM of the MEC architecture, where the MEPM-V is
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responsible for the MEC-specific part and the VNFM responsible for Life-Cycle Man-
agement (LCM) of the MEC Application VNFs. In order the MEPM-V to be aware of
the LCM operations performed by the VNFM, the Mv2 interface allows to send direct
requests, such as (i) requests for performance monitoring and fault information related
to a specific MEC Application VNF instance; (ii) subscribe for notifications or query for
life-cycle information of a MEC Application VNF. The NFV IFA 008 [37] specification
can be used for implementation of the Mv2 interface, but not all the specified operations
are allowed. For example, invoking a instantiation of a MEC application VNF towards
the VNFM can produce an error. Thus the implementation of the Mv2 interface must be
synchronized to meet the requirements while taking care not to introduce errors.

While the Mv2 interface is used for extracting LCM information, the Mv3 interface is
used to execute the LCM operations towards the deployed MEC Application VNFs and
to allow MEC Applications to communicate directly to the VNFM. A "day-zero config-
uration" feature is enabled through the Mv3, which is a provision procedure that allows
the VNFM to provide pre-boot configuration parameters of the MEC Application VNF
instance via the VIM. It remains an open question the usage of Mv3 in an opposite di-
rection or whether the MEC application VNF instance should invoke healing or scaling
operations towards the VNFM.

The Mp2 interface, the interface between MEC Platform VNF and data plane, is the
most complex for implementation. A possible implementation is via an indirect workflow:
requests for data plane operations are sent from the MEC platform VNF towards the
MEPM-V (via Mm5) which, acting as a proxy, will redirect them (via Mm3*) to the
MEAO and the NFVO (via Mv1). Setting up this workflow demands invasive adjustments
in each module and its internal workflows. Another option is to setup the data plane as
an independent VNF. In that way, the implementation of the Mp2 interface would be
dynamic and set up as a virtual link between two VNFs. A deeper analysis of these
options is provided in the next section.

2.5. Nuts and bolts: NFV/MEC for edge robotics

While the previous section analyzed the integration of NFV and MEC, describing the
main issues of such integration and outlining some of the possible solutions, this section
takes a deep dive into the issues and solutions by considering a specific use case and
dwelling on all the relevant considerations.

2.5.1. Major role: MEAO vs. NFVO

As pointed out in MEC-in-NFV [13], either the NFVO (Option 1, in the following) or
the MEAO (Option 2, in the following) can play the role of the master module that over-
sees the procedures of on-boarding, instantiation, life-cycle management, termination and
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migration of MEC Applications. Therefore, two different approaches for the NFV/MEC
integration can be followed, each approach with its pros and cons. To compare both ap-
proaches, we next elaborate on an analysis based on three key points or metrics: MEC
awareness, Application Program Interface (API) call requests and states. As conclusion
of this analysis, we propose the MEAO to be in charge of the orchestration procedures.

MEC Awareness: The first metric considered is the need to modify current imple-
mented behaviours to account for the presence of MEC in the platform. In both ap-
proaches, the NFVO is aware of the existence of the MEAO through the Mv1 interface
that interconnects them. However, Options 1 and 2 differ in the degree of MEC awareness
needed:

• Option 1: In the case that the NFVO is the master of all procedures for Network Ser-
vices and MEC Applications, the NFVO has different degrees of MEC awareness.
If the user (the MEC Application developer) uploads the MEC package, the NFVO
has to be aware that it is a MEC package and redirect the package to the MEAO,
so it can transform the MEC package into a VNF package. Then the MEAO would
on-board the newly created VNF package. Even in the case that the MEC devel-
oper performs itself the transformation from MEC to VNF package, it has to obtain
MEC related information via the NFVO. That means that the NFVO must be aware
of MEC related requests and redirect them on the Mv1 interface towards the MEAO.

• Option 2: In the case that the MEAO is in charge of performing all procedures,
the NFVO is oblivious to the existence of the MEC entities and constructs, such
as MEC Packages, MEC Platform or MEC Applications. MEC packages are di-
rectly on-boarded to the MEAO where the transformation is performed according
to the availability of MEC Platform VNFs. The generated VNF package is later
on-boarded on the NFVO by the MEAO and included in an already existing NS
that contains a chosen MEC Platform VNF by a simple NS update call towards the
NFVO.

To sum up, in the case of NFVO having the master role (Option 1), the NFVO it-
self needs to be upgraded to satisfy the MEC related procedures, whereas in the case of
MEAO being in charge (Option 2), the existence of the MEC related procedures is trans-
parent to the NFVO. Note that the MEAO needs to be extended to understand the NFV
procedures in any case. As conclusion, Option 2 is preferred since it reduces the amount
of modifications to the current infrastructure.

Number of API calls: The second metric used in the comparison is the number of API
calls that needs to be triggered on each MEC related procedure (summarized in Table 2.2).
Considering the different possible master roles, we can observe that for Option 1 (NFVO
as master):

• On-boarding procedure: there are a total of 6 API calls.
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Table 2.2: MEAO vs. NFVO: Number of API calls per procedure

Procedure MEAO major role NFVO major role

On-boarding 3 calls per MEC package 6 calls per MEC package
Instantiation 10 calls per MEC App VNF 11 calls per MEC App VNF
LCM 2 calls per MEC App VNF 2 calls per MEC App VNF
Termination 7 calls per MEC App VNF 8 calls per MEC App VNF

• Instantiation process: there are a total of 11 API calls.

• Termination process: there are a total of 8 API calls.

While for Option 2 (MEAO as master):

• On-boarding procedure: there are a total of 3 API calls.

• Instantiation process: there area a total of 10 API calls.

• Termination process: there are a total of 7 API calls.

Regarding the rest of life-cycle management operations, there is no difference in terms
of number of API calls.

Summarizing, the case of MEAO playing the major orchestration role involves sig-
nificantly less API calls compared to the NFVO being the one playing the major role,
therefore Option 2 is preferred.

Number of states: The last metric analyzed is the number of states that each module
needs to be aware when performing all procedures. In general, the total number of states
that the whole system needs to hold for each MEC Application remains the same in both
cases, but the level of complexity needed in both approaches is not the same. For Option
1, when the NFVO plays the master role, all state is held by the NFVO, preventing the
MEAO of controlling the state of the MEC Applications and Platform. Therefore, to
implement Option 1, both the MEAO and the NFVO need to be refactored to transfer the
MEAO capability of holding the states for each MEC Application or MEC Platform to
the NFVO. For Option 2 (MEAO is in charge), the NFVO does not need to hold any MEC
related states other than the usual tracking of the status related to NSs and VNFs.

From our point of view, although the total number of states remains the same, we argue
that the NFVO performing the central orchestration role would mean that the workflow of
each NFVO implementation should be significantly changed, as well as, the workflow of
the MEAO due to transferring the functionality of recording states for each MEC Appli-
cation/Service/Platform to the NFVO. As conclusion, Option 2 is also preferred for this
metric.
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Figure 2.6: Edge Robotics scenario

As a consequence of the three mentioned aspects, our view is that the joint-implementation
should have the MEAO as the major orchestration entity, being the first module to receive
requests from the OSS and orchestrate all NFV-MEC procedures, so Option 2 is preferred.
Although this approach places the orchestration burden mainly in the MEAO, it demands
little updates in the NFVO module and have more natural evolution of joining the MEC
in NFV as a future implementation.

Stepping forward with the approach of having the MEAO as major orchestration en-
tity, a detailed explanation of the procedures for Edge Robotics MEC Application is pre-
sented in the next sections. First, the description of the Edge Robotics scenario is pre-
sented, followed by the detailed description of all the procedures to establish a Robot
Control MEC Application on top of MEC in an NFV platform.

2.5.2. Edge robotics: Scenario setup

The Edge Robotics scenario envisages a fleet of mobile robots remotely controlled and
coordinated to perform different tasks in a multi-access indoor or outdoor environment.
An example of this environment would be a shopping mall, where robots are used to move
goods and perform cleaning tasks. A similar scenario setup is used in [38]. Figure 5.14
illustrates the main components and services of the Edge Robotics platform. In this sce-
nario, the robots act only as sensors and actuators, that is, all the robotics intelligence
controlling the navigation, driving speed, driving direction, video surveillance, angle of
sight, etc., is executed in a MEC server located at the Edge of the network. Therefore, the
robots embed only minimal applications for (i) executing driving commands (e.g., drive
forward, turn right, increase speed, etc.,) received from the MEC application in charge
of the control of the robot, and (ii) sending application specific data towards the MEC
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applications, such as encoding and streaming video from the on-board camera to a Video
Surveillance application. An important component, and key feature of the MEC platform
used on this application, is the radio information service used to gain knowledge of the
status of the radio connectivity. This information may be used for closed control-loop
between the robots forming the fleet and the MEC applications. The performance of the
overall system depends on the quality of the radio channel which can be a limiting factor
in terms of maximum number of robots, cameras, or video stream quality in certain areas.

To react upon radio connectivity variance, the Edge Robotics use case leverages on
the Radio-Network Information (RNI) service provided by the MEC platform which of-
fers context information about the robots connectivity. Regardless of the radio access
technology (e.g., LTE or Wi-Fi), the RNI service monitors the connectivity and reports
real-time information about the signal strength, MAC layer parameters, packet loss, etc.,
for each robot (UE or STA). This context information is then consumed by two exemplary
robotics MEC applications for this specific use case: (i) Robot Control application and (ii)
Video Surveillance application. The Robot Control application implements all the logic
for coordination, navigation, and control of the movement of the robots in the physical
environment. The precision of the control is determined by the quality of the radio signal,
therefore the RNI can be used to optimize the control of the robots accounting for vari-
ance in the signal level. Clearly, this application takes benefit of the close proximity and
on the contextual (RNI) information available at the MEC platform. The Video Surveil-
lance application controls the on-board cameras installed on the robots, collects the video
streams, and cooperates with the Robot Control application on navigating the robots for
better Video Surveillance of certain areas of interest. Using the real-time information
from the RNI service, the Video Surveillance application can reduce or increase the up
streaming quality (e.g., changing encoding, frame-rate, etc.,) improving the video quality
in order to meet certain application specific constraints. In [28] the potential requirements
for robots used as automated guided vehicles (AGV) are presented.

In addition, this use case makes explicitly visible the new business roles that the use of
MEC technology enables. Let’s take a shopping mall as a potential deployment scenario
(to be further described next). In this case, the owner of the infrastructure (e.g., the micro-
datacenter at the Edge) might be a Shopping Mall owner, or even a third party deploying
infrastructure and managing it for the Shopping Mall owners. The Shopping Mall requires
a service, which can be delivered through robots, such as cleaning, Video Surveillance or
transport of goods. This service is provided by a third party robotics application provider,
which delivers its applications in the infrastructure located at the Shopping Mall. To
enable this future scenario, the underlying infrastructure of the access network and the
network’s edge should be virtualized. Enabling multiple providers to leverage a common
infrastructure to deploy services. A virtualized underlying infrastructure is ready to adopt
the MEC in NFV solution. The co-existence of multiple virtualized applications allows
the users to easily extend the exemplary scenario by using different services or deploying
different applications on the MEC platform.
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2.5.3. Edge Robotics in NFV-MEC: issues and solutions

In this section we explore: 1) the initial setup of the NFV-MEC environment; the proce-
dures of 2) on-boarding; 3) instantiation; 4) life-cycle management (LCM); and 5) termi-
nation of an exemplary MEC Application. From the Edge Robotics scenario, the observed
procedures apply to both the Robot Control and Video Surveillance MEC Applications.

We first present the initial setup of the NFV-MEC environment on top of which the
MEC application VNFs are deployed.

The main focus is on the step-by-step deployment procedures that are presented in the
subsequent sections, explaining in detail the workflow of message exchange for each pro-
cedure. Note that the sequencing of the message exchange in the workflows is continuous
and globally determined, meaning that the on-boarding procedure starts with number 1),
but the termination procedure starts with sequence number 30).

Initial setup

Throughout the description of the workflow procedures we refer to the Edge Robotics
scenario. In that sense, the following assumptions are made regarding the scenario setup
shown in Figure 5.14 and deployed in a shopping mall:

• The robots have already been configured and ready to be used.

• Two embedded software features are up and running on the robots: (i) motor drivers
& actuators, and (ii) odometry sensors, together with the communication protocol
stack, as explained in section 2.5.2. Both embedded features can be developed
in various ways (e.g., as Robot Operating System (ROS) applications, firmware
software, etc.) and they are out of scope for this work.

• The access network (e.g., Wifi or LTE) network has already been configured to
cover the whole shopping mall area or at least the operating area of the robots. The
access network is connected to the underlying virtualized infrastructure (e.g., small
data center). It is assumed that the requirements for both the underlying infrastruc-
ture and the access network are satisfied, such as the low latency (e.g., lower than
40ms, as defined in Fig. 2.7) and enough computational power to track robots’ loca-
tion and issue movement commands in real-time. The choice of the access network
technology mainly depends on the network coverage in the shopping mall as well
as the robots’ capability to access the network.

• It is assumed that the virtualized infrastructure contains the NFV-MEC environment
and it is able to run MEC application VNF instances on top of it. The virtualized
infrastructure can be owned by an arbitrary operator or the shopping mall itself.
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AppD {
appDId: RC-robots;
appProvider:  RobotManufacturer;
appName: Remote-Control MEC app;
appSoftVersion: v.0.0.1;
appDVersion:  appd.0.0.1;
mecVersion: mec.0.0.1;
appInfoName: {MEC app Info};
appDescription: {Short description};
swImageDescriptor: remote_c.qcow2;
virtualComputeDescriptor: 2 CPUs;
virtualStorageDescriptor: 1 GB;
appExtCpd:  none;
appServiceRequired: RNIS;
appServiceOptional: Localization;
appServiceProduced: none;
appFeatureRequired: none;
appFeatureOptional: none;
transportDependencies: none;
appTracRule: default;
appDNSRule: default;
appLatency: <40ms;
terminateAppInstanceOpCong: none;
changeAppInstanceStateOpCong: none;

}

VNFD {
vnfdId: RC-robots; 
vnfProvider: RobotManufacturer;
vnfProductName: Remote-Control MEC app;
vnfSoftwareVersion: v.0.0.1;
vnfdVersion: appd.0.0.1;
vnfProductInfoName: {MEC app Info};
vnfProductInfoDescription: {Short description};
swImageDescriptor: remote_c.qcow2;
virtualComputeDesc: 2 CPUs;
virtualStorageDesc: 1 GB;
vnfExtCpd:  none;
vnfmInfo: MEAO generated;
localizationLanguage: MEAO generated;
defaultLocalizationLanguage: MEAO generated;
vdu: MEAO generated;
intVirtualLinkDesc: MEAO generated;
deploymentFlavour: MEAO generated;
vnfLcmOperationsConguration: MEAO generated;
congurableProperties: MEAO generated;
modiableAttributes: MEAO generated;
lifeCycleManagementScript: MEAO generated;
elementGroup: MEAO generated;
vnfIndicator: MEAO generated;
autoScale: MEAO generated;

}

Figure2.7:MappingofAppDtoVNFD.

•TheMECapplicationsthatoferRobotControlorVideoSurveillanceservicescan

beprovidedbyaroboticmanufacturer(thatprovidetherobots)orathird-party

entity.

Inthisscenario,thefollowingstakeholdersrelationshipsareassumed:theoperatoris

providingthevirtualizedinfrastructure,theshoppingmallownstheaccessnetwork,and

therobotmanufacturerprovidestherobotsandtheMECapplications(RobotControland

VideoSurveillance).

Theoverallworklowreliesonthefollowingassumptions:

•TheMECPlatformVNFdescriptor(VNFD)isalreadyon-boarded.

•AnNetworkServiceDescriptor(NSD)thatcontainstheMECplatformVNFDis

generatedbytheMEAO.

•ThegeneratedNSDisusedbytheNFVOtoinstantiatetheNScontainingtheMEC

platformVNF.
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Figure 2.8: On-boarding workflow.

• The NS instance is up and running.

• All required MEC services are instantiated and initialized on top of the MEC Plat-
form VNF.

After describing the general scenario setup and its assumptions, in the next sections
the step-by-step message exchange per procedure are described.

Please note that each numeric bullet corresponds to a message in the corresponding
workflow.

On-boarding procedure

The on-boarding procedure is the first procedure that the application provider (in this case
the robot manufacturer) has to perform successfully before being able to instantiate the
MEC Application on the MEC in NFV environment. The workflow exchange of messages
is presented in Figure 2.8 and a step-by-step detailed description is provided below:

1. First, the robot manufacturer defines the development of the MEC applications for
the Robot Control and Video Surveillance. The work in [39] proposes guidelines
for the development of MEC applications. In this case, the application will use one
of the defined MEC services, the RNIS.
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2. Afterwards, the MEC application is developed by including all function calls to-
wards the required MEC services in the internal app-workflow. For example, the
Robot Control MEC Application is requesting information from the RNIS MEC
Service regarding the radio-link quality and requests the information of the current
robot position in the shopping mall area from the Localization MEC Service.

3. Once the MEC application is completed, the developer assembles the application
descriptor (AppD) and the MEC App Package. AppD parameters provide a descrip-
tion of the MEC features to be used by the application (e.g., required MEC Services,
DNS rules, traffic re-direction rules, etc.). An example of those can be found in the
leftmost part of Figure 2.7. In the exemplary case of the Robot Control MEC Ap-
plication, the developer will include the RNIS as required ("appServiceRequired")
and Localization as optional ("appServiceOptional") MEC services (leftmost part
of Figure 2.7). As a last assembling step, the manufacturer packs the AppD along
with all necessary files into a MEC App Package.

4. At this point, the application is ready to be deployed in a MEC infrastructure.
Therefore, a robot manufacturer may initiate the on-boarding procedure at any time.
This procedure starts by sending an on-boarding request to the OSS/BSS of the op-
erator on the Mx1/Mm8 interface. The MEC App Package or a reference pointer
(e.g. URL to the package) is attached to the request. The authenticity of the re-
quest is checked by the OSS/BBS and it is redirected towards the MEAO on the
Mm1 interface. This step in the process defines that the MEAO has the main role
of orchestrating and managing the requests.

5. Upon reception of the MEC App Package, the MEAO starts the translation of the
AppD to a new VNFD. To do so, the MEAO performs a one-to-one mapping of
the different parameters of the AppD to the ones defined in the VNFD. This is a
crucial step to enable seamless co-existance of the MEC functionalities in the NFV
environment. As a consequence of the issues described in Section 2.4.1, the one-
to-one mapping is not entirely feasible. Therefore, the MEAO performs a partial
mapping, including in the VNFD only the matching parameters, while the other
parameters are placed in a separate (external) file. In addition, for some specific
fields of the VNFD, the MEAO must generate values to generate a complete VNFD.
An example of mapping the Robot Control MEC AppD to the Robot Control MEC
VNFD is presented in Figure 2.7.

6. After the VNFD is finalized, the MEAO generates a VNF package, which contains
the VNFD along with all external files, indexed by a manifest file. The external files
consists of all files included in the MEC App package plus the file with unmapped
AppD parameters, generated in the mapping process. The generation of the VNF
package is an important process which might require a lot of MEAO processing.

7. The MEAO sends an on-boarding request, including the VNF package, to the NFVO
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on the Mv1 interface. The NFVO is not aware of any MEC related information and
processes the request as a normal VNF on-boarding request.

8. Simultaneously, the MEAO performs a check on the requirements imposed by the
AppD parameters (e.g., required MEC Services, traffic rules, DNS rules, etc.).
Since the MEAO knows all up-and-running MEC Platform NS instances, it can
make the selection of the MEC Platform to be used by the newly on-boarded MEC
Application, based on the requirements described in the AppD. Note that the selec-
tion of a MEC Platform VNF is mainly determined if the required MEC Services
are already present and initialized. Once the MEC Platform to be used has been se-
lected, the MEAO generates a new MEC App Network Service Descriptor (NSD),
that contains the new MEC App VNFD (generated in step 5) and the definition of
the different Virtual Links (VLs) to connect the MEC App NS with the chosen MEC
Platform NS instance (at instantiation time).

9. The generated MEC App NSD is on-boarded to the NFVO on the Mv1 interface
and similarly processed by the NFVO, as in step 5.

10. The NFVO stores the NSD and VNF package in an internal database.

11. The MEAO concludes the MEC Application on-boarding procedure by sending a
confirmation of successful MEC package on-boarding via the operator’s OSS/BSS
(on the Mm1 interface) back to the Robot manufacturer (on the Mx1/Mm8 inter-
face).

Note that in this example, it is assumed that the MEAO chooses the MEC platform VNF to
associate the MEC application before the actual instantiation of the application. This may
cause some problems if the resources available for the MEC platform change between the
time the MEC Application is on-boarded and the time of its instantiation. An alternative
workflow (not presented in this work) performs steps 8-11 on instantiation time.

Instantiation procedure

At this point of the workflow, the application has already been on-boarded and is ready
to be instantiated, or it is not yet running. In Figure 2.9, the following steps are taken in
order to instantiate and boot up the application:

12. The Robot manufacturer requests the instantiation of the MEC application through
the OSS/BSS (interface Mx1/Mm8) via the Mm1 interface to the MEAO.

13. The MEAO requests the NFVO to generate an NS identifier for the previously on-
boarded NSD (as defined in [36], operation CreateNsIdentifierRequest(NSD)). The
NFVO generates a new identifier (NSid) and returns it back to the MEAO.
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Figure 2.9: Instantiation workflow.

14. Based on the information of the descriptor, the MEAO instructs the Mobile Edge
Platform Manager - VNF (MEPM-V) to configure the MEC Platform to include all
the requirements for the application, such as traffic redirections, DNS rules or to
configure the required MEC services. The MEPM-V redirects the request to the
MEC Platform VNF on the Mm5 interface.

15. The MEC Platform VNF analyzes the information from the request, applies all the
traffic rules and configures the access for the required MEC Services. For example,
the Robot Control MEC application needs that the platform supports the RNIS MEC
Service. It is important step to prepare the MEC Platform to accept association of
the new MEC Application and inter-connected all necessary MEC Services.

16. The MEC Platform VNF sends confirmation of the applied configurations and rules
to the MEPM-V on the Mm5 interface, which are redirected to the MEAO through
the Mm3* interface between the MEPM-V and MEAO.

17. The MEAO generates an instantiation request to the NFVO (on the Mv1 interface),
using the previously generated NSid (as defined in [36], operation InstantiateNsRe-
quest(NSid)). The NFVO accepts the request and checks if it is feasible considering
current resources availability.

18. In case the application instantiation is feasible, the NFVO requests the VIM to
reserve the computational resources needed by the application. Note that according
to the specified location constraint in the NSD, the resource reservation is executed
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at the same NFVI-PoP where the MEC platform VNF instance resides. Once the
computational resources are reserved on the specific NFVI-PoP, the NFVO requests
for the allocation of networking resources in order to enable network connectivity
between the MEC application VNF/NS instance and the MEC platform VNF/NS
instance. The operations are part of a common ETSI NFVO MANO instantiation
workflow procedure [40]. After the computational resources are reserved and the
networking connectivity is up and running, the NFVO requests the VIM to allocate
the components of the MEC Application VNF. Since the MEC Application NS is
a single VNF, there is no need to differentiate between the VNF and NS for this
example. The VIM deploys the software images (e.g., Virtual Machines, VMs) and
connects them to the networking fabric. Finally, the VIM notifies the NFVO for the
instantiated VNF components.

19. The NFVO notifies the VNFM (MEC App LCM) of the successful allocation of the
resources (VMs). In addition, it forwards the VNFD to the NFVO complemented
with some extra information regarding the MEC Platform used, such the IP address
to be used by the application to connect to the platform.

20. The VNFM (MEC App LCM) extracts all necessary MEC App VNF deployment
parameters from the VNFD, and creates a set of configuration parameters, including
MEC Platform specific information, to configure the MEC App VNF.

21. The VNFM (MEC App LCM) performs the provision of the MEC App VNF con-
figuration via the VIM. Once applied, the MEC App VNF/NS is started.

22. The successful completion of the MEC Application VNF instantiation is acknowl-
edged by the VNFM (MEC App LCM) to the NFVO.

23. The NFVO confirms the instantiation of the MEC Application VNF/NS to the
MEAO on the Mv1 interface. This step concludes the instantiation of the Robot
Control MEC Application as a VNF orchestrated by the NFVO.

24. The MEAO sends confirmation of instantiated MEC Application VNF/NS to the
Robot manufacturer via the OSS/BSS. From this point on, the Robot Control MEC
Application mainly depends of the implementation of the MEC functionalities in
the MEC in NFV environment.

25. Meanwhile, at bootstrap, the Robot Control MEC Application registers to the MEC
platform VNF. The Robot Control MEC Application will use the IP address of the
MEC Platform VNF provisioned by the VNFM. The registration request is received
by the MEC Platform VNF and the registration is confirmed. Note that all required
MEC services are already up & running at the MEC Platform VNF.

26. The Robot Control MEC Application is up & running, consuming all the requested
MEC Services. The Robot Control MEC Application is ready to accept connec-
tion for robot devices. When a robot is powered on, it attaches to the Wi-Fi access
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Figure 2.10: Life-cycle workflow.

network deployed in the Shopping Mall. Then a connection is established between
the robot and the Robot Control MEC application, as result of the traffic redirection
executed by the MEC platform. From this point on, robots continuously send sen-
sor data towards the Robot Control MEC Application, where the data is analyzed.
Along with the sensor data, the Robot Control application obtains near real-time
information regarding the quality of the radio connection of each robot through the
RNIS MEC Service, and obtains near real-time localization information from the
Localization MEC Service.

27. The MEC Application VNF/NS confirms the correct set-up to the MEC Platform
VNF/NS via the Mp1 interface. The MEC Platform VNF/NS confirms the correct
set-up to the MEPM-V via the Mm5, which in turn redirects the confirmation to the
MEAO via the Mm3*.

Life-cycle management (LCM) procedure

Once the Robot Control MEC Application is up & running, it performs its activity while
being monitored for performance issues by the Orchestration system (specifically by the
MEPM-V). A couple of messages are used for maintaining the life-cycle management of
the application shown in Figure 2.10.

28. The MEPM-V polls for monitoring information to the VNFM (MEC App LCM)
via the Mv2 interface.

29. The monitoring information for the Robot Control MEC Application is periodically
updated by the VNFM (MEC App LCM) through periodically polling the Robot
Control MEC Application via the Nf-Vn interface.

Termination procedure

At some point of time, the Robot Control MEC Application is no longer be needed. The
termination process involves MEC and NFV specific signaling as shown on Figure 2.11
and defined in the following steps:
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Figure 2.11: Termination workflow.

30. To terminate the Robot Control MEC Application VNF/NS, the Robot manufacturer
issues a termination request via the OSS/BSS (using the Mx1/Mm8 interface) to the
MEAO (using the Mm1 interface).

31. The MEAO forwards the termination request to the NFVO.

32. The NFVO using the common ETSI NFV MANO termination workflow procedures
(described in [40]) that instructs the VIM to de-allocate all the resources used by the
Robot Control MEC Application VNF/NS. The VIM de-allocates the resources as-
signed to the Robot Control MEC application VNF/NS and confirms the operation
to the NFVO.

33. The NFVO confirms the termination of the Robot Control MEC Application VNF/NS
instance.

34. The MEAO acknowledges the termination procedure to the Robot manufacturer via
the OSS/BSS.

35. The MEAO instructs the MEC platform VNF to disable the provision of MEC ser-
vices and all traffic/DNS rules configurations. This is done by sending a request
on the Mm3* interface to the MEPM-V which is redirected to the MEC platform
VNF/NS instance. The MEC Platform un-registers the Robot Control MEC Appli-
cation and acknowledges the completion of the procedure to the MEAO (Mm3*)
via the MEPM-V (Mm5).

2.5.4. Edge robotics in NFV-MEC: experimental considerations

This article departed from the idea that integrating ETSI MEC in an NFV platform brings
benefits that can not be achieved by any other mean. From the application developer point
of view (following the same rationale as the rest of this work), the benefits of using an
ETSI MEC platform can be summarised as: i) experiencing a lower end to end delay due
to the presence of computing power that can be used to host the application in the vicinity
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of the user, and ii) the possibility of using contextual information to improve the user
experience, information that cannot be obtained or that looses its validity if the processing
is done far away from the user. In the same way, the use of a virtualized platform to
host the MEC platform benefits from the NFV concept by enabling: i) the possibility to
scale up or down the resources available for the application based on its current needs,
ii) the possibility of moving or migrating the application to the best location to serve the
users (maybe at some point the application is needed in a per user basis and in another
it is better to locate it slightly further away for aggregation purposes), and iii) the use
of a common white box platform that can host a heterogeneity of applications under a
common framework.

In order to provide an experimental proof of these benefits, the authors performed
a validation of the Edge Robotics use case in a prior work [38]. This work showcases
and measures, under real conditions, the benefits of deploying a Robotics application in
a MEC-like platform on top of virtualized resources, as well as provides some hints on
the performance factors involved in the edge robotics use case. [38] tackles the above
benefits, showing how the use of contextual information can be used to improve driving
performance of a robot. The experimental setup is similar to the described use-case in this
work. The scenario is deployed on virtualized infrastructure, and makes use of a MEC
Application for Robot movement control and a RNIS MEC Service for extracting con-
text data regarding the radio connectivity of the robots. The goal is to make robots go as
fast as they possibly can based on their radio conditions. Obtained results shows that the
use of the context information through the RNIS MEC Service improved significantly the
driving performance of the robot. The control-loop algorithm of the MEC Application
adjusts the speed of the robot so it adapts to the the radio quality of the link. Hence in
case the robot entered in an area of low radio coverage, the speed would smoothly drop
from the maximum of 0.75 m/s to the minimum of 0.1 m/s. In the event of no context
information provided by the RNIS MEC service, the robot starts to perform drive-stop
movements that changed the trajectory and driving smoothness, which for a real environ-
ment (such as factories, labs, etc.) questions the usability of the robot itself. In addition,
the smooth control of the robot was achieved thanks to the reduced latency provided by
the MEC platform. The control software has been developed using standard Linux tools
and deployed in a set of virtual machines and containers running in heterogeneous hard-
ware, therefore proving that the use of a virtualization approach was useful. Note that
this experimental work also showed that the signaling required to enable the use of MEC
does not impose critical requirements, as it mostly involves pre-provision mechanisms or
exchanges that can be made in a preparation-reaction fashion (e.g., the migration of MEC
functions can be triggered in advance).

This previous work did not considered a full NFV platform, but relied on a simpler
virtualization platform, which could be extended to become a full NFV platform. How-
ever, while conducting these experiments, we discovered the different caveats and holes
in the current MEC/NFV integration specifications, yielding to the work presented in this
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article. By applying the proposed MEC-in-NFV integration following the workflows pro-
posed in this work, the experiment could easily evolve into a complete platform where
new MEC Application and/or MEC Services can be instantiated. For example, the ex-
perimental system can be upgraded with the Video Surveillance MEC Application and
Localization MEC Service. The combination of the Localization MEC Service and the
RNIS MEC Service can produce a radio heat map of the experimental area and assist the
MEAO for performing the migration of MEC Application VNFs.

2.6. Comparison with previous work

In this section, we identify other existing efforts, and compare our work with them. Here
we point out how our contribution impacts and extends the state of the art, as well as
analyze the differences with existing works. We also try to identify the gaps of existing
works, where the application of our proposed signaling flows would evolve the proposed
approaches into integrated MEC in NFV compatible solutions. We refer to the experimen-
tal considerations summarized in Sec. 2.5.4 for an overview of the performance results
that our approach could enable. Note that the experimental results reported in [38] (evalu-
ated in Sec. 2.5.4) can not directly be compared with other works, due to different use-case
scenarios thus different requirements. According to the ETSI technical report [28] the re-
sults obtained in [38] show that the conducted experiments satisfy the proposed potential
requirements for mobile robots. While the approach evaluated in [38] does not follow the
integrated workflows proposed in this article, we argue that the results would be similar,
with the additional advantage of providing a MEC and NFV compliant solution.

In [13], which presents the initial idea of joint MEC in NFV architecture, most of the
key issues are listed and provided with some possible solutions. We have extended this
work by categorizing the issues (Table 2.3) and going deeper into the solution space by
taking a specific use-case and explaining the step-by-step workflow procedures. Follow-
ing this approach, we have been able to identify an additional issue that was not foreseen
by the time [13] was published. For some of the cases where multiple approaches were
proposed, we have favored one solution over the others, and gone further in terms of
detailing it, based on our implementation and use-case experience.

In the work presented in [41], the authors similarly propose a deployment of a specific
use-case (immersive video) on an integrated MEC-in-NFV platform. The integration of
the MEC in NFV environment is broadly described with small effort in evaluation of the
issues described in [13]. The experimental results evaluate the performance enhancement
through the use of MEC Application running close to the end users over NFV Infras-
tructure. The improvement is clearly noticeable through the upload improvement from
order of tens of minutes to order of seconds. By using GPU acceleration, the application
significantly improves the performance of transcoding several parallel media streaming
sessions. In our view, modifying the workflow procedures can even more increase the
efficiency of the system. Although the used MEC-in-NFV platform is a modified proto-
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Table 2.3: Issues description

Issues Description MEC 017 MEC 017 solution Solution provided in workflow

Conceptual

Mapping of MEC app VNFs to NSs #1 Multiple X
Usage of NFV NS #2 Multiple X
AppD vs. VNFD for MEC App VNFs #6 Partial X
VNF Package vs. MEC application package #7 Multiple X
Comparison of AppD and VNFD data structures #10 Multiple X
NFV construct that corresponds to MEC Host #11 None/Partial

Workflow

VNF package on-boarding #8 Multiple
MEC package on-boarding - - X
MEC App VNF Instance Relocation #12 None
MEC App instance instantiation #13 Multiple X
MEC App instance termination #14 Multiple X

Communication

Communication between MEAO and NFVO via Mv1 #3 Multiple X
Communication between VNFM and MEPM-V via Mv2 #4 Partial X
Communication between VNFM and ME app instance via Mv3 #5 Partial X
Managing traffic redirection #9 None/Partial X

type version of the described architecture in [13], some relevant points related to both the
on-boarding and the instantiation procedures are missing. In the on-boarding procedure,
it is assumed that the MEC app developer would develop the application and generate
a set of descriptors accordingly. Both AppD and VNFD are packed in a MAP (MEC
Application Package). This is on-boarded together with generated NSD onto the MEC-
in-NFV platform. The MEAO is in charge of the analyzing of the on-boarded files (MAP
+ NSD), which basically separates the AppD from the VNF package, stores the bindings
of the AppD, VNFD and NSD; and then on-boards the VNF package plus the NSD to the
NFVO. In the instantiation procedure, the dependency between the MEC Platform VNF
and the MEC App VNF is out of scope. The assumption is that the MEC App VNF would
be included as part of the NS (defined by the on-boarded NSD). Once the NS is instanti-
ated, the connection to a already deployed MEC Platform NS instance would be handled
by the NFVO. Although the main focus of the work is not to tackle most of the problems,
it manages to describe the coupling between a MEC Platform VNF and the data plane
into a single VNF (SGWLBO). This approach is extension of the optional deployment
of MEC in 4G [42], which is suitable for applying the traffic and the DNS rules for the
proposed (video streaming) use case.

The work done in [43] showcases the adaptation of MEC in NFV architecture as a
key driver for expansion of Vehicle-to-Everything (V2X) applications and its develop-
ment. The work lists several emerging challenges that need to be overcome for successful
adaptation for the V2X Applications. With the tutorial perspective of our work, we con-
tribute towards tackling one of the major emerging challenges in [43]: the on-boarding
and running MEC applications provided by developers not aware of NFV procedures.

A different realization of the MEC in NFV environment is proposed in [44]. The
authors, in similar manner as our work, propose a parallel extension of the ETSI NFV
MANO platform towards a new enhanced MANO platform that can support MEC Ap-
plications without additional hardware or coordination overhead. Additional feasibility
analysis is provided for several use-cases (i.e., migration of gaming applications, user
mobility). The proposed architecture is not inline with [13], despite proposing the MEC
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Platform to be realized as VNF, other elements such as the Mobile Edge Orchestrator is
proposed to devolve into the NFVO and maintain only application orchestration capabili-
ties into a new orchestrator - Application Functions Virtualization Orchestrator (AFVO).
Hence the workflow procedures would be incompatible with this work or with the pro-
posed integration in [13].

Similarly, the authors in [45] propose a novel approach of designing flexible and inde-
pendent framework for MEC applications that collaborates with NFV frameworks. The
work proposes a novel architecture design with introduction of similar concepts of MEC
Applications realized as NSs or VNFs. The work envisions the novel Automated Provi-
sioning Framework for MEC (APMEC) framework on top of existing NFV environment
as an extension that is able to communicate directly to multiple VIMs and coordinate in
parallel with existing MANO platforms. The procedures aim to provide MEC Applica-
tions as part of NS by breaking a received NS onto MEC and NFV parts and deploying
each part in parallel, using existing MANO platforms or the APMEC framework. How-
ever, the descriptors used are not defined and used only by the APMEC framework. A
MEC Platform that provides MEC Services towards MEC Applications is non-existing
concept in the APMEC framework. In [46] is showcased the parallel orchestration using
the implementation of the APMEC framework.

Another framework for parallel orchestration of NFV and MEC is envisioned in [47].
The focus of the work is mainly orchestration of multi-domains than integration of MEC
in NFV. The proposed framework does not envision any changes to the NFV and MEC
architectures, but the focus is more how to implement an integrated solution for simulta-
neous orchestration.

In [48], the authors propose specific use-case driven orchestrator module that would
bridge the gap between orchestration in NFV and MEC environment. The work pro-
poses some ideas how to overcome the orchestration gaps between the NFV and MEC
environment without focusing on the main challenges, suggesting that the new module is
adaptable to a MEC in NFV environment.

The implementation of a MEC Radio Network Information Service (RNIS) aimed
for a MEC-in-NFV environment is explored in [49]. That work presents how a standard-
compliant RNIS can be realized on top of virtualized infrastructure and compares different
message brokers that enable the RNIS MEC Service to provide information towards MEC
Applications. The work does not dive into the implementation details of a MEC-in-NFV
environment. Similarly, in [50] the focus is on proposing a VNF placement scheme for the
purpose of optimizing the latency and reliability of MEC Applications deployed as VNFs
in MEC-in-NFV environment, but not in examination of the MEC-in-NFV environment
itself.
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2.7. Final remarks on the integration of MEC in NFV and future work

Virtualization, and more specifically, its application to bringing resources to the edge
of the network, is one of the key technologies in 5G and future beyond-5G networks.
The combined use of MEC and NFV enables a virtualization layer providing the features
needed for fine grade customization of the networks. This customization is key for the
flexibility demanded from vertical industries.

Despite of the clear inter-relation of MEC and NFV technologies, they have been
evolving with isolated, and quite parallel, tracks until very recently. This separate evolu-
tion has created integration issues that need to be addressed, as early identified in [13]. We
have performed an architectural analysis identifying all possible MEC-NFV integration
issues, including feasible approaches to address each of them. In order to better scope
this work, we have adopted the specific use case of Edge Robotics to dive into the de-
tailed workflows and mechanisms to combine MEC and NFV. Besides, while doing so we
have tried to put the focus point into application developers, as they are the final users of
combined MEC-NFV deployments.

A key aspect of the conducted analysis of the combination of MEC and NFV tech-
nologies is which logical entity has to be in control of all the orchestration procedures
(on-boarding, instantiation, general life-cycle management and termination). Based on
an detailed analysis of the following aspects: MEC awareness, number and type of API
call requests and states, we have concluded that the MEAO is better suited to be in control
of the orchestration. Detailed workflows for the case of Edge Robotics are provided to
support this design decision.

Compared with previous related work looking at integration aspects of MEC and NFV,
our work is not just limited to a high level analysis of the issues appearing when combin-
ing the technologies, but it goes into actual design and validation using a specific use case.
Future work includes conducting a proof-of-concept with a prototype of the edge robotics
use case. Additionally, we will also explore the issues connected to the the data plane and
applying various traffic rules via the MEC Platform VNF (e.g., traffic redirection, DNS
rules, etc.).

51



52



3. FEDERATION

This chapter provides the definition of the federation concept. The main focus is on
the definition of the concept itself and step-by-step guidance of its realization based on
different environments. The defined concept in this chapter is later used as the base ground
for the experimental work done in Chapters 4, 5, and 6.

3.1. Definition of federation

Federation is a mechanism for integrating multiple administrative domains at different
granularity into a unified open platform where the federated resources and services can
trust each other at a certain degree. An administrative domain is a collection of network
services and resources operated by a single organization. The administrative domain is
viewed as complete entity and its internal structure is hidden or unimportant from outside.
The resources and services inside the administrative domain operate with high degree of
mutual trust among themselves, but the interaction with other administrative domains -
is subject to stringent trustworthiness constraints, with a default high level of alert. The
federation is formed in order to increase the degree of trust among different administrative
domains with a goal of better interoperability of services and resources. Embodiment of
a service/business-level agreement or partnership between two administrative domains is
a federation of trust [51].

Federated domains
Administrative 

domain #1
Administrative 

domain #2

Service #1

Resource #2

Service #1

Resource #2

I trust you on S#1 at 75%

I don’t trust you on R#2 at 15% 

Figure 3.1: High level view on federation

3.1.1. Federation Levels - Consumer and Provider domains

Each agreement defined between two administrative domains have different terms and
conditions that both should follow to maintain their partnership or federation relationship.
The federation procedure is dependent on the setup scenario or the circumstances that de-
mand multiple administrative domains to enable federation among themselves. In the fed-
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eration process a domain can play two roles: consumer and provider. Consumer role has
the administrative domain that requests federation of services/resources, or in other words
services/resources from external domain to be included as part of its domain/services. The
provider role is when the administrative domain provides set of services/resources to an
external (consumer) domain under certain conditions. In each federation scenario there
are at least a single consumer domain and a single or multiple provider domains. Admin-
istrative domains that have the underlying infrastructure in a near proximity (e.g. same
geo-location, co-exist in mutual coverage area, etc.,) are keener to employ federation than
administrative domains that are distant (e.g., domain in separate countries).

A single administrative domain can have multiple different peer-to-peer agreements
with other administrative domains. Each agreement, according to agreed terms and con-
ditions, can belong to a different category of federation relationship or different federation
level. The federation levels indicate the mutual degree of trust among administrative do-
mains, e.g., they can be defined as bronze, silver, gold, platinum, etc. In that sense, if an
administrative domain has low-level of trust or intentions to share only limited resources
and/or services with other administrative domain, both would agree to terms and condi-
tions of a bronze federation level. On the contrary, if two administrative domains establish
high degree of mutual trust and share more transparent view on their resources and/or ser-
vices, the federation would belong to a platinum federation level. For higher federation
levels, significantly broader options and specific information parameters about resources
and/or services are exchanged between the administrative domains. For the lower levels,
the offering of resources and/or services is limited and information for parameters is more
abstract and descriptive.

3.1.2. Service federation

Service federation is the overall process of deploying nested NFV Network Service (NFV-
NSs) in a peering administrative domain and stitching them (local and remote) to make
an E2E composite NFV-NS. The administrative domain that requests services is referred
to as consumer domain while the administrative domain capable of providing services is
a provider domain. A requirement of federation scenarios is that domains must have busi-
ness/service level agreements, in place. In turn, there are implicit technical implications,
like setting peer-to-peer interconnection among themselves and exchanging their respec-
tive NFV-NS catalogues. Eventually, federation agreements should maximize the admin-
istrative domains’ profit by extending the local domain service offering and by avoiding
the rejection of NFV-NS deployment requests by requesting services to other domains,
hence increasing computing/networking resource availability and service footprint.
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3.1.3. Resource federation

Resource federation is the overall process of consuming/providing computing and net-
work resources from/to external federated domains. In this case, the decision point is also
placed in NFV Orchestrator module. After that decision, a consumer NFV Orchestrator
requests resources to a provider NFV Orchestrator. Once granted, the consumer 5GT
Service Orchestrator (5GT-SO) takes control over provider’s resources. The resource fed-
eration process contains the establishment of business/service level agreements and the
allocation process of providing/consuming resources. Based on the agreed terms and
conditions, the consumer domain controls and consumes the provided resources while the
provider domain charges for their usage.

3.2. Federation characterization

Federation is indeed a broad concept, and as such, has been already tackled in existing
works [52]–[59], which consider different aspects that we represent in Table 3.1. By
doing so, we try to spell out what might be involved in a federation process and what
variables could be in place. The first column of Table 3.1 presents the main federation
characteristics as found in relevant previous works, along with possible options for each
characteristic in the second column (briefly described in the third column).

As mentioned earlier, in a federation scenario, an administrative domain can be either
a consumer or a provider. Depending on what is being federated, we refer to service or
resource federation. In service federation [52], [54], [56], the provider domain deploys
the service and provides the required connectivity for the consumer to use (i.e., consume)
the federated service. Upon success, the provider domain is used as a proxy for the con-
sumer domain to perform life-cycle management operations over the federated service. In
resource federation [55], the provider domain leases the control and management of the
federated (virtualized) resources.

A key aspect of federation is how dynamic the environment is. There are two main
scenarios that can be considered: (i) pre-established & static, and (ii) open & dynamic.
Prior to any federation procedure, the administrative domains need to define the relation-
ships among themselves in each case they interact as provider and/or consumer roles. The
relationships are set on business level in terms of trust policies. These agreements can be
statically set in advance (e.g., long time before any federation interaction) or they can be
dynamically set, minutes range before any federation procedure. The static agreements
or pre-established are useful for administrative domains that would expect frequent inter-
action among themselves, usually neighbouring administrative domains. The agreements
set up all the terms for both consumer and provider roles, the pricing models, the trust
policies, the security level among the administrative domains. For instance, in a coop-
erative neighbouring interaction, the terms and policies for general resource federation
can be set in manner that is better for the provider, while for particular use-cases a differ-
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Table 3.1: Federation characteristics

Federation Options Description
Domain
Roles

Consumer Domain consuming federation
Provider Domain providing federation

What is
federated?

Services
Service extension or new
service (resource agnostic);

Resources
Specific amount of virtualized
resources;

Environment
dynamicity

Pre-established
& Static

Business agreements with known
members (e.g., Service Level Agreements (SLAs));
Advertisement/discovery of
federation capabilities;

Open federation
& Dynamic

Rapidly changing and unknown
members;
Requires higher security degree;
Announcement/negotiation for
federation;

Interconnection
framework

Decentralized
peering

Peer-to-Peer connection with each
agreed administrative domain.
Individual connections contain
independent rules of interaction.

Centralized
Single central entity manages the
interaction and applies rules for
all involved administrative domains

Decentralized
distributed

Peer-to-peer framework using
consensus protocol for applying
rules for all connections,
maintain trust, security,
or node failure.

Layer
communication

Single
Orchestrator-to-orchestrator
(same entities)

Cross-layer Cross-layer interaction;

Federation
deployment

One-to-one
Requesting federated service or
resource from a single domain

One-to-many
Requesting federated services or
resources from multiple domains;
Simultaneous deploy & chaining

ent set of terms and usage polices can be favourable for consumer. These agreements in
pre-agreed federation are usually long-term agreements with fixed pricing (subscription
based), but any length or pricing can be applied.

Dynamic or open federation relationships are set on-line, minutes prior to establish-
ing any federation of resources or services. These agreements usually define roles in a
particular use-case. They contain similar terms and policies; however, they are mostly
short-term with dynamic pricing policies. The open federation is usually competitive fol-
lowing an auction model of reserving resources. Moreover, as in an open federation, the
administrative domain decides dynamically whether to join or leave an existing federa-
tion. The administrative domain does not need to make decisions at predetermined time,
so the duration of its federation membership is not fixed. Federation in this case is dynam-
ically formed in a distributed, bottom-up manner. An open framework has to offer secure
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Figure 3.2: Federation classification and steps

Table 3.2: Comparison between dynamic and static federation

Feature Static Federation Dynamic Federation
Negotiation frequency Low High
Changing terms approach Central; Peer-to-peer; top-down Autonomous; Distributed
Stability High Low

and trusty processes to enable domains to reach short-term agreements shortly before a
service or resource is deployed, in a form of dynamic SLAs [60].

For particular use-cases, the static approach would have pre-determined roles and
amount of resources that each provider domain provides to the consumer domain. The
time to request, reserve and use federated resources is shorter than in the open-federation
manner. Moreover, administrative domains form a federation based on a (long-term or
short-term) agreement so that their membership remains unchanged for an extended pe-
riod of time. Also, mutual agreements are required for any membership change to an
existing federation. Federation in this case can be formed by a central entity in an offline,
top-down manner.

Also related to the dynamicity of the environment, another key federation character-
istic is the nature of the interconnection between the involved domains. As shown in
Table 3.1, we can differentiate among: (i) centralized, (ii) decentralized-peering, and (iii)
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decentralized-distributed options. For static federation, either centralized or decentralized-
peering approaches are considered as most appropriate. In a decentralized-peering sce-
nario, domains establish independent peer-to-peer connections to every administrative
domain with an existing agreement. The maintained policies linearly increase with every
new federation agreement, which would make this hard to handle and scale in dynamic
environments. A centralized framework provides a single central entity to oversee and
manage the federation among all involved administrative domains. A hybrid option is a
decentralized-distributed framework, that relies on a consensus protocol to apply com-
mon rules and policies of interaction in a peer-to-peer network. Any domain joining or
leaving does not alter the ratified behavior. Figure 3.2 illustrates the different federation
options and federation steps. In Section 5.5, we describe how Blockchain technology can
be applied as a decentralized-distributed network solution.

Regardless of the interconnection framework in use, administrative domains are com-
posed of different layers (e.g., of different resources) and therefore communications may
happen at different layers through different interfaces [56]. Single-layer federation con-
nections are established between equivalent entities (e.g., orchestrator-to-orchestrator,
shown on Fig. 3.2), laying on the same architectural layer using east/west interfaces. Hi-
erarchical federation connections are cross-layer connections established between entities
on different layers using different interfaces –northbound or southbound.

Last, but not least, we can also characterize how many domains are involved in a given
federation instance. This is what we refer to as "federation deployment", and we consider
two possible cases: one-to-one and one-to-many. A one-to-one federation deployment oc-
curs when a consumer domain generates a federation request for a single provider domain
to provide the required service or resource. In [57], this is referred to as the Resource
Manager Role. In a one-to-many federation deployment, the consumer domain simul-
taneously requests several services to be provided by multiple provider domains. The
consumer domain later orchestrates complex chaining of the federated services and/or re-
sources from the diverse provider domains [52]. Similarly, in [57], this is referred to as
Aggregator or Hub role.

3.2.1. Procedures involved in federation

Although the ETSI NFV has defined the different orchestration and lifecycle manage-
ment procedures (e.g., instantiation, termination, scaling, etc.), and has even explored
different architecture options to support the collaboration among multiple federation do-
mains, there is not yet a clear standardized set of procedures defined. It is critical to
preserve interoperability between domains, thus minimizing the extent to which existing
mechanisms (e.g., ETSI NFV MANO procedures) would need to be modified. We next
summarize the high-level sequential steps that are involved in a generic service/resource
federation process [55], [56]:
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1. Domain registration. This is required regardless of the dynamicity of the environ-
ment. In a static federation, administrative domains establish peer-to-peer individ-
ual connections to every contracted administrative domain. In an open federation,
the registration, although open to new administrative domains, might require a vot-
ing consensus to allow transparent decisions (of new members acceptance, gover-
nance, etc.). Security mechanisms and integrity checks are fundamental.

2. (a) Advertisement/Discovery. In static federation environments, depending on
the pre-established agreement, peering administrative domains periodically
exchange or advertise information on available services/resources. For a large
number of connections, an administrative domain uses polling or discovery in-
stead of advertising. Based on the exchanged/shared information, a consumer
domain is capable to generate a global view of available services or resources
for federation, helping it to take a better federation decision.

(b) Announcement/Negotiation. In open and dynamic federation environments,
domains re-negotiate federation terms repeatedly. Different negotiation tech-
niques are available: bilateral, match-matching or autonomous [61]. Match-
matching and autonomous are more suitable for a centralized entity. A con-
sumer requests federation by specifying a range of terms. The central en-
tity matches potential provider domains that strictly match terms - match-
matching, or by close-to-full fulfillment - autonomous. Upon a matched do-
main, both provider and consumer domains receive the connectivity details.
In the bilateral case, more suitable for a decentralized-distributed intercon-
nection scheme, the consumer domain broadcasts an announcement request
for federation. Potential provider domains engage in a reverse-auction fashion
by replying with bidding offers. The final decision is made by the consumer
domain using internal policy criteria. The selected winning provider domain
proceeds into fulfillment of the federation request.

3. Deployment. In this step, the "winning" provider proceeds with the deployment of
a federated service or resource. Upon successful deployment, both, the consumer
domain and the provider domain, establish data plane connectivity and inclusion of
the federated service/resource for the intended purpose. In an NFV MANO envi-
ronment, these steps are repeated for every service extending/scaling/healing oper-
ation [54]. Finally, at the end of this stage, federated resources/services commence
running as an integral part of the consumer domain.

4. Life-cycle management & charging. Once the federated resource/service is em-
bedded and running, the consumer domain manages its life-cycle using the provider
domain orchestrator as a proxy in a single layer communication scheme. In a hierar-
chical communication scheme, the control plane goes through the north/southbound
interfaces (e.g., cross-layer on Fig. 3.2). Both domains monitor the federated usage
and calculate the fee according to the established agreement. Note that the provider
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domain has a "kill switch" or the ability to terminate the federation at any point
in time [55]. As opposed to static environments, establishing a monitoring and
charging process can be quite challenging in dynamic environments.

3.3. Federation in 5G-TRANSFORMER (5GT) project

3.3.1. Service and resource federation in 5GT

This section introduces the high-level architecture of the 5G-TRANSFORMER (5GT)
system, with a focus of the federation as an essential feature of the 5GT framework. The
federation feature allows 5GT service providers to deploy and manage services in exter-
nal domains through service federation and to obtain and control computational/network
resources from other domains through resource federation. The 5GT platform is more
suitable for static federation.

3.3.2. Baseline 5GT architecture

The 5GT architecture is built with the goal of providing a platform with flexible and
dynamic management features to serve the needs of multiple and heterogeneous services
coming from different vertical industries. Such services can be concurrently instantiated
over a shared infrastructure that combines multiple heterogeneous types of resources in
terms of computing, storage and networking. The 5GT architecture consists of four main
building blocks, namely 5GT Vertical Slicer (5GT-VS), 5GT-SO, 5GT Mobile Transport
and Computing Platform (5GT-MTP), and 5GT Monitoring (5GT-MON). Two domains
are represented in Fig.3.3, each having a full stack consisting of these four blocks (5GT-
MON not represented for the sake of simplicity).

The 5GT-VS is the entry point for vertical industries to access the 5GT platform.
It provides a web portal and an Application Programming Interface (API) for (vertical)
end-users, simplifying the process of requesting vertical services. The 5GT-VS exposes
a catalogue of vertical services offered to vertical end-users, which are customized by
the vertical users by setting parameters to mach their service requirements. The 5GT-VS
translates from business-oriented vertical service requests into slice requests, which are
eventually mapped to NFV-NSs. In turn, these NFV-NSs are requested by the 5GT-VS to
the 5GT-SO.

The 5GT-SO manages the E2E orchestration and the lifecycle of the NFV-NSs. They
are deployed by matching their requirements with the resource availability in the 5GT-MTP
[62] through placement algorithms. The 5GT-SO contains two types of orchestrators: (i)
the NFVO Network Service Orchestrator (NFVO-NSO) and (ii) the NFVO Resource Or-
chestrator (NFVO-RO). Both orchestrators embody the functionalities of a typical NFV
orchestrator (NFVO) [63]. Using the 5GT architecture, NFV-NSs can be deployed over
single or multiple Administrative Domain (AD). For deployment over single (local) do-
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Figure 3.3: 5GT Architecture

main the 5GT-SO uses the So-Mtp interface towards the local domain 5GT-MTP. For
multi-domain deployment and management, referred to as federation, the 5GT-SO estab-
lishes peer-to-peer inter-connections with external ADs via the So-So interface [64] [65].

The 5G-MTP is responsible for orchestrating heterogeneous resources (computing,
network, storage) available in each domain, exposing them to the 5GT-SO and serving
its resource allocation requests to instantiate VNFs and to manage the connections of
the underlying transport network. The 5G-MTP embeds plug-ins for interaction with the
managers of each subset of resources : for (i) compute resources, the the Virtual Infras-
tructure Manager (VIM) or for (ii) inter-PoP networking connectivity, the WAN Infras-
tructure Manager (WIM). The 5GT-MTP generates an abstracted resource view towards
the 5GT-SO via the So-Mtp interface according to policies in place.

The instantiation of NFV-NS follows a top-down workflow from the 5GT-VS down
to the 5GT-SO and to the 5GT-MTP and underlying physical infrastructure. Note that
a NFV-NS can be a single compact NFV-NS (containing multiple VNFs) or a modular
composition of multiple (nested) NFV-NSs, referred to as composite end-to-end NFV-NS.

In the case of single domain instantiation, the important decision point is the place-
ment of VNFs over the available resources. The Placement Algorithm, part of the 5GT-SO,
generates placement decision for all the VNFs that composed the NFV-NS being in-
stantiated [66]. The decision is based on the abstracted resource view provided by the
5GT-MTP and the NFV-NS requirements coming in the instantiation request from the
5GT-VS. In case of a federation scenario (multiple ADs), the number of deployment
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options significantly increases.

3.3.3. Service federation in 5GT

In the 5GT framework, service federation applies to composite NFV-NS. A request for
instantiation of a composite NFV-NS is sent from the 5GT-VS to the 5GT-SO. Each
nested NFV-NS (of the composite) has a specific NFV-NS descriptor stored in the 5GT-SO
repository which contains the service information for the specific nested NFV-NS. This
information contains the number of VNFs, the computational resources used (i.e., CPU,
memory, storage), the VNFs topology and requirements (i.e., bandwidth, latency require-
ments, service access points, etc.). The 5GT-SO decides for each nested NFV-NS whether
to instantiate it locally (using the local 5GT-MTP) or to request service federation from a
provider domain 5GT-SO via the So-So interface.

The service federation, as a concept of deploying a nested NFV-NS of a composite
NFV-NS in an external domain or of providing a nested NFV-NS to an external domain,
is a broad concept. It appears in two forms: service delegation service federation. Both
procedures are orchestrated by the Composite Network Service Orchestrator (NSO) mod-
ule of the 5GT-SO. Service delegation is the process of delegating the request for a service
instantiation to an external (federated) domain. Generally, when a 5GT-VS issues a re-
quest for instantiation of a single NFV-NS (not composite), the request is received by
a 5GT-SO (Composite NSO) on the Northbound Interface (NBI). The Composite NSO
analyses the request and decides to delegate to an external/peering domain. The Com-
posite NSO simply redirects the request on the Eastbound/Westbound Interface (E/WBI)
(So-So-LCM). The peering 5GT-SO (Composite NSO) accepts the request and instanti-
ates the single NFV-NS. Note that federation of composite NFVNS or further decomposi-
tion by the provider domain Composite NSO is not foreseen. More information regarding
decomposition of NFV-NSs can be found in Section 6.6.5.2. Upon instantiation of the
single NFV-NS, it sends back all the information to the consumer 5GT-SO (Composite
NSO). The consumer Composite NSO redirects the response back to the 5GT-VS on the
NBI. The local/consumer 5GT-SO role is to act as a proxy between the 5GT-VS and the
federated/provider 5GT-SO. The 5GT-VS is not aware of the setup, hence service dele-
gation is transparent for the 5GT-VS. The lifecycle management is handled by the fed-
erated/provider 5GT-SO. The monitoring information is delivered to the 5GT-VS using
the local/consumer 5GT-SO as proxy as well. Federation of services in 5GT-SO follows
a similar approach as in ETSI Group Specification (GS) NFV Infrastructure and Archi-
tecture Working Group (NFV-IFA) 028 [28]. Federation of services is used for composite
NFV-NSs or single NFV-NSs that are decomposed by the NS decomposition algorithms.
The composite NFV-NS has defined a set of nested NFV-NSs that by instantiating each of
them and stitching them together form the composite End-to-end NFV-NS. On the other
hand, the NS decomposition algorithm runs at instantiation time and generates a set of
nested NFVNS out of a single NFV-NS. In both cases, the Composite NSO decides for

62



each of the nested NFV-NS whether to deploy it locally or in a peering/federated domain.
The process of instantiating part of a composite NFV-NS (one or more nested NFV-NSs)
in a federated domain and another part in a local domain in order to form the end-to-end
NFV-NS is defined as service federation. The main difference with respect to service del-
egation is that the consumer Composite NSO has an active role in orchestrating the com-
posite End-to-end NFV-NS. The 5GT-SO receives a request for instantiation of a compos-
ite NFV-NS/ single NFV-NS from 5GT-VS on the NBI. In the case of single NFV-NS, the
Composite NSO first makes decomposition of the requested NFV-NS into several nested
NFV-NSs using the NS decomposition algorithm module. More on the decomposition are
described in Section 6.6.5.2. Afterwards, the Composite NSO decides where to instanti-
ate each of the nested NFV-NS, in the local domain or in a federated domain using service
federation. The reasons can be diverse, such as: lack of resources provided by the local
5GT-MTP, different target location that is not supported by the administrative footprint,
extension of services, unsupported NFV-NSs, lack of on-boarded NSDs for the nested
NFV-NS, etc. Upon the decision for service federation, the Composite NSO queries a
peering administrative domain for availability of providing the requested nested NFV-NS.
(Alternatively, the set of offered services could be pre-negotiated offline among adminis-
trative domains.) Note that the information of availability is previously stored in the local
Catalogue Database (DB) and the network connections to all peering 5GTSOs are already
established. Optionally, for the dynamic decomposition case, the consumer Composite
NSO can provide an NSD to the peering (provider) 5GT-SO for the requested NFV-NS
for federation (e.g., for more specific deployment flavor). This optional case is for further
study. The provider Composite NSO checks confirms the availability and starts with in-
stantiation of the federated NFV-NS. The instantiation procedure in the provider domain
is similar to instantiating local nested NFV-NS (through the Constituent NSO, RO-OE,
RO-EE, etc.). However, the process is marked as “federated NFV-NS” at starting time.
Once the provider domain instantiates the federated nested NFV-NS, the provider Com-
posite NSO confirms the instantiation to the consumer Composite NSO. The Composite
NSO checks instantiation of both local nested NFV-NSs and federated NFV-NSs before
proceeding with the stitching procedure. In the stitching procedure the Composite NSO
instructs the Composite RO to exchange information and setup interconnections with the
provider domain Composite RO on the E/WBI (So-So-RM). Once all the interconnec-
tions are set locally and with the provider domain, the composite End-to-end NFV-NS is
up and running. The implementation workflow of establishing service federation is cov-
ered in Section 6.7.7. As in ETSI GS NFV-IFA 028 [28], the consumer Composite NSO is
not aware of the resources and VNFs that the provider Composite NSO is using to provide
the federated NFV-NS. The consumer 5GT-SO NFVO-NSO is using the So-So-LCM to
send requests for lifecycle operations of the provided NFV network service. The lifecycle
operations are performed by the provider 5GT-SO NFVO-NSO. The So-So-MON allows
exchange of limited information consisting of performance indicators and fault alarms.
According to the already negotiated terms and conditions, some performance indicators
may be hidden from the consumer domain. The 5GT-SO NFVO-NSO is using the So-So-
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CAT reference point to exchange catalogue updates, querying for NSDs or on-boarding
MEC AppDs.

3.3.4. Resource federation in 5GT

There is another federation scenario in which our algorithm can be used, that is, resource
federation. Eventually, local domain resources of the 5GT framework may fail or they
may be exhausted by running services. In this case, the 5GT-SO uses resource federation
to request resources from a provider domain and to be able to use them as if they were
local.

Resource federation is the overall process of consuming/providing computing and
network resources from/to external federated domains. In this case, the decision point
is also placed in the 5GT-SO module. After that decision, a consumer 5GT-SO requests
resources to a provider 5GT-SO. Once granted, the consumer 5GT-SO takes control over
provider’s resources. Based on the agreed terms and conditions, the consumer domain
controls and consumes the provided resources while the provider domain charges for their
usage.

3.4. Federation of resources concept in the dynamic edge - 5G Coral

In the thesis provides description on a conceptual work for federation specified for dy-
namic environments. Similar to the static NFV environments described in the previous
section, it is described the step-by-step concept of enabling federation in a volatile en-
vironment where networking and computing resources are constrained with fluctuating
performances

3.4.1. 5G-Coral architecture

Before diving into the federation concept, first we briefly go through the 5G-CORAL
project system architecture. Figure 3.4 shows the 5G-CORAL system architecture with
the two main components: Edge and Fog computing System (EFS) and Orchestration and
Control System (OCS). The EFS is a logical system subsuming Edge and Fog resources
that belong to a single administrative domain. An EFS provides service platforms, func-
tions, and applications on top of available resources, and may interact with other EFS
domains.

The OCS is a logical system in charge of composing, controlling, managing, orches-
trating, and federating one or more EFS(s). An OCS comprises VIMs, EFS managers,
and EFS orchestrators. An OCS may interact with OCSs of other administrative domains.
The OCS components, which are shown from bottom to top in Figure 3.4, are:

• VIM contains the functionalities used to control and manage the interaction of the
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Figure3.4:5GCoralArchitecture
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App descriptors to uniformly describe the various characteristics of EFS Functions,
EFS Applications, and EFS Service Platform. EFS Entity Descriptors are refer-
enced and included into an EFS Stack Descriptor.

3.4.2. Motivation for federation in 5G-CORAL

Each administrative domain is composed of set of computing/storage/networking devices
that shape the underlying infrastructure of a single administrative domain. As mentioned
in [67], multiple administrative domains may exist in a same service area. Considering
the 5G-CORAL environment, the underlying infrastructures of multiple administrative
domains are in constant adjacency. The nearness of various technologies opens a spectrum
of possibilities for deployment of different EFS services/applications that rely on multiple
underlying infrastructures. By cooperation among administrative domains and losing the
strict boundaries, the inclusion of external resources is feasible. The process of adopting
external resources provided by another peering/provider domain for the goal of deploying
an EFS service/application is called federation of resources.

How an administrative domain would benefit from a federation of resources? In 5G-
CORAL environment, each administrative domain has its own underlying infrastructure
as EFS resources. The quantity of the set of EFS resources varies from large to a set of
few EFS resource per administrative domain. In both cases, large or few amount EFS
resources, each underlying infrastructure is limited. The limitation can be in terms of ca-
pacity, lack of certain technology, user accessibility, etc. In order to expand the limitation
without extending the CAPEX and/or OPEX, the administrative domains can use feder-
ation feature. The federation as concept allows the administrative domains to maintain
the service level without service interruption and high expenses. Depending on the inter-
domain interactions, the global welfare of the administrative domains may increase with
adoption of federation feature. In environment close to the edge of the network where the
infrastructure resources are volatile, through the use of resource federation, the stability
can be increased.

In order to enable the federation of resources through 5G-CORAL platform, the whole
process of federation goes through several steps. First, it is mandatory to identify all the
stakeholders/actors that are part of a certain use case scenario. A proper model of inter-
action between all the involved parties or stakeholders has to be established. Finally, the
process of resource federation implemented by setting up how EFS resources interact and
establish multi-domain connections between each other using the 5G-CORAL system.

3.4.3. Federation interaction model

Once the federation between 5G-CORAL administrative domains is defined as static or
pre-established. The next step is to define the interaction between the 5G-CORAL plat-
form at each domain. The interaction between the administrative domains can be on hi-
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erarchical or peer-to-peer level. The approach of the 5G-CORAL is to apply peer-to-peer
cooperative model of interaction. There are three cooperative models for EFS resource
federation [67]:

• Trust model

• Loan model

• Concession model

The loan model is preferable for the open federation, while the concession model for
the non-volatile resources and the trust model is well suited for long-term inter-domain
relationships. For these reasons and since the static method is adapted in 5G-CORAL,
the trust cooperative peer-to-peer model is most suitable at this point. In this static model
the pricing can be fixed or posted-scheme that goes through subscription-based charging
scheme (monthly or yearly based) [67]. Additional to the defined federation model, each
administrative domain may introduce sub-models for specific use-cases that needs to be
translated to well-defined SLAs. Moreover, the specific use-case would be seen as a case
where different SLA agreements providing better conditions is in place instead of the
agreement for a general federation. For example, for a certain administrative domain that
provides specific set of services over Wi-Fi access, it may set up specific SLA agreements
with neighbouring domains over their Wi-Fi radio resources.

3.4.4. Inter-domain connection (F2 interface)

Next, an administrative domain establishes links to all federated domains on the OCS level
via the F2 interface. For example, if administrative domain A has established federation
agreements with administrative domain B and administrative domain C then there will be
two links on the F2 interface, one from OCS A towards OCS B and another one from
OCS A towards OCS C. The F2 interface is an interface for inter-connection of peer-to-
peer OCS platforms residing in different administrative domain. The document focuses
on the resource federation, hence the communication through the F2 interface would be
mainly towards the federation of resources related operations. Having that in mind, the
communication on F2 interface is between EFS Resource Orchestration modules.

The EFS Resource Orchestrator module supports accessing the edge and Fog re-
sources in an abstracted manner independently of any VIMs, as well as governance of
service platform/function/application instances sharing resources in the EFS [67]. In the
federation (SLA) agreements the administrative domains share the endpoints (e.g., IP
addresses, URL, etc.,) of their EFS Resource Orchestrators. The endpoints are used to
enable communication through the F2 interface. The communication on the F2 interface
is composed of three phases: advertisement phase, instantiation phase, and termination
phase (shown on Figure 3.5).
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the resource). For example, as Figure 3.5 shows, domain A broadcast requests to neigh-
bouring domains (domain B and domain C). The potential provider domains (B and C)
generate their offers/advertisements of available resources for federation and respond to
the request. The consumer domain A accumulates the responses for a certain time (e.g.,
once a timeout for received offers expires) and then ranks the received advertisements.
As shown on Figure 3.5, the consumer domain A chooses the optimal set of resources
(from domain B) and the EFS RO sends reservation requests (Accept offer) to the chosen
provider domain B. The chosen providers confirm the reservation request and that is the
last message exchange for the advertisement/negotiation phase.

During the negotiation phase, parties should take into account the federation stability,
which could be affected by at least two factors. First, mobility and volatility of EFS
resource may later invalidate the usability of federated resources that have been offered.
Second, the provider domain may unilaterally retract federated resources that have been
offered to some consumer domain and provide another consumer domain with the retract
resources as a means to earn more profit. Generally speaking, if a participant can earn
more profit by leaving a federation, the federation will fall apart; if a group of participants
can all earn more profits by leaving a federation and forming another one, the federation
will fall apart. This scenario may not be avoided if administrative domains earn their
own profits individually, as in the case of peer-to-peer federation model. However, if
all participants share the total profit in the federation (a group federation), instability of
federation can be avoided by an appropriate allocation of federation profits to members.

Federation instantiation phase. The instantiation phase begins when the provider EFS
RO confirms incoming request for reservation of available resources. Then the EFS RO
sends reservation request to the VIM on the O4 interface. From the three planes (manage-
ment, control and data plane), only the management plane is not federated. The provider
domain keeps the EFS resource attached to the local management plane. The VIM re-
configures the control and data plane of the resources that are being reserved. Once both
planes are reset to idle, the operation is confirmed from the VIM to the EFS RO. In
order to connect the reserved resources with the consumer domain, the EFS RO issues
request to the EFS Application/Function Manager to instantiate tunnelling function (e.g.,
SDN-WAN function) on top of the reserved resources (see Figure 3.6). The tunnelling
(SDN-Wide-area Network (WAN)) function is instantiated in order to create secure tun-
nel and grant orchestration privilege to the consumer (external) domain over the control
and data plane of the reserved resources. Note that the management plane of the reserved
resources would remain orchestrated by the constituent EFS RO and VIM for the whole
duration of the federation process.

Upon instantiation of the tunnelling (SDN-WAN) function, the EFS Application/Function
Manager exchanges security parameters (e.g., security keys) or provides the ID and the IP
address of the tunnelling (SDN-WAN) function to theEFS RO. The EFS RO provides this
set of information (ID and IP address) on the F2 interface along with a confirmation that
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unstable. One occurs to mobile EFS nodes (fog nodes). If a fog node is a part of the EFS
resource of a provider domain, offering it to a consumer domain may risk the possibility
of losing connection with it possibly due to its movement.

3.5. Remarks on the federation concept

In this chapter we presented the general definition and concept behind federation of
NFV-NS and resources. We performed a classification of the federation concept based
on different federation characteristics. Afterwards we present the general step-by-step
procedures that might be in the federation of NFV-NS or resources. The concept of feder-
ation is introduced in two projects: 5GT and 5G-Coral. We have briefly went through their
system architecture and the realization of the federation using the developed platforms.

In the next chapters, we re-use the same concept to showcase federation of NFV-
NSs for static environments using the 5GT platform (Chapter 4) as well as for dynamic
environments using Blockchain technology (Chapter 5).
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4. FEDERATION IN NFV ENVIRONMENT

In this chapter, the static federation is presented through a vertical service deploy-
ment. A mission-critical service for eHealth, a multi-domain end-to-end service, shows
how novel technologies (e.g., AR) combined with the federation feature and edge/MEC
deployment capabilities can potentially increase the life-savings by emergency services.

4.1. Introduction to eHealth in 5G

The new generation of mobile communications, 5G, is expected to bring significant im-
provements on many fronts: enhanced mobile broadband experiences to the end-user,
ultra-reliable extremely low latencies to enable industry automation, autonomous driv-
ing, and massive machine-type communications, which will make the wireless Massive
Internet of Things (MIoT) a reality. But in addition to these highlight-worth well-known
use cases, there are many application areas that could benefit from 5G and associated
technologies. One key example, with a clear and direct impact on society at large, is
emergency services and healthcare.

Nowadays, emergency services depend on human intervention. A witness in the vicin-
ity of the emergency will, luckily, start the emergency procedure described as follows: (i)
the witness calls the emergency number (112 in Spain) and explains the situation and the
location (this explanation is subjective and prone to errors based on the background of
the witness, since there is no available data of the patient’s condition, also the location is
subjective and very often referred to geographical items difficult to locate, e.g., next to the
bakery), (ii) the operator at the 112 call center assesses the situation and decides which is
the most suitable emergency response team, and, (iii) the emergency team is deployed.

In the city of Madrid, this procedure takes around 4 minutes, while the time an ambu-
lance takes to reach the location is estimated to be around 8 minutes (depending on dis-
tance and traffic)6. By analyzing the data provided by the Emergency services of Madrid,
we realized that considerable improvements can be achieved in improving the efficiency
of the emergency service by employing automatized detection systems.

The automatic detection of emergencies is an incipient business that will increase in
the next years thanks to the new capacities in terms of massive connectivity of devices
with low power consumption brought by 5G. The increasing trend on the use of smart
wearable devices, together with the great advance in terms of portable medical monitoring
and sensing, can be used to enable continuous monitoring of health parameters (e.g., heart
rate, sugar blood level, blood pressure), and thus detect, and even predict, potential health

6https://www.madrid.es/UnidadesDescentralizadas/Emergencias/Samur-PCivil/

Samur/ApartadosSecciones/11_NoticiasNovedades/Ficheros/Jornada5G_SalvarVidas.pdf
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issues in a personalized way.

Additionally, the introduction of 5G brings more opportunities to improve the qual-
ity of care of the emergency team. New AR technologies allow for better treatments
on-site, as well as to enable remote support from other medical teams, which may re-
duce the cost of the service (reduced emergency teams supported remotely). AR requires
significant computing resources that cannot be pushed to the cloud, due to strict latency
requirements. However, 5G capabilities in terms of low latency, rapid edge deployment,
and high reliability can be used to make possible the use of AR services when treating
an emergency situation. The 5G network also enables providing such service globally
through service federation. In this way, Emergency Systems that are customers of a given
5G service provider can track and respond to emergencies of their patients everywhere by
using resources of other providers.

With the goal of realizing an improved and automatized emergency service, this chap-
ter proposes a design and realization of a 5G personalized health emergency system
through the use of federation. It describes a real-life experience of the deployment of a
system capable of detecting and responding to emergency situations in an automatic and
personalized way while enriching the tools at hand of the emergency team by enabling
the use of AR services at the location of the emergency. Thanks to the dynamic network
reconfiguration and deploying NFV-NS in an external domain using federation. In short,
the system is capable of patients’ live-monitoring so that when an accident occurs (e.g.,
irregular heartbeat, which is a sign of a possible cardiac arrest), the system triggers an
alarm to send an emergency team to the emergency location while the network is recon-
figured with the deployment of a new network service in order to support the emergency
team with AR services on-site. The presented scenario has been completely implemented
and it has been validated by the emergency services of the Madrid Municipality. As fur-
ther validated, the time needed to detect and process the emergency, select the best team
and send it to the right location can be mostly eliminated by enabling an automatic and
personalized emergency detection system, which also removes the need for the witness.
This reduction translates into an increase in the patient’s chances of surviving.

4.2. Related Work

5G will allow new kinds of health care services that are not feasible with the current
capabilities of network technologies. In [68], the authors summarized the application of
health care enabled by the capabilities of new mobile network technology. They divided
them into mainly four categories, namely online consultation, online health monitoring,
remote diagnosis, and mobile robot surgery (part of this work falls under the online health
monitoring category). One of the challenges identified for this category was the high
density of devices required to monitor a large part of the population. 5G is able to cope
with the increasing number of chronic patients being monitored, as it introduces higher
connection density, higher bandwidth, and lower latency with respect to the previous
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network generation (i.e., 4G). In [69], the authors demonstrate the need for a 5G network
(compared to the 4G network) to guarantee high efficiency and fast responses in a health
monitoring scenario.

Different technologies combined with 5G networks aim to improve health services.
The works in [70], [71] focus on applying deep learning and AI to enhance the perfor-
mance in heterogeneous networks, also tackling how to enhance health services in [72].
Other works [73], [74] offer solutions to improve the security in healthcare systems, while
some of them focus on multiple heterogeneous networks settings [75].

Edge computing is a key part of the 5G concept. The possibility of placing com-
putational resources closer to the user contributes to providing the low latency required
by health care applications while opening the door to new patient-centric applications.
Both [76] and [77] make use of the concept of edge to provide patient care. In [76], a
remote patient monitoring system makes use of edge resources to reduce the bandwidth
needs of the telemetry system used to monitor the patients. using a variety of sensors and
cameras. Also, it shows how using the edge ensures the real-time constraints of webRTC.
In [77], the authors present a framework to assess voice disorders through deep learning
processing at the edge. In our work, we use the edge for two differentiated functions: i)
deploying a network service implementing an AR supporting system, and ii) deploying a
virtual local breakout point.

Recent researches show that AR has huge potential for applicability in the healthcare
system, comprising user-environment interfaces, telemedicine, and education [78]. A key
example is the possibility to show relevant patient health records on the head-mounted
AR device without losing focus on the patient. In [79], authors developed a smart AR
application that supports healthcare professionals with procedure documentation and pa-
tient information during wound treatments. In addition, they evaluated the interest of
their work among healthcare professionals, who showed to prefer AR-based documenta-
tion systems with respect to the current documentation procedures (i.e., books, tablets, or
smartphones). However, they only considered scenarios in which the AR application runs
locally on the AR device.

Reference [80] evaluates the use of a particular AR device to assess its performance in
a disaster scenario. Similar to the previous case, the AR application runs locally in the AR
device, which additionally degrades the battery lifetime. In the study [81], AR devices
are used to triage patients in a disaster event. In the study, the AR device operates in two
modes (i) algorithm-assisted and (ii) with telemedical support from a remote professional.
The results showed 90% of accurate triage. The study emphasizes the (WiFi) connectivity
limitations, especially in the telemedical support case, and the low battery durability of
the AR devices.
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4.3. The scenario: 5G personalized health emergency system

In this section, we identify several areas where emergency services can be significantly
improved by the use of new communication technologies enabled by next-generation mo-
bile networks. On top of that, we present an eHealth emergency solution scenario, which
we implemented as described in Section 4.4.

4.3.1. eHealth improvements for saving lives

eHealth is defined as the delivery of health services by means of information and com-
munication technologies (ICT). The goal is to improve the information flow between the
actors involved (e.g., patients, paramedics, hospitals, doctors, surgeons), supported by
ICT. Mobile health, which is a component of eHealth, is defined as a medical health prac-
tice supported by wireless devices, including wearable medical devices, patient monitor-
ing devices, and personal assistants [82]. Adults are becoming more concerned and take
measures for continuous health monitoring by investing in mobile health devices [83].
With the clear goal in mind of exploring how ICT can enhance the emergency response
services, we have group different improvement opportunities as follows:

Emergency response time and real-time data In addition to preventing cardiac arrests
through constant monitoring, reducing an emergency team’s response time and being able
to reach the exact patient’s location clearly contributes to saving more lives. For example,
the reduction of the emergency response time significantly lowers the door-to-balloon
time7. According to [84], the guidelines suggest a door-to-balloon time of fewer than
90 minutes. The study points out few effective strategies in reducing the door-to-balloon
time. Some of them are (i) having a single call to a central operator, and (ii) providing
real-time data feedback to emergency and catheterization laboratory prior to arrival. A
similar study [85] analogously concludes that the major delays are due to reaching the
patient and moving her to the closest hospital.

Connectivity, durability and performance As mentioned, technologies such as AR,
have been proven to improve emergency services [81]. However, the main requirements
to make AR useful in emergency scenarios are: (i) to have a stable and high-bandwidth
wireless connectivity, and (ii) long battery duration. Various works [86], [87] suggest
that computational offloading at the Edge can reduce energy consumption by 90%, while
improving the overall performance of the devices. On top of that, Ultra-Low Latency
Communication (URLLC) slices in 5G networks are envisioned to address the connectiv-
ity requirements for AR [88], [89].
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Figure 4.1: eHealth scenario

4.3.2. Scenario design

Taking as a starting point the improvement considerations described before, plus the con-
straints imposed by the way emergency response teams operate and how cellular net-
works work, we arrived at the scenario shown in Figure 4.1. The ultimate goal, identified
as critical by the Madrid emergency response team, is to develop a fully automatic and
personalized emergency response system.

To reach the goal, we set a simple scenario for which we designed the fully autom-
atized system (explained in detail later). The scenario takes into account a continuously
monitored patient for its vital signs (e.g., heart rate). Once the patient heart rate is abnor-
mally low, an alarm is triggered which can be disregarded as a false alarm by the patient.
If the patient does not mark the alarm as false within a short pre-configured amount of
time, the system automatically dispatches an emergency team to the patient’s location. In
order to support the dispatched emergency team, the system deploys an AR system close
to the patient’s location.

To provide intensive health monitoring capabilities to an increasing part of the popu-

7The time period between the moment a patient with a possible acute heart-attack enters an Emergency
Room and he/she undergoes balloon angioplasty surgery.
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lation, we rely on the 5G massive connectivity properties.

A smart wearable (e.g., a smartwatch) is used to monitor the health of a person. This
device is able to detect potential health issues, such as low blood sugar incidents or, as
in our testing case, a heart-attack. Although 5G will support direct communication of
these wearable devices to a central cloud through a low power communication, for this
early stage of 5G deployment, we can assume the wearable is connected to a mobile
phone application which periodically reports the health status and the patient’s location to
a central cloud (Central eServer, step 1 in Figure 4.1). At the functional level, there is not
much difference between both solutions as far as the concepts presented in this article are
concerned. If the monitored data reveals a potential (predicted) or actual health issue (e.g.,
heart rate down to zero), the Central eServer issues an alarm to the user mobile smartwatch
or mobile phone (to check if it is a false alarm, step 2) while continuing the processing of
the emergency event. This involves analyzing the health issue and the medical records of
the person, deciding which might be the disease, and selecting the most appropriate team
to deploy, considering both the time required to reach the location and skills that best
address the emergency (e.g., a quick intervention medical vehicle, a regular ambulance,
or the combined deployment of a firefighters team). The Central eServer automatically
dispatches the selected emergency team (this can be canceled by the user at any time if
the person notifies that it was a false alarm) to the location of the person (step 3). In this
specific example, our system is able to deploy an AR service – for use of the emergency
team – to improve the quality of care, by displaying geolocation and health information
from the patient.

To provide high-performance, stable and durable AR service, the system requests the
deployment of an emergency Edge eServer closer to the emergency location (step 4).
This Edge eServer hosts the AR service helping the emergency team once deployed at
the emergency location and may include patient health data used by the emergency team
(step 5). This edge service is automatically deployed in a matter of a few minutes (with
current technologies), while the emergency team reaches the indicated location. The de-
ployed edge application establishes a connection to the emergency team and guides to-
wards the location of the user by streaming an AR-marked pathway to the doctor’s AR
headset (step 6). The edge application also obtains the user’s health records and live-
streams them on the doctor’s AR headset together with real-time sensor data from the
user’s wearable. The AR headset is also used to live stream video to a remote medical
team that can provide specialized support (if needed). Thanks to this, the paramedics’
team can significantly increase their efficiency (e.g., faster triage and provide real-time
feedback to the hospital), thus lowering the door-to-balloon time and increasing the prob-
ability of saving people’s lives.

The use of AR technology in emergency scenarios has been already proposed, but it is
now thanks to 5G that it becomes feasible to actually consider its wide use by emergency
response teams since AR requires very low latency between the AR device and the AR
server. As it will be proved later in this article, previous mobile networks (i.e., 4G) do
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Figure 4.2: eHealth system deployment

not provide a latency low enough to guarantee good AR experiences. Our 5G-based
solution is capable of dynamically instantiating an Edge eServer close to the location of
the emergency and adapting the mobile network infrastructure to provide a low latency
path to the newly deployed Edge eServer. In order to achieve this, a network service
federation from different operators might be needed to satisfy the requirements of the AR
service dedicated to the emergency case.

4.4. The solution: 5G-enabled personalized health emergency service

This section describes the technical solution enabling the scenario described before. First,
we provide an overview of the used 5G vertical service orchestration platform. Then, a
detailed description of the developed emergency and AR applications is provided.

4.4.1. Orchestrating Network Services in 5G networks: 5G-TRANSFORMER

As mentioned before (in Chapter 3), the 5GT architecture allows the deployment of net-
work services spanning multiple ADs [90], known as Network Service Federation (NSF).
This is possible thanks to the capabilities of the 5GT-SO to orchestrate composite NFV-
NSs (composed of multiple nested NFV-NSs). The Network Service Federation (NSF)
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feature is essential for the deployment of the 5G personalized ehealth emergency system
when and where needed, as shown in [91]. Let us just consider a simple example: the
emergency services of a city municipality have a contract with a 5G operator to provide
the patient’s monitoring and edge emergency NFV-NSs and the communication services
used by all the emergency teams. This operator deploys with the 5GT platform most of
its core network components and the monitoring NFV-NS (Monitoring-NS in Figure 4.2)
in a remote cloud location because of operational reasons, e.g., not demanding latency
constraints (AD1 in Figure 4.2). In case of an emergency, the Central eServer requests to
the operator (by means of a query to the 5GT-VS) the instantiation of an edge emergency
service (Edge-NS in Figure 4.2) connected to the monitoring NFV-NS close enough to
the emergency location. A placement algorithm (in the 5GT-SO) [92]–[94] is in charge of
deciding the placement of the Edge eServer based on (i) location constraints, (ii) informa-
tion regarding the availability of local computation resources, and (iii) latency constraints
of the AR application. The placement algorithm only computes the ideal Edge eServer
location over the operator’s local resources. However, there might be situations in which
the operator does not have the infrastructure available in the proximity of the emergency
location, requiring the use of infrastructure from a different operator offering the edge
emergency service (AD2 in Figure 4.2).

Hence, excluding the NSF feature, an operator to implement our proposed solution
would (i) require dedicated infrastructure, (ii) incur additional costs, and (iii) suffer from
long implementation times. For example, a non-NSF implementation over the Madrid
Municipality [93] (area of ∼ 8000 km2) would require a dedicated infrastructure to satisfy
the stringent AR latency requirements. That implies additional deployment & mainte-
nance costs as well as longer implementation time.

4.4.2. Health monitoring and AR applications

In addition to the network services and their orchestration logic, we developed the three
applications needed for the 5G-enabled personalized health emergency service: (i) the
monitoring application providing the heart rate measurements and location of users, (ii)
the server application processing the monitored information, deciding if an emergency
team has to be deployed and selecting the best one considering different information (e.g.,
time to reach the emergency based on the location of available ambulances), and (iii)
the AR service, required to compute and stream the information reproduced on the AR
headset (guidance to the physical location of the person, collection and representation
of the relevant medical information at each moment, and video streaming to a remote
medical team to better excel the patient’s triage).

The monitoring application is based on a smartwatch streaming heart rate data con-
tinuously to a 5G smartphone via ANT+ (Bluetooth could also be used). The smartphone
is connected through 5G NSA to the 5GT system and continuously sends new data to the
Central eServer (see Figure 4.1).

80



The Central eServer itself is continuously checking the state of the patient based on
the information received, detecting (or even predicting) when an emergency occurs, and
contacting the person (to detect potential false alarms). A false alarm occurrence is dis-
cussed in Section 4.6. The steps performed by the Central eServer while attending the
emergency are: (i) contacting the closest ambulance using the legacy emergency loca-
tion system of the Madrid municipality (based on a Global Positioning System (GPS)
Fleet Navigation API), and (ii) triggering the instantiation of the edge emergency net-
work service providing networking and computational resources required to support the
emergency team upon their arrival to the patient’s location.

The Edge eServer provides remote rendered AR/VR video flow streamed through a 5G
smartphone to the AR headset carried by the emergency team (we use Microsoft Hololens
v1). The reason for this setup is the current lack in the market of AR headsets with 5G
modems. Once the ambulance arrives at the emergency location, the Edge eServer starts
streaming guidance information to the Hololens, indicating directions to reach the patient
location. When the team reaches the patient, medical information is displayed on the
Hololens. This information is selected based on its temporal relevance and availability
(e.g., results from historical blood tests) aimed at facilitating the decision flow of the
medical team. This leads to more organized patient transportation along with a feedback
video streamed from the Hololens, thus enabling real-time remote support from other
remote medical teams or specialists in nearby hospitals.

The monitoring application is implemented using Android studio, using ANT+ API
to gather information from the wearable and REST services to request functions from
and to push data to the server. The Central eServer runs behind Apache HTTP server
and it consists of a set of REST APIs, functions developed in PHP and GPS Navigator
(Tomtom) APIs are used to find and contact the closest ambulance to the patient location.

The AR application is developed using Unity 2019 and built as a Universal Windows
Platform application, it receives patient and paramedics position using the GPS loca-
tion of the 5G smartphones. The streaming from the Edge eServer to the Hololens is
implemented with the Holographic Remoting API provided by Windows Mixed Reality
Toolkit (MRTK) [95]. The Hololens receives the stream using the MRTK native appli-
cation, Holographic Remoting Player. The AR navigation was implemented using Map-
box [96]. Note that we did not implement any additional algorithms to assist the triage,
as mentioned in [81]. The Hololens itself is able to capture uplink real-time video stream,
while a hospital team is able to push feedback augmented information in the Hololens,
assisting the emergency medic in real-time.

4.5. Validation results

This section describes the experiments performed to assess the validity of our design and
its usefulness for the emergency system of Madrid. To demonstrate the feasibility of
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the system, we deployed an end-to-end system as described in Figure 4.2, including a
smartphone (Samsung S10) connected to a cellular 5G NSA network (provided by Er-
icsson BB630 baseband and Advance Antenna System AIR 6488) shown in Figure 4.5,
the virtualized core network modules (implemented using the OpenEPC framework), a
multi-domain 5G orchestration system (using the 5GT stack with one provider domain
using Cloudify8 and the other one OpenSource MANO9 as coreMANO platforms) and
the different applications required (both at the end-user and server sides). Validation was
done by demonstrations/drills involving real emergency response teams with ambulances,
medical staff and firefighters.

The location of the emergency is the Institute IMDEA Networks, host of the 5TONIC
lab. The network functions of the different involved network services were deployed at
5TONIC and also at Centre Tecnològic Telecomunicacions Catalunya (CTTC) premises
in Barcelona, allowing us to resemble a scenario of a mobile operator providing services in
Madrid, but having some of their core network entities in Barcelona (with a geographical
distance of around 650 Kms). Following Figure 4.2, the RAN is deployed in 5TONIC,
while the core network and eHealth Central eServer are deployed at CTTC. This geo-

8https://cloudify.co/
9https://osm.etsi.org/

82



/

0.2

0.4

0.6

0.8

1.0

Duration time (minutes)

CD
F

0 5 10 15

MAX instantiation
time

  

7.1

Figure 4.4: CDF of the duration from the moment that an emergency team accepts an
emergency to the moment it reaches its location

graphical distance accounts for 10-15ms measured one-way delay in the communications
between a UE and the Central eServer, which we will prove to be critical in order to
deploy AR services.

The first step in our experimentation was to evaluate the service deployment time
upon an emergency occurrence. More specifically the time it takes for the deployment of
the Edge eServer at 5TONIC premises using the NSF. The bar chart in Figure 4.3 sums
up the average time of all phases included in the Edge eServer deployment: (i) VNFs
deployment, (ii) Connectivity establishment, and (iii) Service integration. The summed
average deployment time is 7 minutes for a set of 10 deployments that we performed in
5TONIC.

To further evaluate the feasibility and usefulness of our design, we analyzed the
duration of every emergency operation that occurred in the Madrid Municipality from
01/01/2019 to 31/12/2019. The dataset has been exclusively provided by the Emergency
Services of the Madrid Municipality, excluding any patients’ private information. The
graph in Figure 4.4 represents the CDF of the duration of every emergency. The duration
time for each emergency is measured from the moment the emergency team/unit accepts
the operation until it reaches the emergency location. Given the maximum deployment
time of 7.1 minutes, there is a probability over 0.55 that the AR application is deployed
and ready to be used by an emergency team upon arrival at an emergency site.

As mentioned before, the emergency average response time in Madrid is around 12
minutes, including around 4 minutes to issue the alert (receive the alarm and allocate the
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Figure 4.5: 5G NSA radio in the 5TONIC lab

appropriate medical resources). The remaining portion is the time required to achieve
the patient location shown with the CDF in Figure 4.4. In this context, the automatic
detection of the emergency reduces the first 4 minutes almost to zero. Also, by the time
the ambulance arrives at the emergency location, the Edge eServer will be up and running.
This highly improves the response time which results in increasing the number of lives
saved and reducing the number of side effects of a stroke.

The next step in our experiment was to evaluate the delay in the connection between
the Hololens device and the server performing the AR computation, considering 4G and
5G technologies and the availability of local computing resources through federation.
Note that if 5TONIC (local) computing resources are available for federation, the AR ser-
vice can be instantiated in the Edge eServer at the 5TONIC site. In other cases, the AR
service can not be deployed close to the emergency location, and therefore the AR mini-
mal latency requirements are not met, e.g., if the AR service is deployed in CTTC central
location. Table 4.1 summarizes the average one-way delay (OWD) measurements in the
different configurations. From the obtained results, it is clear that in order to achieve an
optimal AR service we need a 5G network connectivity with the AR application deployed
using federated service close to the emergency location. In the case of 4G with local fed-
erated service and 5G without federated local service, the measured latency is too close
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Table 4.1: Average OWD of each scenario.

Technology Latency
4G without federated local service 30 ms
4G with federated local service 18 ms
5G without federated local service 13 ms
5G with federated local service 5 ms
Wifi 2 ms

Figure 4.6: Average FPS achieved in the different scenarios.

to the minimal AR requirements.

For that reason, the final step in our experimentation has been to quantitatively assess
the Quality of Experience (QoE) of the AR user, which is extremely sensitive to delay. To
do so, we measured the average FPS achieved at the Hololens on the different streaming
settings. For example, X frames per second are streamed from the AR application to the
Hololens, however, due to latency and packet loss, only Y ≤ X can be reproduced into
the Hololens goggles. To capture the effects of latency on the FPS, we implemented an
application module, using the diagnostic tool of MRTK, providing statistics about the
actual frame rate sampled every half second. In this way, it was possible to analyze the
average FPS achieved in the different streaming settings. Also, considering the caching,
the frame prediction, and optimization of the Hololens, we performed our tests for a short
time while moving into the AR world. In this way, it was possible to appreciate the real
FPS experienced by the user. Obtained results are shown in Figure 4.6, where we denote
the availability of local infrastructure for federated service with the label 5GT. It can be
concluded that 5G is a clear must to have to achieve the best performance (being 60 FPS
is the maximum frame-rate achievable by currently available AR devices).

Although the difference between 50 FPS and 60 FPS may seem insignificant for the
reader, it is important to highlight that FPSs are critical for AR applications. Any dif-
ference in the FPSs makes a huge difference in the experience of the user since head’s

85



Figure 4.7: The object misplacement in the 4G without local edge scenario (top-left),
a correct object placement in the 5G with local edge scenario (top-right), sanitary staff
wearing the Hololens (bottom-left), patient health report shown on the Hololens (bottom-
right).

movement tracking introduces a latency which is clearly visible for FPSs below 60.

Not only frame rate is affected by latency, but another problem that may occur is also
object misplacement. Indeed, more than 10ms of delay leads to object misplacement of
at least three degrees [97] in mobile AR. Figure 4.7 highlights the misplacement of 3D
objects in the real world experience in the 4G scenario, compared to the correct position
of the objects in the 5G one. The arrival point indicator is moved by various degrees from
the original position in the test scenario using 4G without local edge (top-left), while
in the best scenario, using 5G with a local edge, the indicator is placed correctly in the
real world (top-right). Thus, enforcing the need for the proposed solution for mobile AR
applications.

4.6. Lesson Learned

This section lists the lessons learned during the implementation, integration, and deploy-
ment of the end-to-end eHealth system and network service development. We divided
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them by application-related and network-related.

4.6.1. Application-Related Lessons

• Do not always trust your phone’s Geo-location. The GPS location of smartphones
has very high variability. In our work, an average of over ten samples of the coordi-
nates was used to stabilize it. Hopefully, 5G will bring a more efficient localization
mechanism.

• Always synchronize the orientation. The AR headset used in this work often lost
its orientation when operating in dark environments. As consequence objects are
misplaced in the real world by various degrees. There is a need for a fast and
continuous synchronization mechanism of orientation tracking at the application
level.

• Choose carefully your Graphics Processing Unit (GPU). The remote rendering of
the AR scene needs a server (Edge eServer) with powerful GPUs to stream the AR
experience to the AR headset in real-time. In order to dynamically instantiate the
Edge eServer, the GPU must be virtualized, a feature not supported by every GPU
(including recent ones).

• Need for AR feedback on AR stream reception. We experienced that in some cases,
when the latency is too high (over 100ms) and the bandwidth is too low (less than
8Mbps) the device does not get any AR input, without the server getting any notifi-
cation/error. This needs to be improved to make the system more reliable.

• False-alarms. The occurrence of false alarms is a common and well-studied prob-
lem. However, there is no clear solution to approach it [98]. According to [99]
almost 25% of the health emergency calls are false alarms, which avoiding them
can produce immense savings. There are some models that can reduce these unnec-
essary calls [100], however, the authors warn that focusing on minimizing the false
alarms can lead to an increase of more severe outcomes, even deaths. In our view,
employing a limited timer to signal a false alarm (so once it expires, the emergency
team is dispatched) could be sufficient to lower the number of false alarms without
increasing the patients’ risk.

4.6.2. Network-Related Lessons

• Some VNFs require function-specific management and platform adaptations. To
exploit the capabilities of the 5GT platform, network services and VNFs deployed
on top of the 5GT infrastructure might need to be adapted. Although this goes a bit
against the virtualization principle of services and functions to be platform agnostic,
as of today many virtualized functions (such as OpenEPC) have been designed with
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some platform assumptions in mind. In our tests, we had to deal with some specific
VNF configurations in order to be able to instantiate and manage services over the
5GT platform.

• VNFs are not just virtual machine images. As an example, the EPC software
used imposes a rigid IP and MAC addressing scheme, hindering its deployment
in generic scenarios. This may prevent the use of this EPC stack in interoperable
scenarios, where VNFs may be provided by different VNF vendors or pose difficul-
ties to interact with physical equipment / Physical Network Functions (PNFs), like
the RAN component. Additionally, the design constraints of the associated VNFs
required the introduction of ad-hoc operations to effectively enable the connection
among the PNFs and VNFs, because some interactions could not be captured in the
associated Network Service Descriptors (NSDs).

• NSF helps in ubiquitous emergency handling. As already mentioned in section 4.4.1,
the NSF feature is an instrumental feature to enable the AR low latency require-
ments, and it provides an extended (emergency) service geo-coverage while omit-
ting the need of exclusive resources. This is proven through the validation results
we obtained in section 4.5.

4.7. Remarks for eHealth scenario and federation in NFV static environment

Nowadays, it is quite normal to find wearable devices capable of tracking sleep patterns,
monitoring the heart rate, measuring the number of steps, or even perform an electrocar-
diogram. People with chronic diseases are taking these measurement devices to the next
level, with patches able to measure glucose levels, connected insulin pumps, or wear-
able blood pressure meters. These devices will be complemented and augmented in 5G,
one of its main characteristics being the focus on massive machine-type communications.
Therefore, we expect all these devices to be connected to eHealth services, provided by
public or private companies, which will perform continuous monitoring in order to detect
anomalies and act upon them.

We have departed from this assumption and implemented a real use case showcas-
ing the impact of 5G in the emergency service of Madrid. The deployed service aims
at improving the quality of care in two ways: (i) reducing the time required to detect
an emergency, while removing the variable of a human witness, (ii) providing location
and health-related data to the emergency team for increased triage efficiency through
augmented reality deployed in the field, and deliver real-time data back to hospitals to
ameliorate surgery preparations.

These two services leverage the new capabilities of 5G, including not only the high-
bandwidth and low-latency connectivity, but also the orchestration, federation, and dy-
namic instantiation of virtual functions at the edge of the network. The federation in
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static environment is convenient and useful for mission-critical services that depend on
the service deployment times.

The use case was tested and validated by a real emergency team, showing that decreas-
ing the response time by 30% is possible. Since every second is relevant when responding
to emergencies, we believe the designed use case showcases and exemplifies the future
evolution of emergency services.

89



90



5. FEDERATION IN DYNAMIC ENVIRONMENTS USING
BLOCKCHAIN

5.1. Motivation

In the previous chapter, the federation in static environment is described paying special
attention to how to extend the NFV MANO stack to enable federation of services and
resources. While there minor differences in the definition of federation for static and dy-
namic environments, a common assumption is a presence of a pre-established agreement
among service providers. Settling an agreement is time-consuming and suitable only for
static environment.

The goal in this chapter is to present how Blockchain technology can complement
NFV MANO service providers to accomplish federation in dynamic scenarios.

First, this chapter provides description of the DLT, specifically Blockchain: how it
works, the consensus mechanisms, and how is used by the vertical industries. Later, we
describe how the Blockchain is applied for federation in dynamic scenarios to (i) enable
NFV-NS federation and healing; (ii) and in real-case scenario providing federation in
Edge Robotics.

5.2. DLT and Blockchain

What is a DLT? A distributed ledger is a type of distributed database that by default
assumes presence of malicious nodes. The DLT enables the realization of distributed
ledgers through a shared consensus mechanism to establish immutable records of trans-
actions despite failures [101].

What is Blockchain? Blockchain is a DLT realization that enables creation of cryp-
tographically linked and chronologically ordered blocks, containing a certain number of
transactions. Bitcoin is the first Blockchain, designed as a public, immutable, append-
only, distributed ledger.

Blockchain is regarded as a disruptive powerful technology that has potential to radi-
cally reshape the society and the world economy through decentralized governing struc-
tures [102], [103]. The Blockchain idea is captivating because for the first time in human
history people from distant locations can securely transact within a massive peer-to-peer
network with decentralized/distributed management (i.e., no central authority).

According to [104]–[106], Blockchain is going to be the driving force for the next
generation of Internet (i.e. 5G and 6G) and network slicing is fundamental part of it. To
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fully elaborate the Blockchain as a DLT integration with network slicing in later sections,
this section first presents the Blockchain’s history, fundamentals, taxonomy, consensus
mechanisms. Later, we unfold the application smart contracts and the Distributed Appli-
cations (DApp) paradigm. Finally, we go through the leading openly available platforms.

5.2.1. History of Blockchain: An Overview

In 2009, after the Financial Crisis of 2008 [107], Satoshi Nakamoto published the Bitcoin
paper [108]. Despite the initial idea of creating an open source peer-to-peer electronic
cash system that would avoid double-spending attacks, the outcome produced a disruptive
technology [109]. Satoshi Nakamoto combined encryption and distributed computing in
a unique way to assist a network of computers in collaborating towards maintaining a
shared and secured database. Nakamoto generated the genesis block and mined the initial
bitcoins, giving birth to the cryptocurrency era. Satoshi Nakamoto is a pseudonym for the
person or group of people that design and built the Bitcoin. The identity of Satoshi is a
mystery to date [110]–[112].

Bitcoin’s popularity began to increase in 2011. Soon, technologists realized that
Blockchains could be used to track other things besides money. In 2013, 19-year-old
Vitalik Buterin proposed Ethereum. The idea of smart contracts was initially introduced
by Nick Szabo [113]. This marks a new milestone in the evolution of Blockchain tech-
nology, often referred to as Blockchain 2.0 [114].

5.2.2. Fundamentals of Blockchain and its Working Principle

The key strengths of Blockchain are founded on its verifiability and tamper-proofness. To
understand how Blockchain achieves its key characteristics, in this section we describe its
building blocks and how the Blockchain works.

Blockchain building blocks

The main components to implement a Blockchain are:

• Peer-to-peer network: A Blockchain is constituted by Blockchain nodes that are
inter-connected in a peer-to-peer network. When a new Blockchain node is setup
and initiated, first connects to the peer-to-peer network, and once it has established
a connection to at least one node, it starts the syncing process. This consists of
downloading all the blocks of the Blockchain, till the latest block. Once a node is
in full-sync, it can actively participate in the Blockchain.
The Peer-to-Peer network is critical for Blockchain technology, as a base layer (sim-
ilar to IP layer for Internet). In a centralized system, there is a high risk of single-
point failures (SPOF) or denial of service cyber-attacks [115]. In a Blockchain in-
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stead there is no central authority to set the rules making it a decentralized network.
Information is continuously recorded in append-only fashion, and an identical copy
is transferred and stored between the nodes.

• Blockchain address: Each user of the Blockchain needs a unique Blockchain ad-
dress. A Blockchain address is a password protected and has asymmetric keys
(private and public key-pair). Users issue and authorize transactions by signing
them with the private key. The public key is used for receiving transactions. More
precisely, the Blockchain address represents a hash (SHA-256) of the public key.
In Bitcoin, a pay-to-public-key-hash (P2PKH) script is used, where the Bitcoin ad-
dress is a unique 27-34 alphanumeric characters long hash identifier [116].

• Transaction: Every transaction is a new and unique record exchanging value or
data between two Blockchain addresses or entities. It has an origin and recipient
Blockchain address. The issued transaction is added to a pool of unconfirmed trans-
actions - a collection of signed transactions ready to be added in a block [117].

• Block: A block is a structured collection of multiple transactions. Each block con-
tains a block header and a list of transactions. The block header contains: (i) a
hash of the previous block, (ii) a hash of all listed transactions in the block, (iii) a
nonce, (iv) a timestamp, (v) the difficulty, as explained in detail below. The list of
transactions in a new block is populated from the pool of unconfirmed transactions.
The miner is in charge of the process of block creation, and blocks are appended
to the Blockchain after consensus is achieved, as it will be better described later. It
is important to note that participants can explore the Blockchain data/transactions
back in time to the genesis block (Block 0) thanks to the hash of the previous block.
In this way each block points back to the preceding block creating a chain of blocks.

• Consensus mechanism: To append a new generated block to a Blockchain a miner
needs to follow a consensus mechanism. This is a key procedure that enables im-
mutability, security, and integrity to a Blockchain. A consensus mechanism in-
cludes a diversity of advanced cryptographic techniques and mathematical models
that define a strict procedure for (i) generating the necessary block headers, and
(ii) validating the new block. The consensus mechanism is run by all (peer-to-
peer) nodes participating in a Blockchain network [118]. Satoshi Nakamoto pro-
posed a Proof-of-Work (PoW) consensus mechanism to regulate nodes/participants
in Bitcoin [108]. The consensus algorithms dictate the overall performance of a
Blockchain.

• Hashing and hash functions: A hash function takes any (data) input and produces
a finite output of a specific size. The process of applying a hash function to data
is called hashing, and the output of a hash function is called a hash. The essential
feature of a particular hash function is the size of the output it produces. Essen-
tial for preserving structured, manageable and secure Blockchain data is through a
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Figure 5.1: Blocks are chained together using the previous block’s hash to form a
Blockchain

hash algorithm with a data structure known as a Merkle Tree. This is a method to
structure data that enables a large body of information to be verified accurately and
efficiently [119].

• Timestamp: Each block in Blockchain is timestamped. Timestamps prove chrono-
logical order of blocks and transactions, representing the time of each recorded
transaction. These tamper-proof timestamps serve as a notary service that prevent
occurrence of double-spending transactions [120].

• Nonce: It is the number that a miner node has to guess in order to successfully mine
a block. It is mainly used in a PoW-based Blockchains, such as Bitcoin. A nonce is
an arbitrary whole number, which is 4 bytes field. The combined hash of the desired
Nonce and the block header of a new block should produce a result with leading
zeros, depending on the difficulty. For example, if the difficulty is 1, the combined
hash (block header + nonce) should produce a result of single zero leading hash
(0x0...). In case that the difficulty was 2, the combined hash should be double zero
leading hash (0x00...), and so on. Thus this result is easy verifiable by the rest of
miners, running the consensus algorithm. The found hash is added to the hashed
block [120].

• Smart contracts: At the most basic level, smart contracts are programs that run in-
dependently on top of a Blockchain. They have been introduced by Nick Szabo
[113] and contain immutable deterministic code, the creator’s Blockchain address
and cannot be modified by anybody, not even by their creator. The benefits of smart
contracts are most apparent in business collaborations, in which they are typically
used to enforce some agreement so that all participants can be sure of the outcome
without any intermediary’s involvement [121]. This concept is essential for design-
ing frameworks or distributed applications.

94

Mi:%f,ill 
Hash # 00000 

l imeslamp Nouncc 

•••• 

1,11111 
~ 

I'imcstamp Nouncc 

•••• 

@nffi!M •ijffiiMI 
llash of Olock # N-1 Hash of Olock # N 

·1·imestamp Nouncc 'fimeslamp Nouncc 

•••• •••• 



How Blockchain works

Since we introduced the basic building blocks, in the rest of the section we focus on how
a Blockchain generates a new block, and how the new block is appended or mined .

How blocks are created Figure 5.1 shows how Blocks are chained together and the
information they contain. The figure represents a chain of three blocks.The first block is
different as it can not contain the previous block’s hash, and is called the Genesis block.
Every Blockchain is instantiated or starts with a genesis block. A genesis block is created
or mined by a single node, usually the node of the Blockchain’s creator.

Once a genesis block is created, all nodes of the Blockchain start to compete for a
block creation. The rules of the competition are defined by the consensus mechanism. A
Bitcoin block creation, can be summarized as follows:

• A node collects limited number of transactions from the pool of (pending) transac-
tions

• A node populates all the necessary block headers, especially the hash pointer to a
previous block and the hash of all included transactions (or the Merkle root).

• A node competes to win the consensus. If it wins, the generated block is appended
to the Blockchain. In case it does not win the consensus, the transactions are re-
leased (or unlocked) back into the pending transactions pool.

Tampering the information in the second or any of the following blocks (in Figure 5.1),
modifies the resulting hash. As a consequence, there would be no match in the following
blocks, making all the subsequent blocks invalid. As a result, all nodes in the Blockchain
can not validate the modified block and discard it. An attacker can only succeed if it
controls at least 51% of nodes in the Blockchain network.

The data that is stored inside a block depends on the type of Blockchain. For instance,
in Bitcoin, a transaction contains: Sender A sends bitcoins to Receiver B. Hence the trans-
action data consists of information regarding the sender, the receiver, and the amount of
transferred bitcoins (tokens). Note that Bitcoin-capitalized refers to the first Blockchain
technology created by Satoshi Nakamoto [108]. While bitcoin-lowercase refers to the
token or (cryptocurrency) used to transfer different amounts between users.

The continuous creation of new blocks in Bitcoin using the PoW consensus mecha-
nism is called mining.

How mining works: The active nodes in a Blockchain such as Bitcoin are referred as
miners. They are accountants which record every transaction to the Blockchain. Mining
involves creating a hash of a block of transactions that can not be easily forged, protecting
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the entire Blockchain’s integrity without the need for a central system [122]. From a
high-level (user) perspective, the concept is simple; a proof of payment is essential if a
person wants the payment to be valid. The miners are the ones who keep the record of
all the payments. Mining is typically done on a dedicated computer [123], as it requires
a fast CPU and higher electricity usage, and more heat generated than typical computer
operations [122].

To mine a block, the miner collects a batch of transactions, creates a block and gener-
ates all block headers, as mentioned previously. The last step for the miner is to guess or
find the proper nonce. The mining process is a simple brute-force generation of random
nonce. The right nonce hashed with the block header hash should produce a result with a
specific number of leading zeros. The mining difficulty or the number of expected leading
zeros is modified by the consensus algorithm. In this way the consensus algorithm can
control the block creation time when new powerful computing devices are joining the
Blockchain network as miners. For example, in Bitcoin the block creation time is around
10 minutes, and in Ethereum is around 13 seconds [124].

Once the miner brute-forced a proper nonce, records it in the block header and broad-
casts the block on the Blockchain network. Note that multiple miners may generate a
block at the same time, but only a single block is elected as the winning block that is
appended to the Blockchain. The winning block is the block that is first validated by at
least 51% of the miners/nodes in the Blockchain network [108].

The miner that mined the winning block is awarded with bitcoins to the miner’s coin-
base address. The amount of bitcoins or the mining reward depends on the block height.
The mining reward is reduced by half every 210 000 blocks. For example, on 11th of May
2020 for the 629 999 block, the miner received 12.5 bitcoins, whereas for the next block
(630 000), the miner received 6.25 bitcoins. The reduction of mining reward for Bitcoin
is known as bitcoin halving [125]. According to calculations, it is expected miners to
receive rewards up until year 2140 [125].

5.2.3. Taxonomy of Blockchain

Different types of Blockchain are available. We focus on the three major types: (i) public,
(ii) private, and (iii) consortium. We take a closer look at each of them, discussing their
features and mapping them on Table 5.1.

Public/Permissionless Blockchain

Public Blockchains are highly decentralized, are accessible to everyone and rely on active
network nodes. The first Blockchain in the form of Bitcoin, created in 2009 by Satoshi
Nakamoto [109], it is a public Permissionless Blockchain. Facilitating auditability is
one of the benefits of using Blockchain technology and permissionless Blockchain allows
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public auditability. Nowadays, most public Blockchains run PoW consensus mechanism
to maintain trust, immutability and security. To encourage users in participating as active
nodes (e.g., miners in Bitcoin or Ethereum), the network rewards block creators with a
finite amount of tokens (e.g., bitcoins, ethers) for each block created.

An utterly public Blockchain with open-source community models is designed to
leverage expertise from many diverse people worldwide and use a broad-ranging user base
to have supreme decentralization. Public Blockchains are criticized for the vast amount
of computational power required to support a distributed ledger at a massive scale. Other
concerns are associated to the transaction approval frequency and to the confirmation de-
lay [126]. The performance of other consensus than PoW, like Delegated Proof-of-Stake
(DPoS) or Proof-of-Staked Authority (PoSA), running on public Blockchains is signif-
icantly higher. For example, they produce 1 block every second, compared to 1 block
every 10 minutes [127] provided by PoW.

Private/Permissioned Blockchain

Private Blockchain or permissioned Blockchains are only accessible by a limited num-
ber of admitted participants as it follows a partial decentralization technique. A private
Blockchain has a organization entity (e.g., the Blockchain creator or several members)
which manages the Blockchain. Every new user requires an access invitation issued by the
governmental entity. Frequently, enterprises or companies deploy private permissioned
Blockchains. In this way they are able to define specific access and operating constraints
to the user, making the auditability restricted. Enterprises or companies using private
Blockchain can keep the autonomy limited. Additionally, the private Blockchains come
with the possibility of immutability. Implicitly, these systems are not highly centralized,
and often employ less computational demanding consensus mechanism (e.g., Proof-of-
Stake), allowing for higher transaction throughput or more frequent block creation [128],
[129], which leads to better performance compared to public Blockchain. [129].

Federated/Consortium

A federated or consortium Blockchain is a permissioned and group-owned system where
individual autonomy is removed, and instead, permissions are vested in a group of com-
panies or individuals. In other words, the consortium Blockchain is a system that is
semi-private and has a controlled user group (as in a company); however, it works be-
yond various organizations. Moreover, consortium Blockchain vs. private Blockchain
is a sweet-spot between fully open, decentralized and fully centrally-controlled systems.
There is more likely to be a trusted consensus, as multiple organizations have a stake
in the outcome [130]. Consortium Blockchains have restricted audibility and only se-
lected nodes have autonomy to validate new blocks, which makes them not completely
immutable. Moreover, the transaction approval frequency is shorter than that of public

97



Table 5.1: Taxonomy of Blockchain

PropertyType Public
[126]

Consortium
[131]

Private
[130]

Decentralization Yes Partial No

Auditability Public Public and re-
stricted

Public and
restricted

Autonomy All nodes Selected
nodes

One orga-
nization

Immutability Nearly im-
possible

Possibility Possibility

Transaction
approval fre-
quency

Long Short Short

Performance Low High High

Blockchain and offers a higher performance level [131].

In conclusion, federated/consortium Blockchain offers the same benefits provided by
private Blockchain: productivity and privacy of transactions. However, it gives the com-
bined advantage of separating the consolidation of power only to a single company. This
realization of a Blockchain network is ideal for an organizational collaboration.

Table 5.1 summarizes the type of decentralization, suitability, autonomy, immutabil-
ity, transaction approval frequency, and overall performance.

5.2.4. Consensus mechanisms in Blockchain

To achieve our goal of comparing how different consensus mechanisms can influence the
performance of NSF, we decided to compared them over a simple scenario. The exper-
imental scenario and evaluation are further explained. In this section we are describing
the consensus mechanisms that we are going to compare. Each of these consensus mech-
anisms are implemented in a platform that can be deployed and used for experimentation.
For better description, we are coupling the description of the consensus mechanism with
each of the platforms.

Proof-of-Work (PoW) - Ethereum

Proof of Work is the fist consensus mechanism implemented in the first Blockchain im-
plementation - Bitcoin [108]. The same consensus mechanism is used for Ethereum, the
first Blockchain platform supporting smart contracts.
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The PoW consists of generation and validation of a new block. The process of gen-
eration a new block is when a Blockchain node (i) collects finite number of pending
transactions to form a block. The transactions are hashed to form Merkle tree, the Merkle
root is added in the block header. The Merkle root along with a timestamp, hash of the
previously confirmed block, transaction count and nounce are added in the block header.
In order the block to be valid, a node needs to compute a hash of a nounce that would pro-
duce a SHA-256 number with a defined number of leading zeros. Producing a SHA-256
hash with leading zeros is computational intensive puzzle-solving work. The number of
leading zeros represents the difficulty of the consensus mechanism. This is fundamental
feature that allows the Blockchain to adapt the mimining difficulty when nodes with extra
computational capability join the Blockchain network. Once the mining node success-
fully gets solves the puzzle and produces valid nounce, it broadcasts the created block
into the network. Rest of the nodes can easily validate the result by simple hash of the
nounce and the block header to produce the resulting block hash. The validated block is
appended to the Blockchain ledger, and new round of block creation starts.

The difficulty of the consensus mechanism is also adjusted to maintain the block time -
time it takes to append a new block in the ledger. In Bitcoin, the block time is ∼10 minutes
while in Ethereum it is ∼14 seconds. On average Ethereum is producing 15 transactions
per second [132].

Besides the consensus mechanism, it is important to note that Ethereum implements
smart contracts (introduced by Nick Szabo [113]) on top of Ethereum Virtual Machine
(EVM) [133]. The EVM is a near Turing-complete on top of which the smart contracts
are executed. Smart contracts contain set of rules/functions stored at specific account
address in a form of a bytecode. Users use accounts to issue transactions to other users,
or to smart contracts. When a user makes a message call to a smart contract, the bytecode
is executed, and returns a result, changes a state, etc.

Proof-of-Authority (PoA) - Ethereum

In 2017, as a consequence of a spam attack to the Ethereuem test network - Ropsten, a new
test network was deployed using Proof of Authority (PoA) consensus mechanism [134].
The PoA consensus was proposed in the EIP-225 and later implemented in the Clique
proof of authority protocol [135]. The new protocol is maintaining the block structure
as in PoW Ethereuem, however instead of mining nodes competing to solve a difficult
puzzle, there are pre-elected authorized signer nodes that can generate new blocks at
any time. Each new block is endorsed by the list of signers and the last signer node is
responsible for populating the new block with transactions. The transaction reward for
each new block created is shared between all the signers [136].

The Ethereum PoA permissionless test network - Kovan, has been released with the
initial validators assigned to 12 independent public notaries with active commission li-
cense [137]. In our experimental scenario, we are using a private instantiation of the
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Clique Ethereuem network which is explained further in details. The performance of PoA
Blockchains depends on the number of signers. In private chains, the performance can
reach ∼70 transactions per second [138].

Practical Byzantine-Fault Tolerant (PBFT) - Tendermint

The Byzantine-Fault Tolerant consensus mechanism is based on a property of a system
that can resist the failures derived from the Byzantine Generals’ Problem [139]. The
main characteristic of a BFT system is the ability of continuous nominal operation even
if some of the participating nodes fail or act maliciously. When applied to a Blockchain
realization, it has the ability to rule out validations from malicious nodes [140].

Practical BFT aims for Blockchain with high performance (e.g., high transactional
throughput, low latency, etc.), and high execution time. PBFT nodes of a permissioned
Blockchain are sequentially ordered and all permitted nodes assist in attaining a consen-
sus. The PBFT Blockchain is able to maintain the consensus if the maximum number of
malicious nodes is not more than a third of all the participating Blockchain nodes. The
Blockchain security increases with the increase of participating nodes.

Tendermint is an application-based Blockchain with a default Byzantine Fault-tolerant
(BFT) consensus [141], [142]. Tendermint enables users to turn any deterministic appli-
cation into a Blockchain application through the use of the Tendermint BFT state-machine
replication. Simplified, an application (as a state-machine) needs to be adapted to use an
Application BlockChain Interface (ABCI) in order to communicate any state-transitions
in form of transactions to the Tendermint Blockchain. On run-time, the Tendermint BFT
consensus handles the state transitions by recording them into blocks of transactions. The
state transistions are then replicated in each of the Blockchain nodes that run the same
application. Hence, each application would run its own Blockchain (network) making the
Tendermint an application-based Blockchain.

Unlike Bitcoin, blocks in Tendermint are added through voting by validators or valida-
tor nodes. The validators depend on how they are set. This can define if the set Tendermint
network would be public or private. On top of that, a Proof-of-Stake (PoS) consensus can
be employed. In that case, validators are user accounts/nodes that lock coins in a bond
deposit transaction. In return, the validators gain voting power equal to the amount of
bonded coins. In all cases, a block is validated and added to the Tendermint Blockchain
when 2/3 of the voting power has signed and committed the block. Thus even if 1/3 of the
validators fail, the Tendermint is still generating new blocks. Additionally users can run
full-nodes or light nodes (suitable for IoT applications). A block is added in three rounds:
(i) Proposal, (ii) Prevote and (iii) Precommit.

Tenderimint is a high performance Blockchain which can handle maximum 104 trans-
actions per second [143] with an average block latency of one second.
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Proof-of-Stake (PoS) - Cosmos

Proof of Stake consensus Blockchain is based on a Blockchain network of nodes that gen-
erate and validate new blocks differently than solving a complex puzzle as a proof of work.
A PoS validator can generate (mint) or validate a new block with a probability equal to the
Blockchain tokens/coins it holds. In PoS Blockchains the competition to generate a block
is minimized compared to the PoW Blockchains. The node that generates the subsequent
block is randomly chosen in a pseudo-random-selection process based on a combination
of various Blockchain specific variables or processes (e.g., token staking) [144].

Blockchain nodes that compete in the block generation process need to secure and
lock, a certain number of coins into the network as their stake. The size of the stake
provides is linear to the probability of a node to be elected as the next-block validator to
produce the subsequent block - the bigger the stake, the higher the chances [145]. PoS is
considered as not fully decentralized Blockchain mechanism with high scalability, 50%
fault tolerance and relatively high transaction throughput.

Cosmos is a network of many Tendermint Blockchains that are joined in a single
Blockchain with a global transaction ordering [146]. Considered as an upgrade of the
Tendermint with a goal of enabling inter-operability between different applications real-
ized as Tenderemint Blockchains. The mechanism for enabling the inter-communication
is referred as Inter-Blockchain Communication (IBC). A first public Cosmos Blockchain
is the Cosmos Hub which serves as a central ledger for multiple Zones or Tendermint
Blockchains. The Cosmos Hub is PoS based and it has its own cryptocurrency - Atom.
Users can stake Atoms to become validators or delegate their Atoms to trusted validator
in order to earn portion from transaction fees. To maintain performance, there are limited
amount of validators (e.g., up to 100 in the first year). Cosmos inherits the Tendermint
performance and it is useful for connecting different Blockchains [147] or realization of
specific use-cases such as Decentralized Exchange (DEX) [148].

5.2.5. Application of DLT/Blockchain in Verticals

In this section, we analyze a number of vertical industries focuses on how the Blockchain
as a technology is currently used to improve their bussiness logic, to which the architec-
tural blocks explained in the previous section are somewhat agnostic. At the end of the
section we explore how some works have already integrated a Blockchain solution into
a network slice. In our view, the application of network slicing with Blockchain should
append and improve the current solutions. The goal is the reader to understand how spe-
cific vertical related problems can be solved with a Blockchain technology which most of
them can be implemented within a vertical network slice.

Media and Entertainment: The emergence of the Blockchain technology is signif-
icantly affecting the media and entertainment. The Blockchain brings novelty in the
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media and entertainment eco-system. It provides added value to media publishers and
content creators thus shifting the economical benefits more towards the copyright-owners
(e.g., the creator can be the copyright-owner of the content, or the publisher has the full
ownership) [149]. The impact is measured as disruptive and sustainable [150]. The mi-
cropayment channels [151] disrupt the configuration of the ecosystem by allowing con-
tent providers and aggregators to be bypassed and shift the power to content creators.
Each art piece, song or movie is published on Blockchain-based platforms by the cre-
ators/owners and directly sold to the consumers. This disruptive concept referred as
one-stop shop model enhances the relationships between the content creators and the
consumers. Through the application of Smart Contracts, each created content can be
tokenized and its ownership fairly distributed [152]. The distribution of royalty payments
is automatized and fairly distributed to each musician. An exemplary platform is Steemit
- a DPoS consensus [153] Blockchain-based social network. Steemit rewards content cre-
ators with a digital currency (called “Steem”) based on the popularity of their posts. The
platform is based on several principles, where the most important one being that everyone
who contributes to a venture should receive pro-rata ownership, payment or debt from the
venture.

The protection of intellectual property is another example where the application of
Blockchain enhances the copyright protection [154]. The created content can be tracked,
protected from piracy, and the Blockchain allows a customized way for creators to man-
age sharing rights through the use of Smart Contracts [155]. The proof of ownership
is recorded on-chain through time-stamping and hashing the content, so that this allows
news media to prevent the spread of fake news [156]. In the gaming industry, the in-game
assets are registered on public Blockchain (e.g., Bitcoin, BitCrystals [157]). Users can
trade or exchange in-game assets outside the game.

AR/VR: Vibehub [158] is a combination of a VR and Blockchain platform for creating
virtual spaces where a variety of activities can be conducted, from marketplaces to virtual
business meetings. Vibehub has 3D photo-realistic in-house holograms (Holoportation)
technology that is used for body scanning of musicians and educators. These holograms
can be placed in a custom VR or AR environments where users can take part of the
experience.

Decentraland [159] is an open-source and a community-driven platform that simulates
a virtual world where users can access with VR devices through a web browser. The De-
centraland uses a distributed storage paired with Blockchain that holds all the information
to recreate the virtual space in the users’ devices. Decentraland users can explore the
world, consume a user-generated content or create their own experiences and offer it to
peering users on the platform.

Drones: In the Unmanned Aerial Vehicles (UAVs) industry, the Blockchain solves is-
sues and challenges related to cyber-security, air-traffic control and insurance. With the
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drone technology advancements, the information gathered by drone-control systems and
the drones becomes an attractive target for cyber-attacks. Blockchain can then be used as
a defense against the growing threat of cyber-attacks. In [160], the authors focus on the
application of Hyperledger fabric to increase the security of networked swarms of UAVs.
More specifically, the authors in [161] analyze the current 5G network security solutions
and open issues, and propose an application of Blockchain to solve most of the security
challenges.

Air traffic control is essential to prevent drones colliding with an aircraft and/or other
drones. The increasing number of active drones may lead to potential mid-air collisions.
In this context, Blockchain has been proposed to resolve the issue through an air traffic
management system based on Blockchain [162].

Delivery companies expand their operations using drones to deliver a variety of prod-
ucts from common food supplies, to packages, medical supplies, fresh food, as it hap-
pened for example during the COVID-19 pandemic [163]. The insurance of the drones
is essential for identification of the cause in case of a drone crash. With the application
of Smart contracts, the tracking of the accident as well as the movements of the drones
can be registered accordingly so that insurance companies can take efficient actions in the
best interest of the clients they represent [164].

Aviation: Currently, the radar-based air traffic service providers can preserve the pri-
vacy of flight plans and position of airplanes, mainly for military and corporate operations.
In the US, the Federal Aviation Administration (FAA) adopted in 2020 the Automatic
Dependent Surveillance Broadcast (ADS-B), which does not include the privacy features
with following implications in terms of potential security issues (e.g. spoofing, denial
of service, etc.). In [162], the National Aeronautics and Space Administration (NASA)
proposes a Blockchain based prototype for air traffic management with the goal to miti-
gate the ADS-B security issues. The framework envisions the use of Hyperledger fabric,
as permissioned Blockchain, which would provide a framework that includes certificate
authority, use of smart contracts and high bandwidth communication channels for secure
communication channels between entities (e.g. aircraft, authorized members, etc.)

Related with drones/UAVs, but still part of aviation is the fact that the number of UAVs
is increasing world-wide, which by default increases the communication, networking and
data generated to interconnect the UAVs. The Edge computing nodes evolve into the
main providers of computing and storage for the UAVs. The application of Blockchain
technology can establish aviation terminal data security architecture for secure and trusty
interconnection of the Edge computing nodes [165].

In [166], the authors propose to replace paper records through the use of Blockchain
based distributed ledger. The work provides ideas of improving the aviation record man-
agement systems through the example of a record flow using a paper record and the advan-
tage of the use of the Blockchain technology. These records present all the logs that are
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kept regarding flights (e.g., crewmembers records, airplane maintenance records, etc.,).
The authors pay attention to the potential risk of the Blockchain application through
the STRIDE model - Spoofing, Tampering, Repudiation, Information disclosure, De-
nial of Service and Elevation of Privilege. The analysis of the Blockchain application
demonstrates a number of potential gaps that need to be addressed (e.g., authenticated
trusted digital identities of the participants whose transactions are recorded in distributed
ledgers).

The work in [167] emphasizes that soon half of the global aviation fleet will be leased.
The authors explore if the application of Blockchain in the aviation is a desirable, feasible
and viable alternative for smooth ownership change. After interviewing multiple experts
of the aviation field the author presents valuable insight on the application of Blockchain
as a tool for future leasing solutions in aviation.

eHealth The application of Blockchain technology to the healthcare industry has been
subject of numerous reviews in the last years [168]–[172].

The maintenance of medical records using Blockchain is the most anticipated use-
case [173]–[176]. The MedRec [177] is one of the early proof-of-concepts that demon-
strate the usability of the Ethereum smart contracts to maintain the patients’ records over
the years or even for future generations. The feasibility study in [178] confirms that per-
missioned Blockchain can be successfully used for exchange of personal health records.
However, its generalized practical use requires numerous modifications (e.g., reduction in
records data size) and reduced operational cost.

The work in [179] proposes a light-weight Blockchain implementation for health-
care data management. The work uses customized Blockchain implementation where
the adopted consensus approach is PBFT and the main network regulator is the Head
Blockchain Manager (HBCM), which acts as a Certificate Authority (CA). The concept
relies on the usage of channels, referred as canal(s), similar to the Hyperledger network.
The results show at least 67% increased efficiency or speed in the ledger updates.

In [180], the authors propose VerifyMed, a proof-of-concept Blockchain platform that
enables patients and medical professionals to establish trusty communication using online
services. The platform is running over Ethereum where smart contracts are issued for
each medical treatment, with the results showing modest operational cost for issuing and
evaluation of medical treatments.

The healthcare industry is looking forward to the application of Blockchain to battle
the drug counterfeit. Numerous studies evaluate the Blockchain benefit for tackling the
drug counterfeit [181]–[184].

Automotive: The automotive industry, is going to be revolutionized by next genera-
tion of communication technologies [185]. Interconnected vehicles would significantly
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enhance the range of services that would bring benefit for all involved players (e.g., car
owners, car manufacturers, transportation companies and authorities, etc.). However, the
introduction of vehicular-to-vehicular communications introduces a number of security
and privacy issues [186]. The application of Blockchain has been seen as a solution to
the security and privacy issues [187]–[189], as well as a solution for trustful collection
of vehicle’s data [190]. Specifically, to protect the trust among all involved parties, the
Blockchain technology can be applied to counter fraud. Companies, like Bosch, have
committed to build a framework to counter fraudulent actors which are connected to ma-
nipulation of car odometers [191], [192].

The authors in [193] present an extensive review on how the Blockchain technology
is applied to the automotive use-cases. The work evaluates a different set of challenges
for each stakeholder in the automotive industry (e.g., car owners, car dealers, insurance
companies, car manufacturers, tech companies, etc.) and it reviews the most relevant
Blockchain applications for the automotive industry such as: global vehicle ledger, smart
manufacturing, anti-counterfeiting, peer-to-peer lending, connected services, forensics,
etc.

The applications of Blockchain technology are already explored by some manufactur-
ing companies. BMW envisions several use cases where the Blockchain can be applied
to generate a digital passport of a vehicle, improved car manufacturing supply chain and
transparent charging of e-cars. Similarly, the work in [194] analyzes a refueling scenario
of autonomous electric vehicles. The authors focus on implementation of a smart mobility
scenario through the use of Ethereum’s state channels or micro-payment channels [195].

The work in [196] explores the application of Hyperledger fabric as a proof of con-
cept to verify and record reports for vehicle-to-vehicle (V2V) messages exchanged in
multiple areas. Thanks to the implementation of the Hyperledger solution, the proposed
system manages to collect individual reports of received messages from each vehicle in a
certain area and to join them in a single distributed ledger for all areas. To improve the
authentication, trust and validation in the vehicle-to-infrastructure (V2I) or V2V commu-
nication, the work in [197] proposes a new Blockchain algorithm that uses local dynamic
Blockchain for keeping local information of the events that are happening in a precise
region, and a main Blockchain that keeps track of the global events. Each vehicle in a cer-
tain region is authenticated through a unique ID. If an unusual event occurs with a vehicle,
the event is directly reported to the main Blockchain. Similarly, the work in [198] pro-
poses a forensic framework to track post-accident scenarios, especially with self-driving
vehicles. In case of autonomous vehicles, the work in [199] envisions firmware updates
through application of Blockchain and smart-contracts.

Logistics& Supply chain: From the logistics and supply chain perspective, the Blockchain
technology is seen as a disruptive technology that will change the way that the industry
operates. Stakeholders into the supply chain eco-system expect a major impact in in-
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creased efficiency, transparency and reliability.

The authors of the work in [200] conducted a survey on social media to measure
the acceptance of the Blockchain technology applied to the logistics and supply chain
industry. The findings reveal that most of the companies understand the positive impact
of the Blockchain over the logistics industry. However, companies are more hesitant to
devote significant resources in developing Blockchain applications.

The work in [201] aims to overcome the adoption fear and to design a strategy for
how to design, develop, validate and integrate a Blockchain solution in a logistic and
supply chain business strategy. The authors present a case study of fresh food supply
chain deployed with Hyperledger Fabric. The results show that the implementation of
Blockchain solutions is highly sustainable and is completely covered by the savings. The
most critical issue is that the Blockchain should be adopted by all involved actors.

The work in [202] proposes a decision framework for the logistics industry based on
using a quantitative approach. The framework is applied on a large-scale logistics com-
pany where the findings suggest a range of important criteria for Blockchain applications
(e.g. security, visibility and audit) and a range of feasible logistics operations where the
Blockchain can be applied (e.g., transportation, materials handling, warehousing, order
processing, etc.)

In the aviation industry, with the raise of aviation travelling the demand for airplane
spare parts is increasing globally. Through application of Blockchain and IoT, the sup-
ply chain management teams can predict the life expectancy of the spare parts and dis-
tribute them all around the world using a distributed Blockchain-based data-driven sys-
tem [203] [204].

DLT/Blockchain within vertical slices: Previously are described the vertical industries
where the application of DLT/Blockchain is the main building block of the system. Here,
we discuss the works where the vertical industries use network slicing to provide service,
and on top of that, a DLT/Blockchain is applied within the network slices.

In the work in [205], the authors propose the deployment of an automotive slice that
supports Blockchain-based interaction among vehicles. The communication between the
vehicles uses 5G infrastructure and content-centric networking (CCN) instead of tradi-
tional peer-to-peer (TCP/IP) networking. With a dedicated network slice, the V2X CCN
traffic is separated from the rest of the operator network and there is no need of additional
infrastructure to support the CCN-based Blockchain communication. On the other hand,
the main benefit of the CCN-based Blockchain is that it enables trusty communications
(via CAM messages) among all the vehicles that drive on the city roads or highways.

Similarly, for the future autonomous robotics, the work in [206] presents the need for
a dedicated Blockchain slice to provide on-demand MEC services or third-party appli-
cations to autonomous robots or self-driving cars. The idea is to build a framework for
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autonomous robotics as a sum of four different MEC network slices, where the Blockchain
slice is the main slice to interconnect the autonomous robots with the rest of the slices of
the MEC layer. The work proposes novel applications such as the provision of real-time
HD driving maps, offloading MEC services, etc. Specifically, the work proposes the use
of Hyperledger for the Blockchain slice and ROS2 for the robotics infrastructure.

5.3. Realizing federation in dynamic environments through the use of Blockchain
technology

In the previous chapter, the federation in static environment is described paying special
attention to how to extend the MANO stack to enable federation of services and resources.
While there minor differences in the definition of federation for static and dynamic en-
vironments, a common assumption is a presence of a pre-established agreement among
service providers. Settling an agreement is time-consuming and suitable only for static
environment.

The goal in this chapter is to present how Blockchain technology can complement
NFV MANO service providers to accomplish federation in dynamic scenarios. Several
Blockchain platforms are tested to provide insights in their performance through profiling
and execution time. Some of these platforms are implemented in a real case scenario –
such as the on-demand deployment of virtual access points to expand remote control of
Edge robots [59].

5.4. Federation challenges in a dynamic environment

Next, we summarize the main challenges posed by multi-domain federation [207], [208]
in dynamic environments (Table 5.2), identifying how these challenges are tackled de-
pending on the interconnection approach. We later elaborate (Section 5.5) and propose
how Blockchain can be the basis of a solution to all these challenges, but we first focus
on how this is done for the centralized and decentralized-peering types of solutions:

• Admission Control. Administrative domains in an open federation are free to join
or leave at any time. If a centralized interconnection is adopted, the central entity
oversees the admission control, i.e., which domain is allowed to leave or join the
network. If a decentralized-peering interconnection is used, the access can be com-
pletely open depending on each individual administrative domain. In both cases, the
main challenge is to balance the trade-off between domain openness and preserv-
ing privacy, security, and trust. Highly secured frameworks and message exchanges
may introduce higher delays or congest the federation interaction. To the contrary,
an absolutely open admission may expose administrative domains to passive spoof-
ing.
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• Availability. The number of participating administrative domains changes over
time in a dynamic environment. With centralized approaches, it is easier to monitor
who is participating, though there might be inconsistencies if there are sporadic
failures, due to the single point of failure nature of a centralized approach, which
might lead to the federation becoming unavailable. Decentralized-peering solutions
are inherently more resilient to failures, but tracking administrative domains is more
challenging and may introduce spoofing risks.

• Dynamic pricing& billing. Administrative domains have the incentive to increase
the profit by adapting the federation price offerings, especially in a dynamic envi-
ronment. A central entity, as an auctioneer, can change federation offerings and
track the billing process. However, participating domains should voluntarily trust
this federation control and pay for it. In the decentralized-peering scenario, the ad-
ministrative domains autonomously set the price offerings. The difficult part is to
quickly arrange secure agreements in the form of dynamic SLAs, that would estab-
lish a baseline for assuring billing. Additionally, employing mechanisms to identify
other domains and securely implement a charging process is costly.

• Multi-domain Quality of Service (QoS). Guaranteeing the quality of service across
federating domains is quite challenging in dynamic environments. In both decentralized-
peering and decentralized-distributed, the major challenges are establishing dy-
namic SLAs and guaranteeing unbiased monitoring data [208]. Domains often
disagree on the monitored data avoiding the responsibility in case of a low QoS
or SLA breach. Often, for avoiding legal disputes, third-party entities are monitor-
ing the SLAs. While in the centralized option, a centralized entity is responsible for
establishing QoS across every domain, thus controlling and monitoring the whole
process.

• Security& privacy. With a centralized interconnection schema, the administrative
domains rely on the central entity. To increase security, the central entity demands
more information from every administrative domain, which comes at cost of a lower
privacy per domain. On the contrary, a decentralized-peering solution may achieve
higher privacy (exchanging less information with peering domains), at the cost of
lower security policies employed.

5.5. Applying Blockchain to federation

Blockchain can help to overcome most of the challenges posed by federation in dynamic
environments. Actually, ETSI has formed an ISG for Permissioned Distributed Ledger
(PDL) which lays the foundations for the application of Blockchain in globally open
telecommunication networks [209], [210].
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Table 5.2: Federation challenges and how they are tackled through different interconnec-
tion realizations

Interconnections

Challenges Centralized
Decentralized

peering
Blockchain

Admission
control

Central; Open;
Distributed;
Consensus voting;

Availability
High;
Single point of
failure;

Unknown;
Fail-safe;

Balanced;
Fail-safe;
Incentive to
participate;

Dynamic
pricing
& billing

Central
auctioneer;
Single-point
control;

Autonomous;
No control;
No billing;

Autonomous
by default;
Token based
billing

Multi-domain
QoS

Central control
& monitoring
(dynamic SLAs);

None;
Smart contracts
as dynamic SLAs;
Off-chain oracles;

Security
& Privacy

High security;
Low privacy;

Low security;
High privacy;

High security;
High privacy;

5.5.1. Benefits and drawbacks

The main benefits of applying Blockchain for federation are:

• Security. The transaction data included in each block of the Blockchain is times-
tamped, tamper-proof and immutable. Data alteration is only feasible if at least
51% of the nodes are malicious/compromised.

• Verifiability, integrity, and trust. The state of the Blockchain is easily verifiable
by all the members confirming an equivalent observed Blockchain state.

• Smart Contracts. Programmable applications that run as independent entities (or
members) on top of a Blockchain (e.g., Ethereum). These applications have deter-
ministic and atomic functions that can embed business logic and rules as in regular
contract agreements.

• Balanced privacy and transparency. All transactions, state transitions, and blocks
creations are transparent. Using cryptography enables private data to be encrypted
and exclusive while maintaining the defined transition rules.

• Third party absence. The consensus mechanism enables collaboration among
unknown members in a trusty manner without a third-party authority (e.g., central
entity) to guarantee the integrity of the members.
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The main drawbacks are:

• Adoption and complexity - the platforms (e.g., Ethereuem, Cosmos, Polkadot,
Solana, etc.) are still into the development phase. Although there are indicators
that companies are willing to invest in Blockchain technologies and adapt them as
key strategic priorities [211].

• Scalability - with the increase of the network, the transaction cost increases due to
increased transaction fees [212].

• Energy efficiency - the energy spent per transaction increases linearly with the
network size [213].

• Storage - the storage of a Blockchain can significantly increase if the Blockchain
itself allows for big files to be stored on-chain [214].

5.5.2. Blockchain for dynamic and open federation

joining
domain

NFV MANO
oracle

ADMINISTRATIVE DOMAIN
NFV MANO

ADMINISTRATIVE DOMAIN

NFV MANO

ADMINISTRATIVE DOMAIN

NFV MANO

ADMINISTRATIVE DOMAINNFV MANO

ADMINISTRATIVE DOMAIN

Blockchain
network
connections

Registering

BLOCKCHAIN
NODE

E/WBI

BLOCKCHAIN
NODE

BLOCKCHAIN
NODE

BLOCKCHAIN
NODE

BLOCKCHAIN
NODE

Figure 5.2: Application of Blockchain to open federation

We envision the application of Blockchain to support federation in dynamic envi-
ronments, in a way complementary to the existing architectural approaches (e.g., NFV
MANO frameworks). Implementation on a public permissionless Blockchain can be
costly due to costly transactions, whereas the cost for implementation and maintenance
of a permissioned Blockchain is low [208].

We propose the design illustrated in Fig. 5.2, to apply Blockchain to open federa-
tion. Every administrative domain should deploy a Blockchain node connected to the
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East/Westbound interface of an NFV Orchestrator. We argue that maintaining this decou-
pling enables the independent evolution of both NFV and Blockchain technologies.

How can Blockchain solve the dynamic federation challenges Just by deploying a
non-customized (vanilla) version of a public permissioned Blockchain network (e.g.,
Ethereum, Hyperledger, Cosmos, Polkadot, and etc.), most of the challenges enumer-
ated in Table 5.2 can be addressed.
Admission control is dependent on the Blockchain governance policy [209]. In a per-
missioned Blockchain, a common approach is to accept members via voting. Although
domains may act maliciously and reject the entry of new members, domains typically
have the incentive to increase the participants. If it is not the case, different Blockchain
instances may operate in parallel. Availability is guaranteed by the incentive of each
domain to maintain an active Blockchain node. Therefore, this improves the Blockchain
network security (avoiding 51% attacks), and (ii) increases the domain’s usage budget
(e.g., gas in Ethereum). In short, the 51% attack happens when a malicious user con-
trols 51% of a Blockchain network, thus can modify all the transactions in every block.
In case that a node fails, leaves or is compromised, the Blockchain network remains ac-
tive and operational as well as the domain has access via other nodes by using its unique
Blockchain address.
Security and privacy are established by limiting the usage budget and the use of cryp-
tography. Newly joined domains have a lower limited usage budget or a limited number
of federation announcements being unable to spoof or spam the participating domains.
Communications between domains are recorded and validated as immutable transactions
on the ledger. Cryptography is used to preserve the privacy of the data in the transactions
exchanged [209].

Dynamic pricing and billing, and Multi-domain QoS require implementation of
dynamic SLAs and QoS monitoring. The use of Smart contracts is a promising solu-
tion towards the integration of both dynamic SLAs and QoS monitoring. Smart contracts
are deterministic and independent applications that reside on the Blockchain ledger. The
ETSI PDL specification [210] provides a hint of how to employ QoS through an example
scenario of using Smart contracts. It envisions a marketplace of SLAs where each Smart
contract presents a specific service offering with QoS metrics. Customers, ready to de-
ploy a service from the marketplace, need to send a payment Blockchain transaction to
the specific Smart contract. A third-party entity is used (as an oracle) to monitor the QoS
metrics and record the SLA fulfillment directly in the Smart contract. In the case that
QoS is not satisfied, the Smart contract automatically sends back a Blockchain payment
transaction to the customer Blockchain address with the penalty amount. Additionally,
service providers as Smart contract owners can dynamically change the prices in every
Smart contract, of course, prior to the customers making the deposit transaction. Simi-
lar ideas have been tackled in [60], [215]. Our Blockchain solution for federation The
adaptation of the described PDL concept in a federation scenario implicates a new Smart
contract creation for every new federation of services or resources. These Smart contracts
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represent dynamic federation SLAs that guarantee the QoS between the consumer and
provider domains, but this approach presents some drawbacks. There is an added Smart
contract deployment latency [210]. This added delay is due to the writing operation on the
ledger. Reading operations on a Blockchain ledger are immediate, but the writing alters
the ledger state. The speed of writing mainly depends on the consensus mechanism (e.g.,
Proof-of-Work, Proof-of-State, Byzantine Fault Tolerant, etc.), the network size, number
of newly issued transactions, etc. Furthermore, the use of a third-party entity (oracle) for
monitoring QoS metrics denatures the distributed concept, transforming it into a hybrid
version of a centralized solution.

Our proposed design (Fig. 5.2) can be realized, (i) with a single Smart contract as an
auctioneer; or (ii) without a Smart contract, on an application-based Blockchain.

The use of a single Smart contract, in our vision, defines a neutral set of rules that
reflect the federation steps from Section 3.2.1 in the role of an auctioneer. The use of
a reverse-auction model enables consumer domains to have customized federation an-
nouncements and provider domains diverse bids. In [59], we showcased the use of a
single Smart contract for federation in a dynamic environment. Compared to the multiple
Smart contracts case, the main difference is that the deployment delay is omitted. The
Smart contract can record all the domains’ interactions on a single Blockchain address.
These records are used as proof that all procedures have been performed correctly and to
enable billing.

Application-based Blockchain for federation vs. Smart contract Extensive use of
Smart contracts may exponentially increase the ledger storage, due to the number of writ-
ing operations, even if it is a single Smart contract. As a consequence, new joining do-
mains may encounter significant delays in syncing the ledger of the Blockchain, known
as a scaling issue. New application-based Blockchains emerged to diminish the scaling
issue. In comparison to general-purpose Blockchains, containing multiple Smart con-
tracts (e.g., Ethereum), application-based Blockchains propose a single application per
Blockchain, or vice versa. Examples of these are Tendermint/Cosmos SDK, Polkadot,
etc.

Both approaches have advantages and drawbacks. The adoption of each of the ap-
proaches may highly depend on their performances. Hence in the followuing, we try to
characterize the performance of different platforms for a simple federation scenario.

5.6. Performance of different consensus mechanisms to a federation scenario

In the following section we describe the experimental scenario and setup used to evaluate
the performance of different consensus mechanisms. The obtained results are elaborated
for each Blockchain platform in terms of execution time and utilization of resources.
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5.6.1. Experimental scenario

The experimental setup contains three independent administrative domains. Each admin-
istrative domain containing an orchestrator, underlying infrastructure and a Blockchain
node. The characteristics of each component are described in the following Section 5.6.2.
The experimental scenario is divided into two parts: federation and healing.

The federation part simulates an extension of a network service through federation.
The federation procedure is considered successful when two hosts from the consumer
domain are able to maintain a continuous communication (with no packet loss for finite
amount of time) with another two hosts from a provider domain.

At the start, the consumer domain announces the desired extension of the service to
be federated by sending a transaction. Both provider domains receive the announcement
transaction and generate a bid-offer as a transaction, containing all the service details
and prices. The consumer domain receives the offers (transactions) and elects a winning
provider domain which selection may be based on various things. In our case, we elect the
domain using first-come-first-serve (FCFS) strategy. Both domains receive the consumer
selection outcome, and the winning provider (#1) starts the deployment of the federated
service. The provider #2 returns to idle state. While the deployment is running, the con-
sumer domain sends the connection details through a transaction. Upon deployment of the
federated service, the provider #1 and the consumer domain establish the interconnection
between both domains using VxLAN The federated service is up and running promptly
after the deployment finished and inter-connection is established. Beside utilizing the ser-
vice, the consumer domain starts to continuously monitor the connection for if satisfies
a zero packet loss requirement. In our experimental scenario, once the winning provider
deploys the federated service is keeping it up and running for 10 seconds.

While in the second phase - healing, the federated service fails, and it is healed by
performing a new federation procedure with another provider domain (provider #2). The
healing is successful when the two hosts establish again an uninterrupted communication
with hosts from the provider #2, similarly as in the federation procedure. In our exper-
iments, the federated service is set to fail after 10 seconds which marks the start of the
healing part. The consumer domain upon detectiion of two consecutive packet losses,
issues a new federation announcement. For the new federation procedure, the provider
#1 is blacklisted as an unreliable domain which leaves provider #2 as only winner. The
provider #2 deploys the newly healed federated service using the same deployment steps.

Here we summarize the exact events measured during the experiments:

1. Service announced - consumer

2. Announce received - providers

3. A bid offer sent to consumer - providers

4. Winner choosen and broadcasted - consumer
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5. Winner announcement received - providers

6. Deployed federated service - winning provider

7. Connection details sent to winning provider - consumer

8. E2E Service running - consumer and winning provider

9. Service stopped - winning provider

Note that the events of the healing service are measured in the same order. Addition-
ally the 10 seconds countdown of the federated service starts at event (6), and it is stopped
in the last step (9).

5.6.2. Experimental setup

Administrative 
domain
Blockchain node

VNF (service segments)

Orchestrator 
(consumer or provider)

EB/WB interface
Blockchain network
Intra-domain connection
Inter-domain connection

Consumer

Consumer

Provider #1

Provider #2

Figure 5.3: Experimental setup

The experimental setup is shown on Fig. 5.3. Each administrative domain consists of
two host machines. The orchestrator and the underlying infrastructure are coupled in a
mininet VM, an Ubuntu 14.04 virtual machine with 2 CPU cores, 2 GB of RAM, and 5
GB of disk memory. Each of the blockchain nodes are in different machine, an Ubuntu
18.04 virtual machine with 2 CPU cores, 6 GB of RAM, and 25 GB of disk. Besides
the different dependencies both on the mininet and Blockchain platforms, the decoupling
would represent a real integration of Blockchain nodes into an existing infrastructure of a
service provider or a mobile operator.

5.6.3. Proof-of-work consensus profiling

First, we executed the experimental scenario using the Ethereum platform with Proof-of-
work consensus mechanism. Note that the three PoW Ethereum nodes were mining si-
multaneously, competing each of them for the block reward. Each orchestrator (consumer
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orprovider)ispostingthetransactionsdirectlytothelocalBlockchainnode.Figure5.4

presentstheoccurrenceofalleventslistedintheprevioussection(Sec.5.6.1).Thenar-

rowticksrepresentthemeanoccurrencetimeoftheevents.Notethatsomeofthemmay

overlapduetoveryhighvariancerange.Thevarianceforeacheventisrepresentedbya

transparentbarwhichrepresentsthevariancerange.HenceintheFigure5.4,thevariance

rangesoverlapwitheachotherthusloweringthecolortransparency.Someareasarecolor

denseduetooverlapofmultiplevariancerangesforseveralevents.

Figure5.4:PoWeventvariance

Asmentionedbeforetheproviderdomainisdeployingandkeepingtheserviceup

andrunningforlimitedtimeof10seconds.FromFig.5.4isvisiblethatinthecaseof

PoW,theserviceisbarelyconsumedbytheconsumerdomain,duetohighvariancein

transactionpropagation.

ForbetterviewofwhatishappeningineachBlockchainnode,wemonitoredthe

CPUusage,thememoryusage,thestorageandnetworkreceivingforthedurationof

theexperiments.Figure5.5ispresentingtheproilingobtainedforthedurationof20

consecutiveexperiments.Fromtheobtainedresults,itisclearthatthePoWconsensus

mechanismissaturatingtheCPUineachnodeupto100%.Thememoryusageisconstant

whileruningtheexperiments.Duetoexchangeofpendingtransactionsandminedblocks,

boththediskandthenetworkactivitiesareatmoderatelevel.

5.6.4.Proof-of-authorityconsensusproiling

WerepeatedtheexperimentalscenarioforEthereumplatformusingPoA(Clique)con-

sensusmechanism.Theexperimentsconsist20consecutiverepetitions.OnFig.5.6are
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showntheeventoccurrences.InthePoAcase,comparedtoPoW,thesubmittedtransac-

tionsareminedmoreregularly,whichrelectsinlowerfederationtimeaswellaslower

variancerangesperevents.Theservicefederationisestablishedwithin15secondswith

nooverlappingaveragetimesofeventsoccurrences. ThecompletedtimeofthePoA

experimentislessthan50secondswhileinthePoWcaseisover70seconds.
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tointer-blocktimes.

Figure5.6:PoAeventvariance

TheproilingofthePoABlockchainnodesispresentedinFig.5.7.Themostevident
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is the low CPU usage. In contrast to PoW, the CPU load is less than 10% with small
peaks in the Provider #1 domain. These peaks are due to the Provider #1 domain being
the last validator and sealer of each newly created block. As mentioned in Section 5.2.4,
the last validator is in charge of running the smart contract bytecode and sealing the block.
The memory consumption is similar to the memory consumption of the PoW Ethereuem.
There is a significant increase of disk and network activity. Even though the disk activity
peaks are not significantly higher, the network activity of PoA is around 100% higher than
the PoW driven Ethereum.
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Figure 5.7: PoA profiling

5.6.5. Practical Byzantine tolerance consensus profiling

On Fig. 5.8 are shown the experimental results obtained from the Tendermint platform
using the PBFT consensus mechanism. From the obtained results, the average occurrence
times of the events have lower variance compared to the the PoW or the PoA results.
The system and execution stability is generally preserved for the all repetitive trials. The
average completion time is lower than both the Ethereum PoA and the Ethereum PoW.
The transaction propagation is almost instant.

The performance of the Tendermint platform is displayed on Fig. 5.9. The CPU
load shows that the Tendermint platform is very efficient is appending and exchanging
transaction. The validation is not computationally demanding. Since the Tendermint is
application-based Blockchain, only a single application can run on top of the Blockchain.
In this case it is the federation application. Thus the CPU is significantly lower in contrast
to the Ethereum PoW platform, where as a general purpose Blockchain many smart con-
tracts can run on top. However there are not many differences compared to the Ethereum
PoA. Memory-wise, the Tendermint platform takes over around 10% of the available
memory, similar to the Ethereum platform. On the other hand, the disk activity is signif-
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Figure5.8:PBFTeventvariance

icantlyincreasedcomparedtotheEthereumplatform.Thiscanpotentiallybeproblem-

aticonthelongrun,mainlydependingonthestoragehardwareusedfortheTendermint

nodes.ThenetworkactivityisintherangeoftheEthereumPoWplatform,withincreased

pickswhennewfederationannouncementsaresubmitted,mainlyduetoincreaseddata

exchange.

Figure5.9:PBFTproiling
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5.6.6.Proof-of-stakeconsensusproiling
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26

secondswhichisshorterindurationthanEthereumPoW,butlongerthanEthereumPoA

andPBFTTendermint.ThevarianceissigniicantlylowerthanEthereumPoW.

Figure5.10:PoSeventvariance

TheperformanceanalysisoftheCosmosPoSisshownonFig.5.11.Eventhoughthe

CosmosplatformisbuiltontopofTendermint,thecomputationaloverheadinverifying

alltheblocksisevidentintheCPUload.TheCPUincreaseofupto50%isrelatedto

thegenerationoftransactionsfromthegivennodes. Whenanodeisonlyvalidatingand

relayingblocks,theCPUloaddropssigniicantly,asinthecasewithProvider#1.The

memoryusageisstandardupto10%forallBlockchainplatforms.

ThestorageactivityisrelativelyhighasintheTendermintcase.Howeverthenetwork

activityissigniicantlyhigherthanrestoftheBlockchainplatforms.Inourview,this

isduetotheincreasedsizeofdataexchanged.TheCosmosPoSisanapplicationof

Tendermintitself,whichbydefaultaddsandataoverhead.

5.7.Discussion

InthissectionweelaborateovertheevaluatedresultspresentedinSection5.6.Table5.3

summarizesthefollowingelaboration.Besidesthemeasuredresults,wegeneratedad-

ditionalempiricalmetricsthroughthesetupandrunningoftheexperimentswhichwe

indthemusefulforevaluationoftheplatforms.Theseempiricalmetricsare:setupcom-
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Figure 5.11: PoS profiling

plexity, application development complexity, public chain portability, support for mul-
tiple applications and community support through documentation. Note that these are
more subjective metrics given we have 5+ developing experience on Ethereum platform.
However, we argue that these metrics provide significant insight into the transition and
adoption of Blockchain as a technology for NSF or other network applications, given the
maturity level of the Blockchain technology (at the time of publishing).

The average federation time shows the overhead of the NSF application if it is real-
ized through the application of Blockchain technology [54], [216], [217]. The different
consensus mechanisms, as we previously evaluated, have different security characteris-
tics. To that end, the choice of more time-efficient consensus is a trade-off for choosing
less secure and more centralized or permissioned systems. For example, the Ethereum
PoW would be more suitable for open federation, where the participants does not demand
stringent authentication procedures and anonymity is allowed. On the other hand, PBFT
Tendermint or Ethereum PoA would be more suitable for rapidly changing dynamic en-
vironment, where a service demands a volatile edge infrastructure [59].

There is a big distinction in the CPU utilization for each of the consensus mechanisms.
In the case of Tendermint and Ethreuem PoA, the Blockchain process activity has low
effect on the CPU usage. The saturated CPU utilization in Ethereum PoW demands higher
performance computational infrastructure.

In terms of memory usage, every platform use around 10% memory usage. The disk
activity might be severe for the long-run, especially in the case of Tendermint and Cosmos
platforms. Except in the Ethereum PoA case, there is a low network overhead which is
suitable for federation of network services as well as other applications.

As mentioned before, the observed metrics are useful for future application of any
of the evaluated Blockchain platforms. The setup complexity is straight-forward and
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Table 5.3: Consensus mechanisms and platforms comparison

PoW - Ethereum PoA - Ethereum PBFT - Tendermint PoS - Cosmos

M
ea

su
re

d Avg. federation time 32 seconds 14 seconds 11 seconds 26 seconds

CPU utilization ∼100% <10% <3% ∼50%

Memory utilization ∼10% ∼10% ∼10% ∼10%

Disk utilization Moderate Moderate-Low High High

Network activity Low Moderate-High Low Low

E
m

pi
ri

ca
l Setup complexity Low Medium High High

App development

complexity

Solidity

(medium)

Solidity

(medium)

Golang

(medium-high)

Golang

(medium-high)

Support for

multiple applications
Yes Yes No Partially

Portability to public

Blockchain
Simple Simple Complex Complex

Community support High Medium-high Low Medium-low

well documented for both Ethereum PoW and PoA. The access points are well-defined,
with various tools for deployment of smart contracts (e.g., Truffle, Hardhat). The block
creation process is familiar to the original Bitcoin block creation process. The complexity
of setting up Tendermint and Cosmos private Blockchain instances is significantly higher.
Although running a single node environment is straight-forward, the setup of multiple
networks is not well documented and not very intuitive. We also want to note that this was
the case at the time of setting up the experimental environment which might be improved
afterwards.

The application development is not significantly different in terms of application logic.
The Ethereum Virtual Machine (EVM) provide universal functions, definitions (e.g., ad-
dressing, balances) and variables (block numbers, states) that are not differ significantly
between different EVM compilers. Smart contracts can be interconnected with other
smart contracts and interact. An application might be distributed over several smart con-
tracts. In Tendermint, it is up to the service providers to develop all the utility libraries on
top (addressing, balances, etc.). Cosmos contains some of the default utilities, however it
still demands very detailed application code which defines behaviors at each stage of the
block creation.

The support for multiple applications or smart contracts might be crucial for future im-
plementations. Both Ethereum platforms support running multiple smart contracts over
the same Blockchain (EVM) instance. In this case the computational utilization is not
(significantly) increasing for every new Blockchain smart contract in Ethereum PoW.
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This is not the case the PBFT Tendermint and PoS Cosmos platforms which demand
newly deployed Blockchain instance for each new application. Although there are Cos-
mos extensions that allow for enabling an Ethereum Virtual Machine (EVM) to run over
Cosmos [218], the Cosmos performance might be degraded due to high overhead. Hence,
in our view Cosmos has partial support for running multiple applications at the same
Blockchain.

The portability to a public Blockchain (main network) is tightly related with the sup-
port for multiple applications. In the case with Ethereum, it is a straight-forward process
that requires use of the provided tools (e.g., Truffle, Hardhat), or well defined APIs. There
is no public Tendermint network, and in case of Cosmos, the portability is not straight-
forward. Although the Inter-communication Blockchain Protocol (IBC) is designed to
allow different Blockchain application instances to be able to communicate, the process
is not simple.

Finally, the development communities of Ethereum, Tendermint and Cosmos is sig-
nificantly different. Ethereum has already established and very active community. The
Tendermint and Cosmos community is tightly working together and although they are
quite centralized, the development is very active and constantly improving with the goal
to catch-up the Ethereum.

5.8. Edge Robotics using Blockchain

5.8.1. Motivation

In recent years, Edge robotics emerged as a consequence of the rapid development of Edge
computing to address the network performance (e.g., high latency, unpredictable jitter) re-
lated challenges that Cloud-based robotic applications experience[219]. By placing com-
puting and storage resource near the edge, robotic systems can execute applications closer
to the robots resulting in more predictable communication and overall better system per-
formance. For the market, the Edge robotics services are an opportunity for mobile robots
to be employed in accomplishing a range of manual tasks (e.g., security/surveillance,
cleaning, delivery of goods, collecting fruits, ehealth emergency response, sports video
coverage, etc.). The linchpin of the Edge robotics is the constant robots connectivity over
the access network and the available real-time information about the connectivity. This
information enables effective adaptation of the robot operations to the actual status of the
communication. The high mobility of robots demands change of the point of access in the
access network which is currently feasible within a single administrative domain. What
happens if a robot needs to leave an administrative domain (network coverage) in order
to finalize a task? In such cases, an Edge robotics service require fast and short-lasting
expansion of the service footprint over multiple administrative domains (e.g., delivery of
goods for a big day-lasting events, emergency response for large area, video streaming of
cycling events, etc.).

122



The federation as a 5G networks concept for NFV and MEC, enables orchestration
of resources and services across multiple administrative domains. Virtualized access net-
works enable the robotic service providers to request on-demand deployment of virtu-
alized access point, in an external administrative domain at a specific location through
the federation process. With the introduction of the Fog concept, where volatile and low-
power consumption devices are used as access network, federation extends the eco-system
heterogeneity and variance in the access network coverage. Multiple administrative do-
mains can simultaneously deploy virtualized wireless networks over range of hardware
devices thanks to Fog, Edge, MEC and NFV concepts.

As a consequence, a higher number of involved administrative domains, eligible to
provide on-demand federation of services and resources, increase the risk of security
threats, maintaining SLAs, privacy violations, and etc. The DLT is a potential solution to
counter the negative byproducts of the federation process. The Blockchain as a DLT, by
default provides trust, security and cryptography to participants. Leveraging the DLTs,
the administrative domain can discover, negotiate and federate services on-the-fly.

In this paper, our goal is to (i) propose a DLT federation concept in the Edge robotics
environment, (ii) apply the DLT federation concept on a real Edge robotics test-bed and
(iii) evaluate the performance of the solution.

5.8.2. Related works in Edge robotics

Following the principles of Edge robotics, [220] elaborates on the edge-computing friendly
functionalities in healthcare robots and discusses the corespondent edge computing tech-
niques in order to materialize wireless driven healthcare robotic services. Moreover, an
example of system architecture that exploits the edge to achieve offloading for computa-
tionally expensive localization and mapping is presented in [221]. In [222], the authors
present the possibilities of deploying AI based dynamic robotic control in the edge of the
network to self-balance service robot and pick up a box automatically. The experimental
test-bed and scenario (described in the following sections) is partially implemented in our
previous work [38].

5.8.3. Federation in Edge robotics

In this section, first we dive into the Edge robotics service and realization through MEC
in NFV. Then, as a consequence of the dynamic and volatile environment, we propose the
edge federation concept. Finally, we explain how DLT can be applied for private, secure,
and trusty edge federation.
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5.8.4. Edge robotics: MECinNFV-based service

Driven by the opportunities that are offered by operating at the edge of the network (e.g.,
proximity, low-latency, network context information), ETSI created the MEC framework
as one of the early implementations of Edge computing. In this work, the Edge robotics
service relies on the MEC in NFV reference architecture [13] [223]. In this realization
of the MEC, the key components of the architecture (e.g., MEC platform, MEC appli-
cations, and MEC services) are realized as virtualized network functions (VNFs) over a
virtualized infrastructure. To that end, the Edge robotics service is represented by MEC
apps distributed between robots and MEC hosts. The points of access (e.g., virtual access
point) are represented by a MEC apps as well, while MEC services provide real-time ra-
dio network information or robot localization information through a MEC platform. The
Edge robotic service can use this information to dynamically adapt the robot operations.

The combination of radio context information and location coordinates allow the robot
to move within the boundaries of a single administrative domain. Our proposal is that
through application of service federation, an Edge robotics service would not be limited
(to single AD) and it would be able to extend the desired service footprint at anytime,
anywhere. A simplified service federation of an Edge robotics service is illustrated on
Fig. 5.12. All colored blocks represent MEC apps as VNFs. The blue blocks present
the MEC apps of an exemplary Edge robotics service deployed in a consumer domain.
The "Brain" contains the control logic that provides movement instructions to a robot
"agent", through the virtual access point ("vAP1"). The robot, via the "agent", executes
the movement commands using its actuators and provides real-time sensor data back to
the "Brain". In short, this is a closed-loop which allows the "Brain" to control the robot
to accomplish different tasks (for more details refer to [38]). When the robot leaves the
coverage area of the consumer domain, a service federation is initiated by the consumer
domain. The service federation includes deployment of new virtual access point ("vAP2")
in a provider domain that can ensure extended network coverage. The federated "vAP2"
establishes an overlay connection to the "Brain" through an inter-domain link. Once the
end-to-end connectivity is established, the closed-loop between the "Brain" and the robot

124



continues through the federated "vAP2" without any service interruption.

5.8.5. Service federation procedures

In our solution we focus on the service federation rather than resource federation. In
service federation a consumer domain (orchestrator) requests an extension of a service
(or part of a service) to be deployed over a provider domain. The provider domain (or-
chestrator) oversees the complete deployment process of the service extension. While in
resource federation the provider domain only provides available resources (e.g., comput-
ing or networking) to the consumer domain, and the deployment of the service extension
is executed by the consumer domain. In order to successfully complete a service federa-
tion [90] [216], there are several federation procedures that are executed in sequence:

• Registration - initial procedure through which the administrative domains estab-
lish their peer-to-peer inter-connectivity or register to a central entity. The registra-
tion procedure characterizes the type of federation, which can be relatively open or
strictly closed. As an open federation can be considered when external new domains
can more easily register to the peer-to-peer or centralized interaction. The closed
federation includes pre-defined participants with strict policies and rules, manually
set and defined by the ADs.

• Discovery - in this procedure the participating ADs periodically broadcast or ex-
change among themselves information on their capabilities to provide services or
(computing/networking) resources. Each AD creates and continuously updates a
global view of the available service or resources at the external ADs.

• Announcement - this procedure is triggered by the consumer domain, once it has
been decided the need to federate part of a service in an external peering domain.
An announcement is broadcast to all potential provider ADs. The announcement
conveys the requirements for a given service or set of resources. In the centralized
case, the central entity is used as a proxy.

• Negotiation - the potential provider ADs receive the announced offer, analyze if
they can satisfy the requirements and send back a positive or negative answer. The
positive answer includes the pricing of the service.

• Acceptance & deployment - the consumer AD analyzes all collected answers and
chooses an offer of a single provider domain. The selection process is entirely left
to the consumer AD’s internal policies and preferences. The consumer domain
sends an acceptance reply to the chosen provider AD. The provider AD starts the
deployment of the requested federated service.

• Usage&Charging - once the provider AD deploys the federated service, it notifies
the consumer AD and sends all necessary information for the consumer AD to
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Figure 5.13: Sequence message diagram for Federation Smart-Contract and administra-
tive domains during federation

include the federated service as part of the end-to-end service deployment. From
that on, the provider AD starts charging for the federated service during its life-
cycle, until it is terminated.

Please note that the security/privacy and trust among the participating ADs is vital in
all the aforementioned procedures. Actually, due to competitive reasons, any AD (e.g.,
mobile operators, cloud providers, etc.,) would not reveal much information regarding the
underlying internal infrastructure or the full capabilities for service deployments.

5.8.6. Applying DLT for federation

Depending on how the service federation procedures (described in Sec. 5.8.5) are realized,
the sequential completion of the whole federation process can take more than a minute
or even an hour. In a dynamic and heterogeneous environment, where the underlying
infrastructure of each domain is continuously modified, the state can change in order of
seconds.

To boost the federation process in secure manner, our idea is to squeeze the whole
service federation process (from Sec. 5.8.5) to run on a DLT. More specifically, the fed-
eration procedures to be stored and deployed on a Federation smart-contract (SC) which
is running on top of a permissioned blockchain. The design of the Federation SC is com-
pletely open. Our focus in the smart-contract design is to maintain neutrality and privacy
while overseeing the federation procedures that involve all ADs.

Each domain sets up a single node as part of the peer-to-peer blockchain network.
The distributed nature of the blockchain network allows scalability while maintaining
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the security. The ADs communicate with the Federation SC through transactions. The
transactions are recorded in the blocks. The sealing or generation of blocks depends on the
consensus protocol. The choice of the consensus protocol would determine the speed and
the security level of the federation process. For example, the Proof-of-Authority (PoA)
consensus increases the speed, while the Proof-of-Work (PoW) mechanism increases the
security of the blockchain.

Each new joining AD establishes connectivity with at least a single node in the blockchain
network using a new and locally deployed node. Then, it registers to the Federation SC
with a single-transaction registration using its unique blockchain address. In the single-
transaction registration the Federation SC records the information of the registering AD
and its service footprint. This way the registration procedure explained in Sec. 5.8.5 is rel-
atively simple to be realized. Once the registration procedure is successfully completed,
the AD is ready to consume or provide federated services.

Fig. 5.13 presents the interactions of registered ADs with the Federation SC for a
single service federation process. The registered ADs can participate as consumers or
providers in the federation process. When a consumer AD needs a federated services, it
creates a federation announcement (step 1). The announcement is sent as a transaction
to the Federation SC which records the announcement as a new auction process on the
blockchain (step 2). Then, the Federation SC broadcasts the auction to all registered ADs
(step 3). Note that the address of the consumer AD is hidden in the broadcast announce-
ment in order to protect the AD’s privacy and prevent the rest of the ADs to passively
collect information. Thus, the discovery phase is omitted in the design of the Federa-
tion SC. Instead, our approach is using a single-blinded reverse auction [224], where a
consumer AD anonymously creates an announcement offer and the rest of the potential
provider ADs are bidding for it. Therefore, once the broadcast announcement is received,
the potential providers analyze the requirements and place a bid offer to the Federation
SC (step 4 & 5). Each received offer is mapped and recorded by the Federation SC (step
6).

In our vision the Federation SC is used more as a tool for maintaining neutrality and
privacy than a governing or an authority member in the federation process. As a result, the
bidding process is controlled by the consumer AD. That way the consumer AD has the full
control and freedom to apply any selection policies (e.g., prioritize given offers, select the
lowest price offer, etc.). In other words, the consumer domain is oversees the negotiation
and acceptance procedures. Therefore, the consumer AD is notified for any new bidding
offer and it polls the Federation SC to obtain the information of each bidding offer (step 7,
8 & 9). Once the consumer AD selects a provider AD (e.g., winning provider), it closes
the auction in the Federation SC (step 10 & 11). The winning provider is recorded by
the Federation SC, which immediately broadcasts message to all participating ADs that
the federation announcement has finished and a winner is chosen (step 12 & 13). Each
of the participating ADs attempts to obtain the details in order to deploy the federated
service. As shown on Fig. 5.13, only the winning provider AD has the granted access to
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the information (step 14 & 15).

The information that the provider domain obtains can vary depending of the trust-
level of the participating ADs. If the participating ADs want to maintain privacy, having
low trust level towards other ADs or untrusty communication, the service deployment
information is limited (e.g., descriptor to be used, consumer’s endpoint to establish data-
connectivity). If the participating ADs have higher level of trusts or trusty communi-
cation, the information that the provider domain can access is broader (e.g., database of
resources, storage, different endpoints, etc.). At this point the negotiation and acceptance
phases (of Sec. 5.8.5) are completed and the deployment of the federation service has
started (step 16).

Once the deployment is concluded, the provider AD confirms the operation by sending
transaction to the Federation SC (step 17). The Federation SC records the successful
deployment and initiates charging for the federated service (step 18). The charging can
be applied through micropayment channels [151]. The micropayment channel applied on
the blockchain can enable single non-bias charging record that is immutable for both the
consumer AD and provider AD.

At the end, the Federation SC notifies the consumer AD of successful federated ser-
vice deployment (step 19 & 20). The consumer AD leverages the running federated ser-
vice until is needed, then terminates the service through the Federation SC. The termina-
tion procedure is omitted in this work.

5.8.7. Experimental setup

To prove the feasibility of the DLT federation for Edge robotics (of Sec. 5.8.3) and eval-
uate the solution, we have deployed an experimental test-bed which on top of it we run
trusty & untrusty experimental scenario.

The experimental test-bed (shown on Fig. 5.14) consists of a robot, Ethereum blockchain
node and two administrative domains (ADs) - consumer and provider domain - with their
underlying infrastructure. The test-bed is deployed along a hallway in the University
Carlos III of Madrid.

The consumer domain infrastructure consists of two MEC hosts depicted as host 1
and host 2 on Fig. 5.14. KVM and LXD virtualization is running on top of host 1, while
only LXD on top of host 2. Both hosts are orchestrated by the Consumer orchestrator
which in this case is a simple custom developed orchetrator determined for the whole
scenario process. An on-boarded Edge robotics service is similar to the service described
in Fig. 5.12. The Consumer orchestrator deploys the Edge robotics service over the un-
derlying infrastructure (host 1 & host 2) through the distributed Virtualized Infrastructure
Manager (VIM) - Fog0510. As described in Sec. 5.8.5, the Edge robotics service is de-
ployed as VNF-MEC apps (shown as blue rounded boxes on Fig. 5.14):

10https://fog05.io/
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Figure 5.14: Edge robotics experimental test-bed & scenario

• Brain is a MEC app deployed over host 1.

• vAP1 is deployed over host 2 as hostapd MEC app, inter-connected through virtual
link to Brain.

• Connectivity agent is deployed over the robot hardware. The robot hardware con-
sists of motor wheels as actuators, 802.11 connectivity, and sensors (lidar & odom-
etry).

A MQTT broker is substituting the role of a MEC platform. The Brain, as a main MEC
application, is consuming a Localization MEC service via the MQTT broker.

The provider domain is isolated from the consumer domain. Contains a single host
(illustrated as host 3 on Fig. 5.14). The Provider orchestrator is a replica of the consumer
orchestrator that orchestrates the virtualized infrastructure (LXD) through new instance
of Fog05. The provider orchestrator has only the on-boarded image of the vAP2 MEC
application on Fog05 (illustrated as orange rounded box on Fig. 5.14).

The Distributed Ledger contains two instances of Ethereum blockchain. The instances
are deployed over a virtual machine on a server at the University network. Both instances
contain the Federation SC described in Sec. 5.8.6. The first instance is running Proof-of-
Authority (PoA) consensus for trusty communication, and the second instance Proof-of-
Work (PoW) for untrusty communication. In-depth consensus mechanism comparison is
out of scope for this work.
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The experimental scenario is mimicking a real use-case where the robot is instructed
to deliver goods or clean an area at the University, following a path as illustrated with the
red line on Fig. 5.14. In order to finalize the task, the robot needs to drive from the blue
(consumer) domain to the area of coverage of the orange (provider) domain. The Brain
is aware of the real-time robot’s location by consuming the Localization MEC Service.
The Brain triggers the federation procedure to the consumer orchestrator when the robot
approaches the boundaries of the vAP1 coverage. On triggering event, the consumer or-
chestrator proceeds with the federation procedure as described in Sec. 5.8.6 and Fig. 5.13.
The provider domain, as a winner, establishes an overlay inter-domain link to the con-
sumer domain, and deploys the vAP2 (as depicted on Fig. 5.14). After the deployment of
the federated vAP2 has finished, the provider orchestrator confirms the deployment to the
Federation SC by storing the BSSID of the deployed vAP2. The consumer domain deliv-
ers this information to the Brain. Finally, the Brain instructs the robot, or the Connectivity
agent, to switch connectivity to the BSSID of vAP2. The Connectivity agent connects to
the vAP2 while the closed-loop (Brain to robot) is not broken. The closed-loop data in
both directions starts passing through the overlay inter-domain link.

5.8.8. Results

In this section we are evaluating the time performance of the Edge robotics federation us-
ing DLT by running the experimental scenario as described previously. We run the exper-
imental scenario using (i) the PoA-based blockchain instance that uses trusty communica-
tion between the domains, and (ii) the experimental scenario with the default PoW-based
consensus and untrusty communication. As already mentioned, in the untrusty commu-
nication the consumer provides only the inter-domain link endpoint, and the provider
domain provides back the BSSID of the vAP2, upon deployment. We made a number of
experimental runs for each of the PoA-based and PoW-based scenarios. In the rest of the
section we present the average times for each step in the process.

Three graphs of the time it takes to finalize all the federation procedures are shown on
Fig. 5.15. In all graphs the time bars are colored:

• orange - for all federation related procedures as described in Sec. 5.8.5/5.8.6 and
Fig. 5.13.

• blue - for all procedures that involve deployment of the Edge robotics service or
part of it.

To that end, the top graph of Fig. 5.15 presents the accumulated times of the federation
procedures in both consumer and provider domain. The average federation time is 19.038
seconds - or the time it takes from the trigger at the consumer orchestrator to the robot
connected to the vAP2. The break-down in all phases that occur in the consumer domain
is presented in the middle graph of Fig. 5.15. It takes 12.97 seconds for the deployment
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Figure 5.15: Federation using trusty communication - PoA consensus:
(top) summarized phase times; (middle) consumer AD; (bottom) provider AD;

of the vAP2 to be confirmed at the consumer domain (or phase "federation completed").
In other words, the consumer domain retrieves the BSSID of vAP2 in provider domain
in 12.97 seconds. Then it takes around 6 seconds. for the Brain to instruct the robot to
discover vAP2, disconnect from vAP1, and connect to vAP2.

The bottom graph of Fig. 5.15 breaks down all the phases in the provider domain, that
occur within the previously mentioned 12.97 seconds. The negotiation or bidding pro-
cess until the provider domain is elected as a winning provider takes 3.98 seconds. More
specifically, it takes 3.98 seconds from the time that the provider domain receives the
broadcast announcement (shown on Fig. 5.13) until the deployment starts. The establish-
ment of the inter-domain link, on-boarding & instantiation of the vAP2 takes additional
5.58 seconds.

The results of the PoW-based scenario and untrusty communication is shown in the
Fig. 5.16. The graph shows only the accumulated times for both domains. Compared to
the PoA-based solution, it is clear that the PoW-based solution takes significantly more
time to negotiate and complete the federation process using the Blockchain/DLT. Due
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to the PoW consensus mechanism the "federation completed" phase is completed within
24.3 seconds, nearly double the time of the PoA-based solution.

5.8.9. Remarks on federation in dynamic scenarions using Blockchain for life-cycle
management and Edge robotics

In this chapter, we elaborated what is Blockchain as a technology, how it is used in differ-
ent vertical industries, and how different consensus mechanisms can be applied to the pro-
cess of Network Service Federation. We provided an initial design on how the Blockchain
based solution can be suited for already established NFV MANO administrative domains
with an underlying virtualized infrastructure. We are confident that any of the Blockchain
applications can successfully improve the NSF process, especially in dynamic scenarios
with unknown users, despite the unpredictability and unreliability of the involved domains
or networking resources.

We set up an experimental scenario where we tested the performance of four different
consensus mechanisms mainly for life-cycle procedures in a NFV environment: instan-
tiation and healing. Through the measurements and the process of adapting the scenario
for each of the platforms, we managed to provide additional empirical observation of how
each of the platforms may affect the NSF process. From our experience, every platform
and consensus mechanism has its own benefits and drawbacks. In our view, the choice
mainly depends of the application nature and the longevity of the solution.

Later, we showcased the application of DLT for federation of an Edge robotics service
in a real scenario over an experimental test-bed. To the best of our knowledge, it is the
first work that applies federation in an Edge robotics scenario.

Results show that a complete federation process is concluded in around 19 seconds
while using more efficient (e.g., PoA) consensus mechanism for more trusted environ-
ment. In 42% of the federation time, the consumer domain generates announcement,
collects bids and chooses a winning provider domain. In a more distributed environment
where large number of unknown domains are expected to join and interact, the PoW con-
sensus mechanism is the preferred option. In this case, the federation concludes in 28
seconds.
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In the future, we plan to analyze more consensus mechanisms and execute the scenario
using real NFVO MANO infrastructure while federating an end-to-end NFV network
service.
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6. FEDERATION USING MACHINE LEARNING

6.1. Motivation

Through the technologies such as NFV and Network Slicing, a range of specific require-
ments is satisfied for each vertical industry. Vertical services are translated into network
services (NFV-NS) containing all requirements and instructions to be deployed over un-
derlying network and computational infrastructure. The dynamic slicing enables the op-
timal resource allocation that reduces the cost of the mobile operators. The 5GT platform
leverages the network slicing to efficiently orchestrate different NFV network services
(NFV-NSs) over single or multiple domains.

In this chapter, we take the role of a service provider at a mobile edge (with limited
resource capacity) that aims at maximizing its long-term revenue. On the one hand, in
order to satisfy stringent service requirements, service providers need to over-dimension
their infrastructure to face system dynamics with high reliability, which results in addi-
tional cost and waste of resources. On the other hand, service providers have limited
coverage and footprint, and may not have enough resources in certain areas where the
service is requested. In this way, when facing a deficit of resources to accommodate new
service requests, they need to lease services or resources from another provider according
to already-established terms and service level agreements, i.e., service federation.

The concept of service orchestration across multiple administrative domains [225] as
federation is one of the key features of the 5GT platform. The federation enables each
5GT administrative domain (e.g., mobile operator) to provide broader spectrum of ser-
vices to the vertical customers with low-cost access to infrastructure capacity and global
service coverage in external domains. Through the use of optimized orchestration strate-
gies (e.g., Machine Learning, Artificial Intelligence, ...) [226]–[228], operators may sig-
nificantly increase their profit.

The main goal of this chapter is to (i) formulate a service deployment decision prob-
lem with an aim to maximize the administration domain’s revenue; (ii) and to propose
a solution to the decision problem, evaluated through simulation of federation scenar-
ios. Such decisions have important implications on the final price offered to potential
customers.

The first part of this chapter considers simpler scenario, using fixed resource pricing.
However, the price associated with federated resources has complex time dynamics [229].
Specifically, the end-user price depends on several variables, such as the availability of
resources over time, the demands of service requests, and other business factors, which
are unknown to the requester. Price fluctuations may lead to service rejections, even
when there are resources available in the federated domain, due to negative financial rev-
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enue when infrastructure costs are overly high. The second part extends the work using
dynamic pricing.

6.2. Related work

In [230] and in Chapter 3, federation mechanisms are classified as (i) open federation,
where the connectivity between administrative domains changes dynamically; or as (ii)
pre-established federation, where connections are fixed using business contracts and ser-
vice level agreements.

There are already several platforms that enable a federation. In the 5GEx project [52],
the administrative domains use UNIFY [231], which allows them to expose and ex-
change information about available resources for federation. In the 5G-TRANSFORMER
project [54], [91], [232], [233], a service orchestrator module provides a pre-established
service federation to peering administrative domains. A similar approach is adopted by
the 5Growth project [234], [235], as the platform enables various federation approaches
such as multi-level multi-domain orchestration or open federation using distributed ledger
technologies [236]. These works [52], [54], [91], [231]–[236] provide detailed technical
and architectural workflows of how federation can be realized in various scenarios for
different use cases but do not present algorithmic solutions to actually make decisions.
This chapter complements these existing works, providing a tool that can be adapted to
generate profitable federation decisions in most of the described solutions and platforms.

In 2012, the work in [237], a federation is identified as a challenging mechanism to
tackle in virtual network embeddings. The work described in [238] proposes an adapta-
tion of an Alternating Direction Method of Multipliers (ADMM) based algorithm, named
Alternating Directions Dual Decomposition (AD3) [239]. The adapted algorithm solves
the Virtual Network Embedding (VNE) problem in a decentralized fashion, and in a multi-
domain scenario with each domain offering fixed pricing. [240] formulates the VNE prob-
lem in a scenario of non-cooperative domains that bid prices offered to deploy incoming
Virtual Network Functions Forwarding Graphs (VNF-FG). The authors of [240] propose
a framework based on Actor-Critic [241] agents for domains to decide the bidding prices,
and for clients to maximize the number of deployed VNF-FGs. These works [237], [238],
[240] study the VNE problem in-depth but focus on generating decisions that are techni-
cally efficient rather than economically profitable. Only [240] uses a Cost-based First Fit
(CFF) heuristic algorithm to decide for low-price resources while others do not consider
real price dynamics.

The same applies to [242], which proposes a heuristic to assess the VNE in multi-
domain networks. The proposed solution, called consolidation-based, is a greedy ap-
proach that gives preference to the deployment of VNFs in master paths before service
function chains (SFC) suffer from branching. The heuristic is enhanced with a feedback
mechanism that prevents itself from deploying the SFC over links and servers that have
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recently failed. They assume static costs and revenues.

The work in [243] presents a distributed solution to compute a VNE in multi-domain
networks. The algorithm is inspired by a large-scale graph processing [244] system that
uses message-passing to decentralize the computation of the embedding of incoming
VNF-FGs. The proposed algorithm iterates over what authors call “super steps”, until
each domain has locally deployed a part of the VNF-FG. Finally, a master node collects
all feasible solutions proposed by each domain and selects the best. The solution ignores
costs in the multi-domain infrastructure and the authors lay focus on scalability.

The authors in [245] focus on the problem of migrating service VNFs among domains
that belong to a cooperative federation. Inspired by the flow/state migration problem[246],
the paper proposes an algorithm that coordinates each domain orchestration, so as to
assess the migration in a finite time, and satisfying non-functional requirements. The
work ignores the price associated with hosting VNFs across different domains.

The work in [247] offers a complete view of a multiple provider federation in 5G
networks, and experimental validation of a heuristic approach on top of the described fed-
eration model. The work presents an abstraction of the resources that each provider offers
to its neighbors within the federation. The abstraction, called the Bis-Bis node, repre-
sents a graph with an abstraction of the resources and connections offered to the peering
providers. The authors use a heuristic algorithm that is based on a greedy backtracking
approach [248]. The algorithm is evaluated by means of scalability and running time in
a multiple provider experimental setup. In the experiments, the authors in [247] assume
fixed prices.

Regarding dynamic pricing scenarios, works such as [249] and [250] tackle resource
allocation in mobile edge computing (MEC) and heterogeneous cloud scenarios in an
auction-based manner. [249] proposes TCDA (Truthful Combinatorial Double Auction),
a solution to determine both the pricing and resource allocation in a MEC scenario where
mobile devices bid to obtain resources in the Edge. TCDA solves the associated opti-
mization problem, and ensures that the pricing and resource allocation satisfies properties
as social welfare maximization, locality constraints, and budget balance; among others.
[250] solves the offloading of computing tasks in a heterogeneous cloud scenario where
also users’ mobile phones can execute offloaded tasks. Mobile phone users ask and offer
resources to offload and accommodate computing tasks. As in [249], users bid to other
mobile users to offload their tasks, and [250] proposes a greedy algorithm to solve both
the allocation of such tasks, and derive payments of the auctioning phase. The proposed
greedy reverse auctioning algorithm shows near optimal results by means of utility, ex-
ecution time, and energy consumption. Moreover, it also satisfies economic properties
as truthfulness, and individual rationality (as [249]); and it has been implemented as an
Android app. Though both works [249], [250] provide good insights about allocating
heterogeneous resources when the auction prices are controlled by the platform, their so-
lutions focus on auction-based platforms, not on scenarios when prices are not under the
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Figure 6.1: Business model

platform control, which is the most common scenario. Moreover, [249], [250] do not use
real-world pricing data in their analysis and have to rely on assumptions.

6.3. Business model

Inspired by the market of cloud services, we consider a system where a service provider
offers services at a service price with rate that may vary over time depending on the opera-
tor’s pricing model. In case a vertical user is willing to pay such a price to deploy service,
it makes the request, which arrives at the system at time t, and leaves the system at time
t + D, where D is the deployment time. Once a vertical user request arrives at the service
provider, it is the service provider task to decide the best location to deploy the service:
either on its own infrastructure, or on another domain within the federation it belongs to
— see Fig. 6.1b. Hence, upon each service deployment requested by a vertical user, the
service provider can take an action whether the service is deployed locally, deployed in
the federated domain, or rejected. Note that the vertical user is not aware of the available
resources in the service provider virtualized infrastructure (nor in the federation). Vertical
users are only aware of the service price offered for their request.

The goal is to maximize the long-term revenue of the service provider. The pricing
model does have an impact on the arrival process of the service requests: intuitively, lower
prices incentivize a higher vertical user arrival rate. Importantly, however, once there is
an agreement between customer (e.g., vertical user) and provider (e.g., service provider),
the customer pays the agreed fee for every time slot T during which the service is ac-
tive. In contrast, however, should the service be deployed in the federated domain, the
service provider has to pay the federated domain agents a time-varying fee that depends
on the dynamics in the federation. If the service is deployed neither locally nor in the
federated domain, then the service will be rejected and, in this case, the customer does
not pay the service fee, and thus there is no income for the service provider. This business
model allows us to exploit opportunistically (uncertain) price fluctuations, which can pro-
vide substantial cost savings, yet provide certainty to the end-users, which is essential for
vertical sectors.
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As a result, every time instance t we have two concurrent cash flows:

(Fig. 6.1a) The service provider uses local resources to grant the request, and therefore the
service provider’s income is maximum;

(Fig. 6.1b) The service provider uses federated resources, and therefore the provider gets the
service price deducted by the federation cost, which fluctuates over time.

In this way, we can denote the agent’s income, which represents the instantaneous revenue
of the service provider, at time t as sum of service prices for the services running on top
of the local infrastructure and the sum of the profit from the federated services. In case
the service provider runs out of local resources, its agent can federate the service at a
cost for the service provider. Hence, the availability of resources has an impact on the
instantaneous revenue of the service provider.

6.4. Problem statement

Service federation and resource federation provide the 5GT service providers with vari-
ous deployment options. In order to increase the revenue and to avoid resource shortage,
it is important that for each deployment and/or scaling of NFV-NS, the 5GT-SO gener-
ates a profitable decision without significant increase of processing and re-calculation for
available resources.

In section 6.4.1, we formulate a Reinforcement learning (RL) based decision problem
of the 5GT framework, that requires a solution to generate straight-forward deployment
decision for each nested NFV-NS, and scale-up request.

Section 6.4.2 presents the intuitive "greedy" approach to generate a decision that max-
imizes the profit, and section 6.4.3 reformulates the RL-based decision algorithm as an
optimization problem to maximize the profit.

Throughout this section we do not consider networking resources, nor a shortage of
federated (external) resources. Although they are easily absorbed by the formulation, we
decided not to include them to ease the problem readability. For simplification, we use
network service to refer to NFV-NS.

6.4.1. Problem description

Let us consider a time-slotted system t := {1, 2, . . . , }. At the beginning of each slot, (i) we
may receive one request to deploy a network service (or segment of a network service);
or (ii) services already deployed may leave the system. A service request may arrive
at instant t asking for c(t) CPUs, m(t) memory, and d(t) disk. And by that time the local
domain will have C(t),M(t),D(t) CPU, memory, and disk, respectively.

The system state is represented as a vector s(t) =
(︂
c(t),m(t), d(t),C(t),M(t),D(t)

)︂
. An

agent, in the local domain (i.e., the 5GT-SO itself), takes an action a(t) upon a service
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arrival at t. The agent can choose whether to consume its own resources for the incoming
service (a(t) = 0), to ask another domain to deploy it (a(t) = 1), or to reject the service
(a(t) = 2).

The chosen action affects the instant reward r(t) that the local domain receives. An
instant reward is the economic profit which the administrative domain receives per service
deployment (locally or in federated domain). Indeed, in our system, the instant reward
is determined by the state-action pair, i.e., r(t) = r(s(t), a(t)). And as long as the service
arriving at t can be deployed locally, our system satisfies

r(s(t), 0) ≥ r(s(t), 1) ≥ r(s(t), 2) (6.1)

We assume that the system state s(t) follows a distribution E, unknown apriori. Hence,
the goal is to find an adequate policy π(s) : S → A that maps a system state to an action.
The above is modeled with an Markov Decision Process (MDP) with transition probability
p(s(t+1) | s(t), a(t)), and the agent uses a policy π [251] to give a trajectory of states, actions
and rewards h1:T := (s1, a1, r1, . . . , sT , aT , rT ) over S × A × R. The return from a state at
time t is defined as the sum of discounted future rewards

R(t) =
T∑︂

i=t

γ(i−T )r(s(i), a(i))

with discounted factor γ ∈ [0, 1]. This is a classic reinforcement learning (RL) problem
and the agent’s task is to learn a policy that maximizes the expected return from the start
distribution J = Er(i),s(i)∼E,a(i)∼π}[R(1)].

It is convenient for RL problems to describe an action-value function describing the
expected return after taking an action a(t) given a state (t) (i.e., following policy π) as

Qπ(s(t), a(t)) = Er(i≥t),s(i≥t)∼E,a(i≥t)∼π}[R(t) | s(t), a(t)]

and particularly, its recursive representation (Bellman equation):

Qπ(s(t), a(t)) = (6.2)

Er(t),s(t+1)∼E

[︂
r(s(t), a(t)) + γEa(t+1)∼π[Qπ(s(t+1), a(t+1))]

]︂
Since the expectation depends only on E, the agent can learn Qµ off-policy, using transi-
tions which are generated from a different stochastic process like in Q-learning [252].

6.4.2. A greedy approach

For comparison, we introduce a straightforward "greedy" approach to solve the decision
problem by locally deploying an incoming service, as long as there are enough local
resources. We latter (see section 6.5) refer this algorithm as the checker solution, since it
checks the availability of local resources before deciding to federate, or locally deploy a
service.
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According to the RL problem defined in section 6.4.1, this translates into:

a(t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩0, c(t) ≤ C(t) ∧ m(t) ≤ M(t) ∧ d(t) ≤ D(t)

1, otherwise
(6.3)

This approach never rejects a service request, as it assumes that other administrative do-
mains can always host the service. Thus, the instant reward r(t) for federating a service is
below the one obtained with a local deployment (as stated in (6.1)), since it is considered
that the consumer domain is paying a hosting fee to the provider domain.

6.4.3. Optimization formulation

To check the goodness of a RL solution, we reformulate the problem in section 6.4.1 as
an optimization problem.

We use binary variable a(t)
i = 1 to abbreviate a(t) = i, i ∈ 0, 1, 2. Note that a(t)

i = 0
means a(t) ≠ i. Then, C(t)

f , M(t)
f ,D

(t)
f the CPU, memory and disk resources (respectively)

freed at time t due to a service leaving. The instant when such leaving service arrived is
denoted by p(t) ≤ t.

These variables help us to impose the resource conservation constraints:

C(t) = C(t−1) − a(t)
0 c(t−1) + a(p(t−1))

0 C(t−1)
f (6.4)

M(t) = M(t−1) − a(t)
0 m(t−1) + a(p(t−1))

0 M(t−1)
f (6.5)

D(t) = D(t−1) − a(t)
0 d(t−1) + a(p(t−1))

0 D(t−1)
f (6.6)

which state that at time t available resources must consider deployed and freed resources
at t − 1. As well resources should always stay above zero

C(t) ≥ 0,M(t) ≥ 0,D(t) ≥ 0, ∀t (6.7)

and only one action is performed at each instant t

a(t)
0 + a(t)

1 + a(t)
2 = 1 (6.8)

With constraints (6.4) - (6.8) the total reward (r =
∑︁

t r(t)) is maximized taking as
objective function:

max
∑︂

t

∑︂
i∈0,1,2

r(s(t), a(t)
i )a(t)

i (6.9)
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6.5. Algorithm and simulation results

This section evaluates the performance of a RL solution that solves the deployment de-
cision problem in a federated environment. Section 6.5.1 presents a simple Q-learning
solution that solves the RL problem of section 6.4.1.

Section 6.5.2 presents the setup used to derive simulation results. Then, section 6.5.3
begins showing how Q-learning approximates to the optimal solution with an adequate
selection of parameters. Finally, end of section 6.5.3 removes the unlimited federated
resources assumption, and analyzes how it affects the Q-learning performance.

6.5.1. Q-learning algorithm

Based on the RL problem defined in section 6.4.1, we derived a Q-learning algorithm that
generates decision for each incoming network service deployment at instant t.

The algorithm (Algorithm 2) presents how the agent performs the deployment deci-
sion. It decides which action to make for every service request happenning in episode
[0, tend]. Then it repeats the whole episode EP times and returns the actions vector {at}

tend
0

to which it has converged. In the beginning, the agent obtains information regarding the
state of the system. The state reflects the available computational resources in the envi-
ronment. Thus at the start, it is assumed that all resources in both (local and federated)
domains are available with no network service running (i.e. state = 0 at time t = 0).

At some point, a new network service request may arrive. Once the service arrives in
the system, the agent decides an action (e.g., local deployment, federation, rejection).

The well-known RL technique, the Q-learning algorithm, uses a state-action matrix
QT to maximize the reward while iterates through states. Typically the states are the
rows and the actions are the columns of the Q-learning matrix. In our work, there are
only three actions (i.e., local deployment, federation and rejection), while the number
of states depend of the system configuration (i.e., amount of computational resources).
Algorithm 2 represents state s(t) as a vector of the available computational resources.
Thus, QT has O(Ndim(S )) entries with N = maxi s(t)

i being the maximum capacity among
all resources represented in the state vector, and dim(S ) the number of different resources
considered (e.g., dim(S ) = 3 if CPU, memory and disk are represented in the state vector).

At the beginning (t = 0), the Q-learning table is initialized to all zeros. Therefore the
agent picks random action at the start, initiating the learning process.

Once a decision has been made, the deployment is executed locally, federated, or
the service is rejected. The completed action transits the environment to a new state
and generates instant reward. This means if the network service has been successfully
deployed in the local domain, the agent can calculate the remaining available resources
(i.e. the new state) and the immediate revenue of the deployment. However, if the agent
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Data: environment, EP
Result: {at}

tend
0

s(t) ← 0, e← 0, r ← 0;
tend ← environment.lastService();
while e ≤ EP do

QT ← 0;
t ← 0;
r ← 0;
while t ≤ tend do

if s(t) == ∅ then
s(t) ← environment.getState(t);

end
a(t) ← maxa

{︂
QT [s(t), a]

}︂
+ 1

e+1unif[0, 2];

environment← DeployService(s(t), a(t));
(s′, r(t))← environment.current(t);
QT [s(t), a(t)] ← (1 − α)QT [s(t), a(t)] + α

(︂
r(t) + γmaxaQT [s′, a]

)︂
;

s← s′;
r ← r + r(t);
t ← t + 1;

end
e← e + 1;

end

Algorithm 2: Q-learning decision
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decided for local deployment despite the lack of local resource, no transition to other state
occurs, but a negative reward is generated for the performed action.

The instant reward and state transition enables the agent to learn thanks to the Bell-
man equation (6.2). Additional fixed parameters represent the learning rate (α) and the
discount factor (γ). The chosen values for the learning rate and the discount factor directly
impact on the performance of the algorithm, this matter is evaluated in section 6.5.3. Af-
terwards the state of the system is updated with the new state and the instant revenue is
added to the total revenue.

For each next incoming network service, all the steps of the algorithm are executed.
The agent is continuously learning and every next decision for an action is more knowledge-
driven.

6.5.2. Simulation environment

We have set-up a simulation environment consisting of a local domain and external - fed-
erated domain. Both domains are capable of network service deployment that contains
only computational resources (i.e. CPU, memory, disk). The local domain is config-
ured to have limited amount of computational resources, whereas the federated domain is
optionally set to have both limited and infinite computational resources.

Incoming requests for network service deployment are based on an Poisson arrival
process of big B and small S services. The parameters for both big B and small S services
are shown in Table 6.1. The arrival process in the environment simulates 30 days of
Poission arrivals of big and small services.

Each service request can be either i) deployed locally, ii) federated or iii) rejected.
Whatever algorithm is used, the agent gets full reward(rbig or rsmall) for local deployment;
for federation, the consumer domain agent gets reward 1; and for rejection the reward is
zero. In case the agent decides to locally deploy or federate a service over a full infras-
tructure, the agent receives penalty(−rbig or −rsmall).

Table 6.1: Service arrivals

Big B Small S
Arrival rate λB λS = 6λB

CPU 10 1
Memory 20 GB 2 GB
Storage 1024 GB 20 GB
Life-time 5-10 days 1-4 days
Revenue rbig = 10rsmall rsmall
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Figure 6.2: Possible (α, γ) combinations under the assumption of unlimited federated
resources.

6.5.3. Performance evaluation

To evaluate the performance of the Q-learning algorithm described in 6.5.1, we performed
set of simulation experiments.

First, the performance of the Q-learning algorithm depends on how the learning rate
(α) and the discount factor (γ) are set up. To tune it and derive the best tuple (α, γ),
we performed a set of simulations (≈ 400 simulations) exploring the combinations in
the value range [0, 1] with step 0.5 for each variable. Using the environment described
in previous section 6.5.2, the local resources are finite (e.g. CPU=10; Memory=100GB,
Storage=400GB), where the federated domain has unlimited resources. Fig. 6.2 shows the
simulation results, presenting the total revenue that the algorithm produces for each tuple
(α, γ). The x-axis presents the range of values chosen for the learning rate (α), the y-axis
represent the discount factor (γ). The gradient color bar (on the right) present the indicator
for the normalized reward revenue (i.e., obtained revenue r divided by the optimal policy
π∗ revenue rOPT ), ranging from low (dark-red) to high (dark blue). The results intelligibly
show that the learning rate is the major contributor to profitable performance of the Q-
learning algorithm. The learning rate’s best performance is in the [0.35, 0.95] range, with
negligible value range for the discount factor.

The performance evaluation for the Q-learning algorithm proceeds with 80-episodes
simulation using the tuple values (α = 0.95, γ = 0.9). Each episode runs the same arrival
process of small and big services and the episode begins with all available local resources
(CPU=10; Memory=100GB, Storage=400GB) and unrealistically infinite resources in
the federated domain. I.e., the environment is reset to initial conditions at the start of each
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Figure 6.3: Convergence of best (α, γ) combination under the assumption of unlimited
federated resources.

episode, while the Q-learning algorithm learns for the whole duration of the experiment.

The simulation results shown on Fig. 6.3, present all the episodes on the x-axis and
the normalized revenue (per episode) on the y-axis. The solid blue curve presents the
Q-learning reward evolution as the episodes increase. In the Fig. 6.3 we also introduced
the results from three benchmark approaches:

• The orange (slash-slash) line represent the total reward of a single domain system,
or if the federation option does not exist and there is no federated domain.

• The red (slash-dotted) line represent the total revenue of the “greedy” approach
described in section 6.4.2. Note that, here the agent first performs additional pro-
cessing (e.g. scanning local resource capacity, checking databases, etc.,) before
generating decision. If scan results are negative (insufficient resources), the agent
federates the service in the federated domain. There are zero rejections in this case
and the decision is made after the solution is checked and confirmed.

• The green (dotted) line represent the optimal solution generated from the optimiza-
tion formulation of section 6.4.3 through the use of AMPL [253] and Gurobi [254].

Given a service arrival realization, results in Fig. 6.3 show that the Q-learning algo-
rithm performs little over 95% of the optimal profit after ≈ 48 episodes. The “greedy”
checker approach is slightly better (< 1.5%) than the Q-learning algorithm. The “greedy”
checker for each check adds more than 1.68 sec [62] processing time to generate a poste-
riori decision. The added time corresponds to the size of the local domain resources that
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Figure 6.4: Performance of Q-learning as federation resources increase. Training lapse of
EP = 200 episodes.

needs to be checked. On the contrary, the Q-learning generates a priori decision. Having
a stable scenario with infinite resources in the federated domain enables a near optimal
solution for the “greedy” checker.

For more realistic evaluation of the Q-learning algorithm, we performed additional
simulation experiments where the federation domain has finite resources. Therein the
federation domain has been set to [x1, x2] times the local domain respectively. State
vector s(t) now has three more components to represent the available CPU, memory and
disk in the federated domain. Thus, dim(S ) duplicates, and the state space grows from
O(N3) toO(N6), where N = maxi s(t)

i . Due to dynamicity of the scenario, the agent can not
obtain precise status of the external resources. Therefore the “greedy” checker performs
only local check and tries to federate a service request with no rejection. A penalty is
applied when the agent tries to deploy over a full federated domain.

Figure 6.4 compares the [x1, x2] scenarios to the infinite scenario of Fig. 6.3. Despite
the growth in the state space, the Q-learning outperforms the “greedy” checker within
200 training episodes. Results imply that without the perfect knowledge in the “greedy”
checker, the Q-learning can accommodate and learn the system dynamicity. Existence
of penalty probability in the “greedy” checker is due to imprecise and highly complex
operation to obtain information for all external resources.
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Network, (f) Q-learning exploration, and (g) Q-learning simple solution.
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6.6. Application of more complex reinforcement learning algorithms and dynamic
pricing

The previous work has been extended for more complex scenario which involves dynamic
pricing for each network service offered to a vertical user.

As previously explained in the business model in Section 6.3, the service provider
charges the vertical user at the service arrival time for the deployment of the service.
Then the service provider can decide which deployment option is the most profitable. In
the case of the dynamic pricing, the optimal decision for each service deployment does
not entirely depend on the resource requirements, but often depends of the arrival time
of the service requested by the vertical user. The federation cost for a given service is
linear to the arrival rate of new services. For example, if the number of services being
federated is increasing, the federated domain may increase their federation cost. Thus a
service provider in order to make a near-optimal profitable decision, needs to federate at
the lowest federation cost. More in-depth is provided in [255].

The performed experiments used a real data from a cloud provider which offers three
different kind of services. These services depict the resource requirements for each of
them represented as t3a.small - low, c5.2xlarge - medium, and c5d.4xlarge - high. On
Figure 6.5-b are shown the federation costs for each of the three offered services for
a time duration of three months. Note that these are real data obtained for the period
between 30th of April 2020 and 27th of July 2020. We applied four different algorithms:
(i) greedy; (ii) Deep Q Network (DQN); (iii) Q-learning - from Section 6.5.1; and (iv) a
basic Q-learning without any state exploration. For bench-marking purposes, the optimal
solution is presented as well. In the Figure 6.5 is presented the evolution of all decisions
with the respect of the as a percentage of all service requests received at each time instant.
Figure 6.5-a presents the cumulative reward that clearly shows the near optimal revenue
(around 90%) is achieved through the use of more complex techniques such as DQN.
Even though the Q learning algorithm is not able to depict sudden federation cost peak as
the DQN, both Q-learning techniques manage to achieve ∼30% higher cumulative reward.

6.7. Remarks on generating federation decision using reinforcement learning tech-
niques

This chapter studies the performance of Q-learning to generate a profitable deployment
decision in a federated ecosystem. Results show that Q-learning algorithms can pro-
vide the 5GT administrative domains near optimal earnings without additional time-
consumption in an ideal scenario setup. In more realistic scenarios, the Q-learning so-
lution outperforms the “greedy” checker approach, with better computational efficiency
and apriori decision.

In a real environment where service price offering is dynamically changing as well
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as the federation cost, there are more complex reinforcement learning algorithms that
outperform the Q-learning algorithm. Such example is DQN which is able to reach ∼90%
of the optimal revenue even for sudden peaks in price offerings.
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7. CONCLUSION

This thesis aims to improve evolution of the mobile communications through the in-
tegration of two pillar technologies - MEC and NFV - into the existing and future 5G
systems. After providing an introduction of both technologies, the thesis dives into hor-
izontal integration of MEC into NFV. The proposed integration is generated through
deep analysis and categorization of the expected NFV integration issues reported in ETSI
MEC [13]. An experimental scenario that emulates Edge robotics as a MEC deployment
has been deployed at the University premises presenting the benefits of MEC deploy-
ments. The deployed scenario is taken as a starting point to showcase a proposed solution
of the MEC in NFV integration through step-by-step deployment of the introduced Edge
robotics MEC application in a virtualized NFV MANO environment.

The second part of the thesis mainly focuses on how both MEC and NFV can play
pivotal role into enabling vertical industries to deploy their services in a multi-domain
heterogeneous environments. The main feature that enables multi-domain deployment -
federation - is defined at the beginning. Beside the definition itself, the thesis generates
a characterization of the federation. Based on the different aspects, the main focus is the
deployment of network services or resources as well as the deployment environments. Af-
ter describing the design and implementation of the federation feature in different H2020
projects (5G-TRANSFORMER and 5G-Coral), the thesis focuses on presenting how the
federation is achieved in static and dynamic environments. For the static environments, an
e-health application is used to showcase the federation of Edge/MEC resources that are
federated closer to an emergency patient to satisfy requirements of AR/VR application
used by paramedics.

Following the static environment, the thesis tackles more complex problem of en-
abling multi-domain deployment of vertical End-to-end (E2E) services in dynamic envi-
ronments. Since the dynamic environments are rapidly changing, with urgency of estab-
lishing agreements between domains, this thesis proposes the use of Blockchain technol-
ogy to tackle the main issues. The main characteristics of Blockchain are described at the
beginning with the main focus of how the dynamic challenges are overcome through
Blochain application. The applicability is demonstrated by an experimental scenario
involving three domains with the use of different Blockchain platforms and consensus
mechanisms. Results show the federation execution time and profiling the computing re-
sources. Additionally, an Edge Robotics scenario showcases the main benefits of real-life
integration of the Blockchain federation for dynamic environments.

Finally, the thesis focuses in applying ML Reinforcement algorithms - Q-learning -
to present how service providers and operators would benefit from the implementation
of the federation feature for deployment of multi-domain E2E vertical services. In this
part, the service provider perspective is taken with the final goal of generating profitable
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decisions for network service deployments. The work is extended towards more realistic
setups (e.g., using dynamic pricing).
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