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ABSTRACT
The promising combination of Unmanned Aerial Vehicles (UAVs) with network virtualisation technologies has positively shown many advantages enabling the deployment of communication services over aerial networks, that is, networks formed by a set of interconnected UAVs. However, this synergy may certainly involve diverse challenges that must be carefully considered. In this respect, this paper compares some of the most common virtual infrastructure management solutions that could potentially be used to deal with virtualised payloads over aerial networks, identifying their main strength and limitations. The paper also presents a preliminary exploration on the utilisation of the Kubernetes virtual infrastructure management platform to support value-added services over UAV networks, showing off its potential as a suitable platform to this purpose.
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2 ANALYSIS OF EXISTING SOLUTIONS

As it has been introduced, the main objective pursued by the combination of both NFV and UAV technologies is to support the agile deployment of communication services on UAV networks. In this work, we compare some of the most prominent open-source virtual infrastructure management solutions in order to see how they may deal with the main challenges that aerial networks may rise. Afterwards, we accomplish the practical deployment of a virtual infrastructure management platform in a test environment based on Kubernetes, providing initial insights of its effectiveness to support the flexible deployment of services on UAV networks.
and flexible deployment of network functions over a delimited geographic area. Still, it is important to properly address the potential shortcomings of this approach. In our previous work [8], we already identified and analysed the most relevant challenges related with the orchestration of NFV services in resource-constrained devices: (i) the limited lifetime mission of aerial nodes, since UAVs will need to be frequently replaced due to battery constraints; (ii) the intermittent availability of control communications, as battery replacements and wireless disruptions (e.g., fade-away or information loss) can affect the links established between aircrafts, which may potentially limit management communications towards specific UAVs; (iii) the limited payload capacity of aerial nodes, due to the typical size and weight restrictions of UAVs; (iv) low performance of transport-layer protocols for control communications, since TCP-oriented solutions might not behave properly in environments with constant communication breakdowns; and (v) lack of enhanced policies for the placement of softwarised services over aerial networks, since most management solutions do not provide service distribution mechanisms based on aerial networks characteristics.

Any platform aiming to deploy and manage Virtualised Network Functions (VNFs) over UAV networks should ideally take into account these issues in order to increase their performance and effectiveness. However, this prospect has not been fully explored yet, and most of the available solutions are oriented towards cloud environments where powerful servers and full connectivity through Gb/s Ethernet links are prevalent. In consequence, the direct utilisation of these solutions might introduce some issues that can negatively impact aerial networks since they lack the resources available at cloud environments. In addition, each VNF platform has its own advantages that, after a careful analysis, could be the first stepping stone to develop a fully specialised manager in the future for aerial platforms (and in general resource constrain environments).

With this objective in mind, this section identifies a set of well-known open-source solutions that could be considered to deploy virtual functions on resource-constrained UAV platforms. To support our analysis, we define a reference scenario where a set of representative services is deployed over a UAV network. For each virtual infrastructure management solution, we identify their main strengths and weaknesses when implementing the reference scenario. Table 1 presents a summary of our analysis.

### 2.1 Reference scenario

Figure 1 illustrates our reference scenario, which uses a number of UAVs and a Ground Control Station (GCS) to deploy two independent services: an emergency call service, where users are able to call for instance for rescues in remote areas; and a wildlife monitoring service, where a UAV with a camera is able to film certain species from afar.

The emergency service includes a WiFi access point, which enables users to connect their mobile phones and establish emergency calls, and an IP telephony server. The wildlife monitoring service includes a recording function that can also be programmed to analyse the captured images and trigger alerts. It also encompasses a database, which can store the recorded videos for further analysis. Due to distance limitations of wireless communications, an intermediary UAV executes a forwarding function, supporting the exchange of traffic with the GCS. In the scenario, the components of both services are deployed as virtual functions on the UAVs and the GCS. To this purpose, the scenario includes a virtual infrastructure management solution, capable of adapting the UAVs functionality to support multiple mission objectives. In the following, we present different alternatives that could potentially be used to implement such solution: OpenStack, Kubernetes, k3s, and fog05.

### 2.2 OpenStack

OpenStack is an open-source platform that aims to control large pools of computation, storage and networking resources in order to manage distributed computing infrastructures [14]. OpenStack can be used as a Virtualised Infrastructure Manager (VIM) so as to orchestrate an NFV Infrastructure, assigning the necessary resources to the softwarised functions. This action is performed by a set of services in charge of different functionalities such as the control of computing systems (Nova), registration and management of Virtual Machine (VM) images (Glance), or networking management (Neutron). There are a handful of services available for a variety of purposes, but not all of them are necessary for a fully-functioning OpenStack platform, providing this solution with a high degree of flexibility that could be beneficial for resource-constrained environments, as some of its services could be discarded in favour of establishing a more lightweight solution able to work in nodes with smaller computing capabilities.

Figure 1: Reference scenario with a UAV network offering two virtualised network services

However, taking into account the limited lifetime and capacity of aerial nodes, OpenStack is still considered to be a resource-demanding solution, (its minimal installation requires at least 2 CPUs, 8GBs of RAM and 100 GB of storage), which could be an obstacle for its deployment over UAV networks if payloads used by the aircrafts are not able to meet its requirements. It must be noted that OpenStack is able to support container virtualisation. Containers are lightweight virtualisation units because they require less resources for their execution and maintenance. This approach towards function virtualisation could be beneficial to save battery lifetime and computational resources.

OpenStack follows a centric model approach where a node, the "controller", generates most of the management traffic that needs...
to be sent to the rest of the compute nodes of the infrastructure (i.e., the UAVs), for example during a service instantiation, after modifying the resource allocation for a virtual function, etc. In environments where communications might be unavailable at certain moments in time, like UAV networks, relying on a central entity can introduce some problems: when an aircraft goes offline, other parts of the network might be affected as well. This situation occurs if a set of UAVs rely on the missing aircraft to connect with the controller, which in turn could induce OpenStack to consider the rest of nodes offline as well (when in reality, it is just a temporary issue). Our previous analysis in [7] suggests that OpenStack is able to deal with this kind of cutoffs as long as they have a limited duration (not exceeding 15 minutes), since the VIM will neither discard the compute nodes nor schedule new VNFs on other compute nodes, resuming management operations once they are reachable again. Hence, OpenStack is able to deal with these disconnections, although not in an optimal way as it leaves some aircrafts without management for some time before connectivity can be resumed.

OpenStack allows the flexible development and implementation of new plug-ins, so new services that could provide novel functionalities to the platform while taking advantage UAVs mobility can be developed, such as a service to instantiate VMs/containers based on parameters like location or battery lifetime.

Although it may seem a trivial matter at first, the Neutron service from OpenStack provides all the required networking capabilities necessary to establish communications at the link layer and/or the IP layer between VNFs, allowing the attachment of new interfaces to VMs/containers as well as creating and managing networks and sub-networks for VNF interconnection. This is an essential functionality for almost all networking services, including the one shown in Figure 1, since it is necessary to forward packets from/to different VNFs, and not all VIM solutions provide an implementation by default, or they are severely restricted.

Despite its shortcomings, OpenStack has been regarded as one viable VIM solution in resource-constrained environments, which motivated our research exploring its usage in realistic Small UAV (SUAV) scenarios. In particular, in [5] we propose a smart farming use case by combining cloud technologies and a UAV network. In [3], we studied the utilisation of OpenStack to support the execution of a functional telephony service on a remote area, using a cloud platform of UAVs.

### 2.3 Kubernetes

Kubernetes [2] (also known as K8s) is a portable, extensible open-source system used for the automated deployment, management and scaling of containerised applications and services. It works exclusively with container technology, allowing the deployment of applications based on containers like Docker [1]. These containers could be used to execute VNFs, allowing them to take advantage of the benefits of containers (lower resources required for execution and maintenance) on aerial networks.

K8s follows a very similar model to OpenStack. Every infrastructure (called a cluster) is divided into nodes, with two different types according to their functionality: computation nodes (workers), which execute the applications workload, and a control plane (controller), in charge of managing the workers and their applications. K8s is predominantly a cloud-oriented solution. Therefore, just like OpenStack, it is considered computationally resource-demanding, requiring at least 2GB of RAM and 2 CPUs per node, making its implementation difficult in environments with limited computational resources. Moreover, K8s does not natively have a full networking implementation for container communication, nor it provides native IP addressing for containers. Instead, it relies on third party plug-in solutions to implement such functionality by defining a series of requirements that every implementation must follow. These limitations can potentially harm the development and deployment of network services over UAV networks, requiring an extensive analysis of existing solutions to determine if they could provide the networking functionalities required in our reference scenario, while respecting the impositions of K8s.

However, K8s provides a set of advantages that aids the management of container workloads in comparison with other virtualisation platforms. Its setup and node aggregation are very easy to perform, as it can automatically configure every new node based on the configurations defined at the controller, and it can also spread modifications across a full cluster by simply modifying its configuration in the controller. On the other hand, K8s uses a set of tools that aims at decreasing service downtime through a set of management functionalities that could be useful in aerial environments, particularly: automated roll-outs and rollbacks, as K8s allows to modify container applications on real time, updating each application with newer versions by replacing old containers with new ones. Moreover, K8s allows to return to a previous state or version if needed (e.g., a failure with a new update). An aerial infrastructure could benefit from this characteristic to dynamically modify services running at the aircrafts (e.g., assign more container replicas when demand increases); Self-healing properties, since when a container fails, K8s will try to replace it (either in the original node or in a different one) in order to bring the application up again as soon as possible. This property could be useful in a UAV network, since aircrafts will constantly have to replace batteries, bringing down containers that build up services. Having the ability to automatically redistribute those containers into new/other aircrafts can greatly improve service provisioning.

As stated before, K8s follows a model centred around a controller node. In consequence, it shares the same core issue with OpenStack: loosing communications with one aircraft might affect a portion of the network, leaving a zone temporarily without orchestration. Fortunately, K8s provides flexibility to deal with intermittently available nodes: once a controller is not able to reach a node, it will be marked as absent. After a timer of 5 minutes (set by default) it will schedule all of its containers into other candidates based on either pre-determined instructions or their affinity (i.e., based on their computational resources available), scheduling the termination of the containers in the absent node. This timer can be modified to suit the infrastructure needs, for example defining a timer that may vary based on the status of an aerial network, or disabling it completely. Hence, K8s can deal with absent nodes better than OpenStack, since it is able to automatically migrate failing containers into new units (unlike OpenStack that cannot do this). Still, its mechanisms have their own limitations due to its centralised model, which can leave some nodes temporarily without management.
2.4 Other solutions: K3s & Fog05

Due to the high computational requirements of the aforementioned orchestration solutions, other ones have been proposed in order to reduce their implementation footprint for its usage over resource constrained devices, which would allow UAVs to on board payloads with reduced size and weight. The most prominent efforts for this task are K3s [11] and Fog05 [13].

On the one hand, K3s is an open-source lightweight fully compliant Kubernetes distribution with a footprint of around 100 MB, sharing most of the advantages and disadvantages of K8s, while having a considerably reduced size, which would greatly benefit UAV networks. On the other hand, the open-source Eclipse Fog05 fog infrastructure manager aims at providing a decentralised infrastructure for provisioning and managing compute, storage, communication and I/O resources available anywhere across the network. With a very reduced footprint and wire overhead, Fog05 is able to spread the management information throughout the network without relying on a centralised entity, so the management tasks could be "offloaded" to the compute nodes of a portion of an aerial network if it was affected by a temporary link disruption, allowing to always have some form of management over an aerial network (which is impossible to achieve using centralised approaches).

These two solutions are still under development, so their implementation over aerial networks is scarce. Nonetheless, their characteristics allows them to be regarded as potentially outstanding platforms to orchestrate container workloads in aerial networks once they have further matured (specially in the case of Fog05 due to its recent conception).

3 APPLICATION OF KUBERNETES IN UAV NETWORKS

Even though K8s has been raising as one of the most popular cloud-management solutions for container workloads management, there have not been significant advances on its deployment over aerial networks, even though it could provide several advantages in comparison to other orchestration solutions. In consequence, this paper will introduce a first exploration of it appropriateness to support the automated deployment of services in our reference scenario of Figure 1.

For this exploratory work, we have deployed a K8s cluster. The cluster has been conformed by two Mini-iTx machines with 4 available CPUs and 8 GBs of RAM with Ubuntu 20.04, which were used as controller and ‘relay’ nodes. A single board computer, Raspberry Pi 3B Model (RPi) with 4 CPU cores and 4 GBs of RAM running Ubuntu 20.04, was also included in the K8s cluster since due to its size and weight characteristics it is the typical device that we on-board on a small size UAVs. The installation of K8s has been done using kubeadm [15], due to its compliance with the Kubernetes conformance tests, amd64 architectures (used for the Mini-iTx machines) and arm architectures (RPi).

As commented, K8s does not provide a complete networking solution. It only defines a set of guidelines to communicate containers (from this point on they will be named pods to use K8s terminology) within a cluster. Particularly, all pods in a cluster must be able to directly reach every other pod in the cluster. Hence, it is essential to select an appropriate set of K8s plugins that, being compatible with the infrastructure, still provide the necessary functionalities to establish independent point-to-point links between pods (some of the most prominent networking solutions for K8s, e.g., Flannel [10], do not support the creation of such links). In our case, as a first step to support a complete networking solution in K8s, we have implemented the open-source plugin Calico [18] network policy enforcer.

Calico has all the tools required to provide addressing and network connectivity between pods, as well as to enforce network policies regarding pod communications (e.g., enabling or preventing specific data flows). The latter is essential to prevent unauthorised entities from interfering legitimate communications on pod-to-pod links. Internally, Calico supports the exchange of traffic among pods using IP tunnels (e.g., VxLAN [9]). This is transparent to pods, which are simply provided with a network interface and an IP address. Unfortunately, IP tunnelling mechanisms introduce overhead, requiring further extra traffic processing that may introduce delays.

Despite its benefits, Calico is not enough to establish the point-to-point links shown in our reference scenario. This is because it relies on proxying techniques to guarantee the “abstraction” of pod communications. That is, Calico uses a software agent at every compute node to route traffic towards other compute nodes. Consequently, pods will be able to communicate at the IP layer, but they will not be able to establish a direct communication at the link-layer, which is required to establish a point-to-point connections.

The solution that has been followed to address this issue is the creation of point-to-point links among pods using VxLANs, and has been deployed using a VxLAN controller for K8s [16]. With this approach, a VxLAN interface is created at each pod on the point-to-point link. Traffic sent through one of the VxLAN interfaces is tunneled and sent through the main interface of the pod. This way, Calico routes this traffic towards the other pod on the link, which receives the encapsulated traffic through its regular interface. After decapsulation, it is delivered to the pod through the VxLAN interface, this way creating the abstraction of a point-to-point link among the pods.

Of course, using additional VxLANs over Calico will again increase the communication overhead, thus reducing the available bandwidth. Other solutions have tried to support enhanced communication models in K8s, with the objective of closing the gap between K8s and NFV platforms. Network Service Mesh (NSM) [12] is an open-source solution that builds on top of an existing networking platform (e.g., Flannel or Calico) and establishes “dedicated virtual links” between pods, assisting with complex networking scenarios that native plug-ins are not able to implement. The open-source OVN4NFV K8s plug-in [17] allows the dynamic creation of multiple types of sub-networks (overlay, VxLAN, etc.) for cloud workloads. These could potentially offer networking solutions for K8s over aerial networks. Nevertheless, due to their complexity, lack of maturity, and their cloud-oriented approach, a careful study is still needed to assess their effectiveness on intermittently available UAV environments.

In order to validate this design, the experiments were specified to emulate the wildlife monitoring service depicted in the reference scenario. A VNF in the UAV sends an HD live-feed video into another VNF present in the GCS, where a playback tool will be used to watch the live-stream. In the experiment this has been
emulated with Iperf3, establishing a traffic flow between the RPi and the controller in a set of cases: direct communication without VxLAN, direct communication with VxLAN, and communication though different VxLANs using a relay node for traffic routing. For each scenario, two traffic flows, one for each battery of tests, were established: one TCP flow at the maximum possible rate to obtain the available bandwidth on the channel, and one UDP flow with 5Mbps in order to emulate the HD video generation at 720p (as 5Mbps is the average transmission rate used for HD video at 720p). Each one of these flows lasted 90s, and were repeated 20 times for every scenario to obtain measurements regarding their throughput (in Mbps). The objective of this validation is to establish the impact of using a “double VxLAN” model to communicate pods against a “single VxLAN” approach, as well as to determine the viability of providing an HD video service over the aerial network.

The average results for the TCP tests on each case were the following: 39.06 Mbps with no VxLAN, 35.74 Mbps using a single VxLAN and 34.77 Mbps using a third node as traffic relay. These showcase that as expected, direct communication between pods provide higher throughput when no additional VxLAN is present due to the additional overhead data processing that nodes introduce. However, this performance degradation (around the 10% mark) is not enough to severely limit the available bandwidth over the link, making its usage a viable solution in aerial networks since applications will still have sufficient bandwidth for data communications (around 35 Mbps in our case), which is enough to place several of them over a shared link. Nevertheless, it is still a sub-optimal approach, since some bandwidth is lost due to the additional header processing, and realistic scenarios would have a more limited bandwidth since it is a shared medium. Further analysis should be performed in a future study.

Afterwards, for the second battery of tests, i.e., tests with UDP flows, all scenarios averaged 5 Mbps, because there is enough channel availability to distribute an HD video from the RPi to the controller through an intermediate relay node and as expected no bandwidth loss was shown during the tests. As it can be seen in Fig 2, corresponding to one of the test runs using an intermediate node, video distribution was constant throughout the whole test. The picture also shows the management traffic exchanged between the K8s controller and the compute node. We can observe that management traffic is exchanged in small bursts over time that, overall, do not produce a significant impact in the network due to their reduced bandwidth requirements.

### 4 CONCLUSION AND FUTURE WORK

In this paper we made a comparison of several virtual infrastructure management solutions, analysing their strengths and limitations to
support the automated deployment of virtual functions and applications on UAV networks. With this analysis we established that K8s has some advantages over OpenStack in order to orchestrate VNFs over aerial networks. Furthermore, we have done a preliminary practical evaluation of K8s, using existing open-source plugins to support the abstraction of point-to-point among VNFs. This is a necessary condition to enable its utilisation in the deployment of NFV services on UAVs.

Our future work will include an in-depth analysis of the different networking solutions for K8s and their applicability in our reference scenario. We will also study other VIM solutions, given their potential to distribute management functionalities and deal with intermittently available nodes.
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