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Abstract
In this paper, we propose a test for the serial independence of unobservable errors in location-scale models. We consider a Hoeffding-Blum-Kiefer-Rosenblat type empirical process applied to residuals, and show that under certain conditions it converges weakly to the same limit as the process based on true errors. We then consider a generalized spectral test applied to estimated residuals, and get a test that is asymptotically distribution-free and powerful against any type of pairwise dependence at all lags. Some Monte Carlo simulations validate our theoretical findings.
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1. INTRODUCTION

Consider the location-scale model

$$Y_t = \mu(X_t, \theta_0) + \sigma(X_t, \theta_0)u_t,$$  \hspace{1cm} (1)

where $Y_t$ is the dependent variable of interest, $X_t$ is a vector of covariates, $\mu$ and $\sigma$ are parametric specifications of the location and scale curves, respectively, and $\theta_0$ is some unknown parameter in a compact set $\Theta \subset \mathbb{R}^p$.

Many models fall under this setup, to name a few, the Global Warming Trend model (Woodward and Gray, 1993, 1995), the Static Regression model, used for example in studying the relationship between permanent consumption and permanent income of individuals (see e.g. Hendry, 1995, pg. 233-241), autoregressive moving-average models with generalized autoregressive conditional heteroscedastic noises (ARMA-GARCH), widely used in financial applications, the Finite Distributed Lag model (see e.g. Hendry, 1995, pg. 273-282), and the Survival Analysis model used in Cai et al. (2008).

One important assumption for model (1) is the independent and identically distributed ($iid$) assumption on $\{u_t\}_{t \in \mathbb{Z}}$, which plays a crucial role in inferences on the parameter $\theta_0$ and in specification tests of the parametric location and scale. In particular, the $iid$ assumption often implies that the Value at Risk (VaR) model at level $\alpha$ can be expressed as

$$VaR_\alpha = \mu(X_t, \theta_0) + \sigma(X_t, \theta_0)F_u^{-1}(\alpha),$$

where $F_u^{-1}(\alpha)$ is the quantile function of $u_t$. VaR models play an important role in the assessment of market risk at commercial banks and other financial institutions.

Despite its importance, there have been only a few researches on testing the $iid$ assumption of unobservable errors $u_t$. In this paper, we propose a new test for the null hypothesis

$$H_0 : \{u_t(\theta_0)\}_{t \in \mathbb{Z}} \text{ is a sequence of } iid \text{ r.v. for some } \theta_0 \in \Theta \subset \mathbb{R}^p,$$ \hspace{1cm} (2)

where henceforth

$$u_t(\theta) = \frac{Y_t - \mu(X_t, \theta)}{\sigma(X_t, \theta)}, \quad \theta \in \Theta.$$

The alternative hypothesis is $H_1 : \{u_t(\theta)\}_{t \in \mathbb{Z}}$ are not independent for any $\theta \in \Theta$.

As $\theta_0$ is unknown, we replace it with a suitable estimate $\hat{\theta}_n$ and construct residuals $\hat{u}_t = u_t(\hat{\theta}_n)$. Our test statistic is then a function of the Hoeffding-Blum-Kiefer-Rosenblat-type empirical process (Hoeffding, 1948, Blum et al. 1961, Delgado, 1999) applied to residuals $\hat{u}_t$ at different lags. In contrast to the general theory on empirical processes with estimated parameters, see e.g. Durbin (1973), our test is asymptotically pivotal under mild conditions. We actually show that our test
statistic based on the residuals has the same asymptotic distribution as the corresponding statistic based on the true errors.

Our arguments are based on empirical process theory under martingale difference conditions, see e.g. Delgado and Escanciano (2007). We find a necessary and sufficient condition for the estimation effect to vanish asymptotically, and we give simple sufficient conditions (see Assumption A2 and Remark 2). Our results then shed some light as to whether or not there are estimation effects in tests of serial independence of unobservable errors.

Our results generalize the findings in Delgado and Mora (2000, DM hereafter) in several directions. First, DM only considered linear regression models with fixed regressors, while here we consider a more general location-scale model (1) with stochastic regressors. Second, DM only focused on the independence between \( u_t \) and \( u_{t-1} \), while we consider all possible lags, and our test does not involve the choice of a lag order, which is an appealing feature that most other serial dependence tests do not have.

To validate our theoretical findings, we run some Monte Carlo studies. In our simulations we find that the empirical sizes and powers of tests based on residuals are very close to those based on true errors. We then compare our results with some other tests, such as Box-Ljung-Pierce (Box and Pierce 1970, Ljung and Box 1978, BLP hereafter) test and BDS test (Brock et al. 1991, 1996). Generally, our test has better size and power performance.

The rest of the paper is organized as follows: in Section 2 we introduce our test statistic and derive its limit distribution. In Section 3 we run some Monte Carlo simulations to study the finite sample performance of the proposed test. In Section 4 we conclude and suggest some directions for future research. Mathematical proofs are gathered in the Appendix.

2. MAIN RESULTS

In the sequel, we simplify the notations as follows: \( u_t = u_t(\theta_0) \) and \( \tilde{u}_t = u_t(\hat{\theta}_n) \), where \( \hat{\theta}_n \) is a \( \sqrt{n} \)-consistent estimator for \( \theta_0 \), with \( n \) the sample size. We assume throughout that \{\( u_t \)\}_{t \in \mathbb{Z}} is stationary. Let \( F \) and \( F_j(x, y) = \Pr(u_t \leq x, u_{t-j} \leq y) \) denote the marginal and joint distribution functions of \( (u_t, u_{t-j}) \), respectively; and let \( f \) be the marginal density function of \( u_t \). Let \( I(A) \) be the indicator function for the set \( A \), and let \( \Omega_t \) be the \( \sigma \)-algebra generated by \{\( X_t, Y_{t-1}, X_{t-1}, Y_{t-2}, X_{t-2} \ldots \)\}. Let \( C \) be a constant that may change from expression to expression. Finally, let \( \Theta_0 \) be an arbitrary neighborhood of \( \theta_0 \in \Theta \), and we assume that \( \sigma(X_t, \theta) \) is bounded away from zero almost surely (a.s.) in \( \Theta_0 \).

Since we want to test the independence of the errors \{\( u_t \)\}_{t \in \mathbb{Z}} we start with the following depen-
dence measure

\[ \gamma_j(x, y, \theta_0) \equiv \gamma_j(x, y) = \text{Cov}[I(u_t \leq x), I(u_{t-j} \leq y)] = F_j(x, y) - F(x)F(y), \quad j \geq 0, \]

which was proposed by Hoeffding (1948). Unlike correlation, which only measures linear dependence, \( \gamma_j(x, y) \) captures all types of pairwise dependence. The sample counterpart of \( \gamma_j(x, y) \) based on a sample \( \{u_t\}_{t=1}^n \) is

\[ \gamma_{nj}(x, y) = \frac{1}{n-j} \sum_{t=1+j}^n I(u_t \leq x)I(u_{t-j} \leq y) - \frac{1}{(n-j)^2} \left\{ \sum_{t=1+j}^n I(u_t \leq x) \right\} \left\{ \sum_{t=1+j}^n I(u_{t-j} \leq y) \right\}. \]

Notice that under the null hypothesis (2),

\[ \gamma_j(x, y) = 0 \quad \forall j \geq 1, \forall (x, y) \in \mathbb{R}^2. \]

Hence we can test (2) based on the distance between \( \gamma_{nj} \) and 0. Hoeffding (1948) used this idea to test the independence between two iid random variables. Along the same lines, Hong (2000) proposed a generalized spectral test for serial independence of stationary time series. However, in our present context \( \{u_t\}_{t=1}^n \) is unobservable, as \( \theta_0 \) is unknown. Then, we substitute \( \hat{u}_t \) for \( u_t \) in \( \gamma_{nj} \), and get

\[ \hat{\gamma}_{nj}(x, y) = \frac{1}{n-j} \sum_{t=1+j}^n I(\hat{u}_t \leq x)I(\hat{u}_{t-j} \leq y) - \frac{1}{(n-j)^2} \left\{ \sum_{t=1+j}^n I(\hat{u}_t \leq x) \right\} \left\{ \sum_{t=1+j}^n I(\hat{u}_{t-j} \leq y) \right\}. \]

In contrast to the general theory on empirical processes with estimated parameters, see e.g. Durbin (1973), we show in the next theorem that \( \hat{\gamma}_{nj}(x, y) \) has the same asymptotic distribution as \( \gamma_{nj}(x, y) \) under the following conditions:

**Assumption A1.** \( \{Y_t, X_t\}_{t=1}^n \) is strictly stationary and ergodic.

**Assumption A2.** \( E[a_t(\theta_0)|u_{t-j}] = E[a_t(\theta_0)] \) a.s. and \( E[b_t(\theta_0)|u_{t-j}] = E[b_t(\theta_0)] \) a.s. \( \forall j \geq 1, \) where \( a_t(\theta) = \frac{\mu(X_t, \theta)}{\sigma(X_t, \theta)} \) and \( b_t(\theta) = \frac{\sigma(X_t, \theta)}{\sigma(X_t, \theta)}, \) with \( \mu(X_t, \theta) = \frac{\partial \mu(X_t, \theta)}{\partial \theta} \) and \( \sigma(X_t, \theta) = \frac{\partial \sigma(X_t, \theta)}{\partial \theta}. \)

**Assumption A3.** Under \( H_0, u_t \) is independent of \( \Omega_t. \)

**Assumption A4.** \( f(x) \) is uniformly continuous and \( \text{sup}_{x \in \mathbb{R}} f(x) |x| < \infty. \) \( \mu(X_t, \theta) \) and \( \sigma(X_t, \theta) \) are continuously differentiable in \( \theta \) a.s. with \( E \left[ \text{sup}_{\theta \in \Theta_0} |a_t(\theta)| \right] < \infty \) and \( E \left[ \text{sup}_{\theta \in \Theta_0} |b_t(\theta)| \right] < \infty. \)
Assumption A5. $\sqrt{n}(\hat{\theta}_n - \theta_0) = O_p(1)$, with $\theta_0$ in the interior of $\Theta$.

Assumption A1 is made here for easy exposition. Our results are also valid for some non-stationary and non-ergodic sequences, see Escanciano (2007) for details. Assumption A2 is satisfied by many models, see examples outlined in the Introduction as well as the remarks after Theorem 1. Assumption A3 is often assumed in ARMA-GARCH models, among others. A3 is not needed in our arguments, but it simplifies certain quantities, see $E_j$ in Remark 1 below. Assumption A4 is required for the asymptotic equicontinuity\footnote{For definition of asymptotic (uniform) equicontinuity see Chapter 1.5 in van der Vaart and Wellner (1996).} of certain empirical processes and the uniform law of large numbers. Assumption A5 is satisfied for most estimators in the literature, such as the quasi-maximum likelihood and the generalized method of moments estimators. With these assumptions in place we are in position to establish the first important result of the paper.

**Theorem 1** Under Assumptions A1-A5 and the null hypothesis (2), we have for all $j, 1 \leq j \leq n-1$,

$$\sup_{(x,y) \in \mathbb{R}^2} \left| \sqrt{n} - \frac{1}{n} \mathbb{E} \left[ (\hat{\gamma}_{nj}(x,y) - \gamma_{nj}(x,y))^2 \right] \right| = o_p(1). \quad (3)$$

It follows from Theorem 1 that under $H_0$, $\sqrt{n} - \frac{1}{n} \mathbb{E} \left[ (\hat{\gamma}_{nj}(x,y) - \gamma_{nj}(x,y))^2 \right]$ converge weakly to the same process. Therefore tests for independence of $u_t$ based on $\hat{\gamma}_{nj}(x,y)$ will have the same asymptotic distribution as those based on $\gamma_{nj}(x,y)$. The proof of Theorem 1 sheds some light as to whether or not there is (asymptotic) estimation effect in classical tests of independence based on $\hat{\gamma}_{nj}(x,y)$, as shown in the following remarks.

**Remark 1:** Assumption A2 is sufficient for the asymptotic equivalence under the null between $\hat{\gamma}_{nj}(x,y)$ and $\gamma_{nj}(x,y)$, and it is also necessary for many commonly used models, including but not limited to linear and nonlinear regression models. In the proof of Theorem 1, we implicitly show that under A1, A3, A4 and A5 (i.e. without assuming A2), the following equivalence holds

$$\sup_{(x,y) \in \mathbb{R}^2} \left| \sqrt{n} - \frac{1}{n} \mathbb{E} \left[ (\hat{\gamma}_{nj}(x,y) - \gamma_{nj}(x,y))^2 \right] \right| = o_p(1), \quad (4)$$

where

$$E_j(x,y) = \mathbb{E} \left[ \frac{\partial \text{Pr}[u_t(\theta_0) \leq x|\Omega_t]}{\partial \theta} I(u_{t-j} \leq y - F(y)) \right].$$

See the Appendix for details. Therefore, a necessary and sufficient condition for not having (asymptotic) estimation effect, i.e. (3), is that

$$\sup_{(x,y) \in \mathbb{R}^2} \left| \sqrt{n} - \frac{1}{n} \mathbb{E} \left[ (\hat{\gamma}_{nj}(x,y) - \gamma_{nj}(x,y))^2 \right] \right| = o_p(1). \quad (5)$$
One possible case for (5) to hold is that \( \hat{\theta}_n \) is superconsistent, so \( \sqrt{n}(\hat{\theta}_n - \theta_0) = o_P(1) \) (by Assumption A4 E is bounded). However, typically the asymptotic variance of \( \sqrt{n}(\hat{\theta}_n - \theta_0) \) exists and is positive definite. Under this mild assumption, (5) holds if and only if \( E_j(x, y) \equiv 0 \). Under \( H_0 \), we have

\[
\frac{\partial \Pr[u_t(\theta_0)]}{\partial \theta} \leq x[\Omega_t] = f(x)(u_t(\theta_0) + x b_t(\theta_0)),
\]

which jointly with A2 yield \( E_j \equiv 0 \). Hence, A2 is a sufficient condition for (5).

**Remark 2:** A sufficient condition for A2 is A2*: \( X_t \) is independent of the error \( u_{t-i} \) for any \( i \geq 1 \). A2* is a sufficient condition for no estimation effect but not necessary in general, as can be seen from the following example. Assume:

\[
Y_t = X_t' \theta_0 + u_t, \quad X_t = u_{t-1} \cdot u_{t-2}, \quad u_t \sim iid(0, 1),
\]

where obviously A2* is violated, but one can verify that \( E_j \equiv 0 \), and hence there is no estimation effect. Note that the fixed regressors assumption in DM implies A2*, and hence A2.

The test statistic that we propose here is an extension of Hong’s (2000) generalized spectral test to estimated residuals. Define \( \gamma_j(\cdot) = \gamma_j(\cdot) \) for \( j \geq 1 \), and consider the Fourier transform of the functions \( \gamma_j(\cdot) \),

\[
h(\omega, x, y) = \frac{1}{2\pi} \sum_{j=0}^{\infty} \gamma_j(x, y) e^{-ij\omega} \quad i = \sqrt{-1}, \ \omega \in [-\pi, \pi], \ (x, y) \in \mathbb{R}^2,
\]

which contains the same information about the null hypothesis as \( \{\gamma_j(x, y)\}_{j=0}^{\infty} \). Consider the generalized spectral distribution function

\[
H(\lambda, x, y) = 2 \int_0^{\lambda} h(\omega, x, y) d\omega = \gamma_0(x, y)\lambda + 2 \sum_{j=1}^{\infty} \gamma_j(x, y) \frac{\sin j \pi \lambda}{j \pi} \quad \lambda \in [0, 1],
\]

whose sample counterpart based on residuals \( \{u_t\}_{t=1}^{n} \) is

\[
\hat{H}_n(\lambda, x, y) = \hat{\gamma}_{n0}(x, y)\lambda + 2 \sum_{j=1}^{n-1} \left( 1 - \frac{j}{n} \right)^{1/2} \hat{\gamma}_{nj}(x, y) \frac{\sin j \pi \lambda}{j \pi},
\]

with \( (1 - j/n)^{1/2} \) a finite sample correction factor that delivers a better approximation to the finite sample distribution. Since under the null hypothesis (2), \( h(\omega, x, y) = 1/(2\pi)\gamma_0(x, y) \) and \( H(\lambda, x, y) = \gamma_0(x, y)\lambda \), tests can be based on the discrepancy between \( \hat{H}_n(\lambda, x, y) \) and \( \hat{H}_{n0}(\lambda, x, y) = \hat{\gamma}_{n0}(x, y)\lambda \), that is,

\[
\hat{S}_n(\lambda, x, y) = \left( \frac{n}{2} \right)^{1/2} \left[ \hat{H}_n(\lambda, x, y) - \hat{H}_{n0}(\lambda, x, y) \right] = \sum_{j=1}^{n-1} (n - j)^{1/2} \hat{\gamma}_{nj}(x, y) \frac{\sqrt{2} \sin j \pi \lambda}{j \pi}.
\]
Define $\Pi := [0, 1] \times \mathbb{R}^2$ and $\hat{F}_n(x) := 1/n \sum_{t=1}^{n} I(\hat{u}_t \leq x)$. To test for hypothesis $H_0$, we evaluate the distance between $\hat{S}_n$ and 0 using the usual Cramér-von Mises norm

$$T_{GCM} = \int_{\Pi} (\hat{S}_n(\lambda, x, y))^2d\lambda d\hat{F}_n(x)d\hat{F}_n(y) = \sum_{j=1}^{n-1} (n-j)\bar{\gamma}_n^2(j) \frac{1}{(jn)^2},$$

(7)

where

$$\bar{\gamma}_n^2(j) = n^{-2} \sum_{i=1}^{n} \sum_{s=1}^{n} \gamma_{nj}(\hat{u}_i, \hat{u}_s).$$

Hong (2000) proposed a generalized spectral test statistic $T_{GCM}$ for the serial independence of raw data. Because of the distribution-free property, the exact limiting distribution of $T_{GCM}$ can be approximated directly by simulation, see Table 1 of Hong (2000, pg. 565) for some percentiles of the distribution. Our test statistic $\hat{T}_{GCM}$ here extends Hong’s test to estimated residuals, and we obtain the somewhat surprising result that $\hat{T}_{GCM}$ has the same null limit distribution as $T_{GCM}$ in the next theorem.

**Theorem 2** Let Assumptions A1-A5 hold. Then, under the null hypothesis (2)

$$\hat{T}_{GCM} \rightarrow^d T_{\infty} = \int_{[0,1]^3} (Z(\eta))^2d\eta,$$

where $\eta = (\lambda, x, y) \in [0, 1]^3$, and $Z(\eta)$ is a three-dimensional Brownian Bridge.

Theorem 2 shows that $\hat{T}_{GCM}$ has the same null limit distribution as $T_{GCM}$, which can be easily simulated. Moreover, they have similar asymptotic power properties as implied by the next theorem.

**Theorem 3** Under Assumptions A1, A4 and A5, we have for all $j, 1 \leq j \leq n - 1$,

$$\sup_{(x,y)\in \mathbb{R}^2} |\bar{\gamma}_{nj}(x,y) - \gamma_{nj}(x,y)| = o_p(1).$$

**Remark 3:** From Theorem 3 here and Theorem 4 of Hong (2000) it follows that $\hat{T}_{GCM}$ is consistent against any type of pairwise dependence. Furthermore, a similar analysis to that carried out in Hong (2000) shows that our test has non-trivial power under the class of local alternatives considered in (4.1) of Hong (2000).

3. MONTE CARLO SIMULATIONS

To assess the finite sample performance of our proposed test, especially the effect of replacing errors by residuals, we carry out some Monte Carlo experiments. All the simulations are done

$^2$That is, $Z(\eta)$ is a Gaussian process with mean 0 and covariance kernel $E\{Z(\eta)Z(\eta')\} = (\lambda \wedge \lambda' - \lambda \delta)(x \wedge x' - xx')(y \wedge y' - yy'),$ where $\lambda \wedge \lambda' = \min(\lambda, \lambda').$
through the Libra High Performance Cluster at Indiana University. The software that we use is R version 2.5.1 for Windows.\(^3\)

In this section we consider the following models, where \{u_t\} is iid \(N(0,1)\):

1. **Linear**: \(Y_t = X_t' \theta_0 + u_t\), where \{X_t\} is an iid trivariate vector with first component constant, second component \(N(0,1)\) and third component \(N(1,1.5^2)\), \(\theta_0 = (1,1,1)\). The two normal variables are independent of each other.

2. **Exponential**: \(Y_t = \exp(X_t' \theta_0) + u_t\), where \(X_t\) and \(\theta_0\) are the same as those in the linear model.

3. **Quadratic**: \(Y_t = (X_t' \theta_0 - \sqrt{3})^2 + 1 + 0.2u_t\), where \(X_t\) is a trivariate vector with independent \(U[0,1]\) components, and \(\theta_0 = (\sqrt{2}, \sqrt{3}, \sqrt{6})\). This is the model considered in Xue and Zhu (2006).

4. **Partially Linear**: \(Y_t = \exp(X_{1t} + X_{2t}' \theta_0 + \sqrt{2}u_t)\), where \(X_{1t}\) is \(U[0,1]\) distributed, \(X_{2t}\) is a bivariate vector with independent \(N(0,1)\) components, and \(\theta_0 = (0.5, -2)'\). This is the model considered in Bravo (2007).

5. **Location Scale**: \(Y_t = X_t' \theta_0 + \sqrt{\beta_0} + \beta_1 X_{2t}' u_t\), where \(X_t\) and \(\theta_0\) are same as those in the linear model, and \(\beta_0 = \beta_1 = 1\).

For the above five models, following Hong (2000), we generate 1000 realizations of \(\{Y_t, X_t\}_{t=1}^n\) with \(n = 40\) and 100. Then we estimate the parameters \(\theta_0\) in models 1-4 by the least squares method, and estimate \(\theta_0, \beta_0\) and \(\beta_1\) in model 5 by the maximum likelihood method. After obtaining the residuals \(\hat{u}_t\), we calculate \(\hat{\gamma}_{nj}(\hat{u}_t, \hat{u}_s)\) and \(\hat{T}_{GCM}\) given in (7).

We compare our test with the BLP and the BDS tests. Box and Pierce (1970) and Ljung and Box (1978) propose a diagnostic test for an ARMA model:

\[
BLP(k) = n(n + 2) \sum_{j=1}^{k} (n - j)^{-1} \hat{\rho}_{nj}^2(j),
\]

where \(\hat{\rho}_{nj}(j)\) is the lag-\(j\) sample autocorrelation function of \(\{\hat{u}_t\}_{t=1}^n\). Here we only report the results for \(k = 5\). We have tried other choices of \(k\) and found similar performance compared with our test.

The BDS test of Brock, Hsieh and LeBaron (1991) is a popular choice for testing iid in regression errors. The BDS test statistic is computed as

\[
BDS \equiv BDS(m,d) = n^{1/2} \hat{\gamma}_{m}^{-1/2} \left[ \hat{C}_m(d) - \left( \hat{C}_1(d) \right)^m \right],
\]

based on the correlation integral (cf. Brock et al. 1991)

\[
\hat{C}_m(d) = \frac{2}{n(n - 1)} \sum_{t=m+1}^{n} \sum_{j=m+1}^{t-1} \prod_{j=0}^{m-1} 1(|\hat{u}_{t-j} - \hat{u}_{s-j}| < d),
\]

\(^3\)1000 simulations with \(n = 100\) take about 5 minutes on a PC with an Intel Core 2 Duo processor and 2 GB of memory.
where \( m \) is the so-called embedding dimension, \( d \) is a distance parameter, and \( \hat{V}_m \) is an asymptotic variance estimator. The BDS\((m,d)\) has the appealing nuisance parameter-free property that any \( \sqrt{n} \)-consistent estimator \( \theta_n \) has no impact on its asymptotic null distribution under a class of conditional mean models (1) with constant variance \( \sigma(X_t, \theta_0) \equiv \sigma \), cf. Brock et al. (1991). To the best of our knowledge, no extension of the later result is available for general location-scale models. We follow the recommendation of Brock et al. (1991) and use \( m = 2 \) and \( d = \hat{\sigma} \), where \( \hat{\sigma} \) is the sample standard deviation of residuals. We have examined other choices of \( m \) and \( d \) leading to similar conclusions.

Table 1 gives the empirical sizes of \( \hat{T}_{GCM} \) for the above models when sample size \( n = 40 \). Since we have the true errors \( \{u_t\}_{t=1}^{40} \) in the simulations, we can also calculate the test statistic \( T_{GCM} \) (Hong 2000), which is defined in the same way as \( \hat{T}_{GCM} \) except using the true errors instead of the residuals, i.e.

\[
T_{GCM} = \frac{1}{n^2} \sum_{j=1}^{n-1} (n-j) \gamma_n^2(j) \frac{1}{(j\pi)^2},
\]

where

\[
\gamma_n^2(j) = n^{-2} \sum_{t=1}^{n} \sum_{s=1}^{n} \gamma_n^2(u_t, u_s).
\]

The critical values that we use for \( \hat{T}_{GCM} \) and \( T_{GCM} \) are 0.006598 for the nominal level \( \alpha = 0.1 \) and 0.007675 for \( \alpha = 0.05 \), which are taken from Hong (2000, pg. 565). We can see that \( \hat{T}_{GCM} \) and \( T_{GCM} \) have similar empirical sizes that are fairly close to the nominal levels, which supports our theoretical findings in Theorem 2: \( \hat{T}_{GCM} \) has the same null limit distribution as \( T_{GCM} \). As comparison, we also include the sizes of BLP and BDS tests. BLP has sizes comparable with our test, while BDS has much worse sizes than our test. For \( n = 100 \), we get similar results, and we do not report them here to save space.

<table>
<thead>
<tr>
<th>Models</th>
<th>( \hat{T}_{GCM} )</th>
<th>( T_{GCM} )</th>
<th>BLP</th>
<th>BDS</th>
<th>( \hat{T}_{GCM} )</th>
<th>( T_{GCM} )</th>
<th>BLP</th>
<th>BDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>9.1%</td>
<td>9.4%</td>
<td>11.1%</td>
<td>34.2%</td>
<td>4.5%</td>
<td>4.9%</td>
<td>5.7%</td>
<td>26.7%</td>
</tr>
<tr>
<td>Exponential</td>
<td>8.8%</td>
<td>9.4%</td>
<td>10.6%</td>
<td>33.5%</td>
<td>4.4%</td>
<td>4.9%</td>
<td>5.9%</td>
<td>27.7%</td>
</tr>
<tr>
<td>Quadratic</td>
<td>10.3%</td>
<td>10.8%</td>
<td>10.5%</td>
<td>36.1%</td>
<td>5.8%</td>
<td>5.6%</td>
<td>6.3%</td>
<td>29.5%</td>
</tr>
<tr>
<td>Partially Linear</td>
<td>9.2%</td>
<td>9.5%</td>
<td>9.0%</td>
<td>36.8%</td>
<td>4.6%</td>
<td>5.0%</td>
<td>5.7%</td>
<td>29.4%</td>
</tr>
<tr>
<td>Location Scale</td>
<td>9.1%</td>
<td>9.4%</td>
<td>11.6%</td>
<td>39.6%</td>
<td>4.8%</td>
<td>4.9%</td>
<td>6.2%</td>
<td>30.1%</td>
</tr>
</tbody>
</table>

To investigate the power, we first consider alternatives where \( \{u_t\} \) are not iid due to the incorrect specification of the conditional mean and variance. Hereinafter \( \{\varepsilon_t\} \) is iid \( N(0, 1) \).
ALT1. AR-Mean: \( Y_t = 0.2Y_{t-1} + \mu(X_t, \theta_0) + \sigma(X_t, \theta_0)\varepsilon_t, \) where \( \mu(X_t, \theta_0) \) and \( \sigma^2(X_t, \theta_0) \) are the conditional mean and variance in the null models, respectively. Here we have
\[
 u_t = \frac{0.2[Y_t - E(Y_t)] + \sigma(X_t, \theta_0)\varepsilon_t}{\sqrt{0.2^2 \text{var}(Y_t) + \sigma^2(X_t, \theta_0)}}. 
\]

ALT2. AR-GARCH: \( Y_t = 0.2Y_{t-1} + \mu(X_t, \theta_0) + \sigma_t \varepsilon_t, \) where \( \mu(X_t, \theta_0) \) is as in ALT1, and \( \sigma_t^2 = 0.05 + 0.1\sigma_{t-1}^2\varepsilon_{t-1}^2 + 0.85\sigma_{t-1}^2. \) Here
\[
 u_t = \frac{0.2[Y_t - E(Y_t)] + \sigma_t \varepsilon_t}{\sqrt{0.2^2 \text{var}(Y_t) + E(\sigma_t^2)}}. 
\]

We then follow the designs in Hong (2000) and consider the following alternatives for the errors \( u_t: \)

ALT3. \( AR(1): u_t = 0.3u_{t-1} + \varepsilon_t. \)

ALT4. Bilinear: \( u_t = \varepsilon_t(0.2 + 0.5u_{t-1}). \)

ALT5. Non-linear moving average: \( u_t = \varepsilon_{t-1}(0.8 + \varepsilon_t). \)

ALT6. TAR(1): \( u_t = -0.5u_{t-1} + \varepsilon_t, \) if \( u_{t-1} \leq 1, \) and \( u_t = 0.4u_{t-1} + \varepsilon_t \) otherwise.

For each alternative, we generate 1000 realizations of \( \{Y_t, X_t\}_{t=1}^{100}. \) The models fitted are the same models under the null, 1 to 5 above. The size-corrected power of \( \hat{T}_{GCM} \) at the 5% level is reported in Table 2. As we have the true errors \( \{u_t\}_{t=1}^{100}, \) we can also calculate \( T_{GCM} \), whose power at 5% level is included for the sake of comparison. We also include the powers of BLP and BDS tests.

We observe that \( \hat{T}_{GCM} \) and \( T_{GCM} \) have both high empirical powers. Their power is comparable for all alternatives. Also notice that even for alternatives with zero autocorrelations (Bilinear, Non-linear moving average and TAR(1)) our test still has good power, while BLP has no power against such alternatives. BDS has worse power than \( \hat{T}_{GCM} \) in most cases except two occasions.

The above simulations support our findings on lack of estimation effects. To test \( H_0 \) for those cases, we can use the estimated residuals to construct the test statistic \( \hat{T}_{GCM} \), which will have the same asymptotic distribution as the test based on the true errors \( T_{GCM} \).

Next, to show that there are estimation effects in general when Assumption A2 is violated, we run some simulations for the simple AR(1) Model: \( Y_t = \theta_0 Y_{t-1} + u_t, \) where \( |\theta_0| < 1 \) and \( u_t \sim iid(0, 1). \) For this model we can show that A2 is a necessary and sufficient condition for no asymptotic estimation

\[4\text{For example } \mu(X_t, \theta_0) = (X'_t \theta_0 - \sqrt{3})^2 + 1 \text{ and } \sigma(X_t, \theta_0) = 0.2 \text{ for the Quadratic model.}

\[5\text{As implied in Hong (2000), } \{u_t\} \text{ in these alternatives are } \alpha-\text{strong mixing. One can also verify that the long-run variance of } X_t u_t \text{ is finite. Therefore the Central Limit Theorem for stationary and } \alpha-\text{mixing process can be applied to } X_t u_t. \text{ As our estimation methods here are either least square method or Gaussian MLE, Assumption A5 also holds for these alternatives.} \]
It is easy to verify here that $a_t(\theta_0) = Y_{t-1}$, and hence $A2$ is violated. To illustrate the estimation effect, we consider $\theta_0 = -0.8, -0.4, 0.4, 0.8$. Table 3 and 4 display the sizes and power of $T_{GCM}$ and $\hat{T}_{GCM}$, respectively.

One can see that due to the presence of the estimation effect in this case $\hat{T}_{GCM}$ no longer has similar sizes as $T_{GCM}$. The difference is quite obvious when compared with Table 1 and 2.

### Table 2. Size-corrected power of $\hat{T}_{GCM}$, $T_{GCM}$, BLP and BDS at 5%, $n = 100$

<table>
<thead>
<tr>
<th>Models</th>
<th>AR-Mean</th>
<th>AR-GARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{T}_{GCM}$</td>
<td>$T_{GCM}$</td>
</tr>
<tr>
<td>Linear</td>
<td>.356</td>
<td>.354</td>
</tr>
<tr>
<td>Exponential</td>
<td>.935</td>
<td>.974</td>
</tr>
<tr>
<td>Quadratic</td>
<td>.380</td>
<td>.377</td>
</tr>
<tr>
<td>Partially Linear</td>
<td>.339</td>
<td>.377</td>
</tr>
<tr>
<td>Location Scale</td>
<td>.400</td>
<td>.564</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Models</th>
<th>AR(1)</th>
<th>Bilinear</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{T}_{GCM}$</td>
<td>$T_{GCM}$</td>
</tr>
<tr>
<td>Linear</td>
<td>.694</td>
<td>.705</td>
</tr>
<tr>
<td>Exponential</td>
<td>.686</td>
<td>.705</td>
</tr>
<tr>
<td>Quadratic</td>
<td>.701</td>
<td>.711</td>
</tr>
<tr>
<td>Partially Linear</td>
<td>.695</td>
<td>.712</td>
</tr>
<tr>
<td>Location Scale</td>
<td>.686</td>
<td>.705</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Models</th>
<th>TAR(1)</th>
<th>Nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{T}_{GCM}$</td>
<td>$T_{GCM}$</td>
</tr>
<tr>
<td>Linear</td>
<td>.424</td>
<td>.449</td>
</tr>
<tr>
<td>Exponential</td>
<td>.400</td>
<td>.449</td>
</tr>
<tr>
<td>Quadratic</td>
<td>.372</td>
<td>.434</td>
</tr>
<tr>
<td>Partially Linear</td>
<td>.344</td>
<td>.423</td>
</tr>
<tr>
<td>Location Scale</td>
<td>.387</td>
<td>.449</td>
</tr>
</tbody>
</table>
Table 3. Size of $\hat{T}_{GCM}$ and $T_{GCM}$ for AR(1), $n = 40$

<table>
<thead>
<tr>
<th>$\theta_0$</th>
<th>$\hat{T}_{GCM}$</th>
<th>$T_{GCM}$</th>
<th>$\hat{T}_{GCM}$</th>
<th>$T_{GCM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.8</td>
<td>5.7%</td>
<td>9.9%</td>
<td>2.4%</td>
<td>4.4%</td>
</tr>
<tr>
<td>-0.4</td>
<td>2.1%</td>
<td>9.9%</td>
<td>0.6%</td>
<td>4.4%</td>
</tr>
<tr>
<td>0.4</td>
<td>2.1%</td>
<td>9.9%</td>
<td>0.8%</td>
<td>4.4%</td>
</tr>
<tr>
<td>0.8</td>
<td>5.9%</td>
<td>9.9%</td>
<td>1.8%</td>
<td>4.4%</td>
</tr>
</tbody>
</table>

Table 4. Power of $\hat{T}_{GCM}$ and $T_{GCM}$ at 5% for AR(1), $n = 40$

<table>
<thead>
<tr>
<th>$\theta_0$</th>
<th>$\hat{T}_{GCM}$</th>
<th>$T_{GCM}$</th>
<th>$\hat{T}_{GCM}$</th>
<th>$T_{GCM}$</th>
<th>$\hat{T}_{GCM}$</th>
<th>$T_{GCM}$</th>
<th>$\hat{T}_{GCM}$</th>
<th>$T_{GCM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.8</td>
<td>0.064</td>
<td>0.339</td>
<td>0.174</td>
<td>0.284</td>
<td>0.120</td>
<td>0.190</td>
<td>0.097</td>
<td>0.199</td>
</tr>
<tr>
<td>-0.4</td>
<td>0.007</td>
<td>0.339</td>
<td>0.145</td>
<td>0.284</td>
<td>0.079</td>
<td>0.190</td>
<td>0.050</td>
<td>0.199</td>
</tr>
<tr>
<td>0.4</td>
<td>0.013</td>
<td>0.339</td>
<td>0.125</td>
<td>0.284</td>
<td>0.079</td>
<td>0.190</td>
<td>0.052</td>
<td>0.199</td>
</tr>
<tr>
<td>0.8</td>
<td>0.155</td>
<td>0.339</td>
<td>0.169</td>
<td>0.284</td>
<td>0.117</td>
<td>0.190</td>
<td>0.089</td>
<td>0.199</td>
</tr>
</tbody>
</table>

4. CONCLUSIONS

In this paper, we propose a test for the serial independence of errors $u_t$ in the location-scale model $Y_t = \mu(X_t, \theta_0) + \sigma(X_t, \theta_0)u_t$. We show that, provided some conditions are satisfied, test statistics based on the estimated residuals have the same asymptotic distributions as the corresponding statistics based on the true errors, which extends the findings in DM to a much broader and more realistic context. We also extend Hong’s (2000) generalized spectral test to estimated residuals, and provide a test that is asymptotically distribution-free and powerful against pairwise dependence at all lags. Some Monte Carlo simulations support our theoretical findings.

We point out some possible directions for future work. First, when estimation effects are present, the limiting distribution of our test is not pivotal, and bootstrap or related methods need to be used. These methods will be developed in future research. Although we focus on univariate $u_t$ in this paper, we can easily extend our results to the multivariate case. When the dimension of $u_t$ is large, we may want to use sample dependence measures based on the empirical characteristic function instead of the empirical cumulative distribution function because of the curse of dimensionality. Another possible extension is to apply the methodology here to testing the independence between $u_t$ and $X_t$. 
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5. APPENDIX

We first develop some preliminary results that will be used in the proofs of our main theorems. We define the process

\[ K_n(c, x, y) = \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left\{ I \left( u_t \left( \theta_0 + \frac{c}{\sqrt{n}} \right) \leq x \right) - E \left[ I \left( u_t \left( \theta_0 + \frac{c}{\sqrt{n}} \right) \leq x \right) \right] \right\} I \left( u_{t-j} \left( \theta_0 + \frac{c}{\sqrt{n}} \right) \leq y \right), \]

indexed by \((c, x, y) \in C_K \times [-\infty, \infty]^2\), where \(C_K = \{ c \in \mathbb{R}^p : |c| \leq K \}\), and \(K > 0\) is an arbitrary but fixed constant. Let \(d_K\) be the metric on \(C_K\) induced by the Euclidean norm, and define a metric \(d_R\) on \([-\infty, \infty]\) by \(d_R(x_1, x_2) = |F(x_1) - F(x_2)|\). Then a metric \(d\) on \(C_K \times [-\infty, \infty]^2\) can be defined as \(d((c_1, x_1, y_1), (c_2, x_2, y_2)) = \max(d_K(c_1, c_2), d_R(x_1, x_2), d_R(y_1, y_2))\). We can see that \(C_K \times [-\infty, \infty]^2\) is compact with respect to \(d\). For definition of asymptotic uniform \(d\)-equicontinuity see Chapter 1.5 in van der Vaart and Wellner (1996).

**Lemma A1:** Under Assumptions A1 and A4, \(K_n(\cdot)\) is asymptotically uniform \(d\)-equicontinuous.

**Proof of Lemma A1:** The result follows from the same steps of Lemma A1 in Escanciano and Olmo (2010). □

**Lemma A2:** Under Assumptions A1 and A4, we have \( \sup_{(x,y) \in \mathbb{R}^2} |K_n(\tilde{c}, x, y) - K_n(0, x, y)| = o_p(1)\), for any \(\tilde{c} = O_p(1)\).

**Proof of Lemma A2:** Let \(\varepsilon, \zeta > 0\) be given. We want to show that

\[ P \left( \sup_{(x,y) \in \mathbb{R}^2} |K_n(\tilde{c}, x, y) - K_n(0, x, y)| > \zeta \right) < \varepsilon \quad \text{as } n \to \infty. \]

Since \(\tilde{c} = O_p(1)\), there exists \(K > 0\) such that \(P(|\tilde{c}| > K) < \varepsilon/2\).

Next, we show that for any fixed \((c, x, y) \in C_K \times \mathbb{R}^2\)

\[ E[|K_n(c, x, y) - K_n(0, x, y)|^2] = o(1). \quad (8) \]

To simplify notations, define

\[
I_t(c, x) : = I \left( u_t \left( \theta_0 + \frac{c}{\sqrt{n}} \right) \leq x \right),
\]

\[
IDE_t(c, x) : = I_t(c, x) - E[I_t(c, x)|\Omega_t].
\]
Assumption A1 and the martingale difference sequence property of $K_n(c, x, y)$ imply that

\[
E[|K_n(c, x, y) - K_n(0, x, y)|^2] = E\left[ |IDE_t(c, x)I_{t-j}(c, y) - IDE_t(0, x)I_{t-j}(0, y)|^2 \right] \\
\leq 2E[|IDE_t(c, x)I_{t-j}(c, y) - IDE_t(0, x)I_{t-j}(0, y)|] \\
\leq 2E[|IDE_t(c, x)I_{t-j}(c, y) - IDE_t(0, x)I_{t-j}(0, y)|] + 2E[|IDE_t(0, x)I_{t-j}(0, y)|] \\
\leq 2E[|E[I_{t-j}(c, y)|\Omega_{t-j}] - E[I_{t-j}(0, y)|\Omega_{t-j}]|] + 4E[|E[I_t(c, y)|\Omega_t] - E[I_t(0, y)|\Omega_t]|] \\
= O\left( \frac{1}{\sqrt{n}} \right).
\]

The last equality follows from the Mean Value Theorem and Assumption A4, see the proof of Theorem 1 for further details.

Equation (8) and Chebyshev’s Inequality imply that

\[
|K_n(c, x, y) - K_n(0, x, y)| = o_p(1), \quad \forall (c, x, y) \in C_K \times \mathbb{R}^2.
\]

The above display (i.e. convergence of the finite-dimensional distributions), the compactness of $C_K \times [-\infty, \infty]^2$ with respect to $d$ and the asymptotic uniform $d$--equicontinuity of $K_n(c, x, y)$ imply

\[
P\left( \sup_{(c,x,y) \in C_K \times \mathbb{R}^2} |K_n(c, x, y) - K_n(0, x, y)| > \epsilon \right) \leq \frac{\epsilon}{2},
\]

for $n$ sufficiently large (see e.g. Theorem 2.1 in Newey 1991). Therefore, for $n$ sufficiently large

\[
P\left( \sup_{(x,y) \in \mathbb{R}^2} |K_n(c, x, y) - K_n(0, x, y)| > \epsilon \right) \leq P(|\hat{\epsilon}| > K) +
\]

\[
P\left( \sup_{(c,x,y) \in C_K \times \mathbb{R}^2} |K_n(c, x, y) - K_n(0, x, y)| > \epsilon \right) < \epsilon.
\]

**Lemma A3:** Under Assumptions A1, A3 and A4, we have

\[
\sup_{(x,y) \in \mathbb{R}^2} \left| \frac{1}{n} \sum_{t=1}^{n} \frac{\partial F_t(\hat{\theta}_n, x)}{\partial \theta} I(\hat{u}_{t-j} \leq y) - E \left[ \frac{\partial F_t(\theta_0, x)}{\partial \theta} I(u_{t-j} \leq y) \right] \right| = o_p(1),
\]

for any consistent estimate $\hat{\theta}_n$ of $\theta_0$, where henceforth

\[
F_t(\theta, x) = \Pr[u_t(\theta) \leq x | \Omega_t], \quad (9)
\]
Proof of Lemma A3: Notice that

\[
F_t(\theta, x) = \Pr[u_t(\theta) \leq x|\Omega_t]
\]

= \Pr \left[ \frac{Y_t - \mu(X_t, \theta)}{\sigma(X_t, \theta)} \leq x \right| \Omega_t
\]

= \Pr \left[ u_t \leq \frac{\mu(X_t, \theta) - \mu(X_t, \theta_0) + x\sigma(X_t, \theta)}{\sigma(X_t, \theta_0)} \right | \Omega_t \right] .

Under Assumption A3 we have

\[
F_t(\theta, x) = F \left( \frac{\mu(X_t, \theta) - \mu(X_t, \theta_0) + x\sigma(X_t, \theta)}{\sigma(X_t, \theta_0)} \right) ,
\]

\[
F_t(\theta_0, x) = F(x),
\]

\[
\frac{\partial F_t(\theta_0, x)}{\partial \theta} = f(x) \left( \frac{\mu(X_t, \theta_0)}{\sigma(X_t, \theta_0)} + x \frac{\sigma(X_t, \theta_0)}{\sigma(X_t, \theta_0)} \right) = f(x)\alpha(\theta) + f(x)\beta(\theta).
\]

Define a metric \( d \) on \( \Theta^2 \times [-\infty, \infty]^2 \) by \( d((\theta_{11}, \theta_{21}, x_1, y_1), (\theta_{12}, \theta_{22}, x_2, y_2)) = |\theta_{11} - \theta_{12}| + |\theta_{21} - \theta_{22}| + |F(x_1) - F(x_2)| + |F(y_1) - F(y_2)| \), and then \( \Theta^2 \times [-\infty, \infty]^2 \) is compact with respect to \( d \). By Assumption A4, for each \((\theta_1, \theta_2, x, y) \in \Theta^2 \times \mathbb{R}^2 \), \( \partial F_t(\theta_1, x)/\partial \theta \| u_{t-j}(\theta_2) \leq y \) is discontinuous at \( \{u_{t-j}(\theta_2) = y\} \), which occurs with probability 0, and moreover

\[
E \left[ \sup_{(\theta_1, \theta_2, x,y) \in \Theta^2 \times \mathbb{R}^2} \left| \frac{\partial F_t(\theta_1, x)}{\partial \theta} \| I(u_{t-j}(\theta_2) \leq y) \right| \right] < \infty.
\]

Therefore, we can apply the uniform law of larger number (ULLN) of Newey and McFadden (1994), Lemma 2.4, to the empirical process

\[
\frac{1}{n} \sum_{t=1}^{n} \frac{\partial F_t(\theta_1, x)}{\partial \theta} I(u_{t-j}(\theta_2) \leq y), \theta_1 \in \Theta_0, \theta_2 \in \Theta_0, x \in \mathbb{R}, y \in \mathbb{R},
\]

and conclude

\[
\sup_{(\theta_1, \theta_2, x,y) \in \Theta^2 \times \mathbb{R}^2} \left| \frac{1}{n} \sum_{t=1}^{n} \frac{\partial F_t(\theta_1, x)}{\partial \theta} I(u_{t-j}(\theta_2) \leq y) - E \left[ \frac{\partial F_t(\theta_1, x)}{\partial \theta} \| I(u_{t-j}(\theta_2) \leq y) \right] \right| = o_p(1).
\]

Then, since \( \tilde{\theta}_n \) and \( \hat{\theta}_n \) are consistent estimates of \( \theta_0 \) and the mapping \( \theta \rightarrow E [\partial F_t(\theta, x)/\partial \theta | I(u_{t-j}(\theta) \leq y)] \) is continuous, we obtain

\[
\sup_{(x,y) \in \mathbb{R}^2} \left| \frac{1}{n} \sum_{t=1}^{n} \frac{\partial F_t(\tilde{\theta}_n, x)}{\partial \theta} I(\tilde{u}_{t-j} \leq y) - E \left[ \frac{\partial F_t(\tilde{\theta}_n, x)}{\partial \theta} \| I(\tilde{u}_{t-j} \leq y) \right] \right| = o_p(1),
\]

\[
\leq \sup_{(x,y) \in \mathbb{R}^2} \left| \frac{1}{n} \sum_{t=1}^{n} \frac{\partial F_t(\hat{\theta}_n, x)}{\partial \theta} I(\hat{u}_{t-j} \leq y) - E \left[ \frac{\partial F_t(\hat{\theta}_n, x)}{\partial \theta} \| I(\hat{u}_{t-j} \leq y) \right] \right| + \sup_{(x,y) \in \mathbb{R}^2} \left| E \left[ \frac{\partial F_t(\hat{\theta}_n, x)}{\partial \theta} \| I(\hat{u}_{t-j} \leq y) \right] - E \left[ \frac{\partial F_t(\tilde{\theta}_n, x)}{\partial \theta} \| I(\tilde{u}_{t-j} \leq y) \right] \right| = o_p(1).
\]
In the sequel, we simplify notations as follows: \( \hat{F}_{j,n}(x) = 1/(n-j) \sum_{t=1+j}^{n} I(\tilde{u}_t \leq x) \), \( \hat{F}_{1,n-j}(y) = 1/(n-j) \sum_{t=1+j}^{n} I(\tilde{u}_{t-j} \leq y) \), \( F_{j,n}(x) = 1/(n-j) \sum_{t=1+j}^{n} I(u_t \leq x) \) and \( F_{1,n-j}(y) = 1/(n-j) \sum_{t=1+j}^{n} I(u_{t-j} \leq y) \).

**Proof of Theorem 1:** We can write
\[
\sqrt{n-j} \{ \gamma_{nj}(x, y) - \gamma_{nj}(x, y) \} = \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} \{ I(\tilde{u}_t \leq x) I(\tilde{u}_{t-j} \leq y) - I(u_t \leq x) I(u_{t-j} \leq y) \} - \sqrt{n-j} \left[ \hat{F}_{j,n}(x) \hat{F}_{1,n-j}(y) - F_{j,n}(x) F_{1,n-j}(y) \right]
\]
\[
\equiv A_{1nj}(x, y) - A_{2nj}(x, y).
\]
To handle \( A_{1nj} \), we apply Lemma A2 to \( \hat{c} = \sqrt{n}(\hat{\theta}_n - \theta_0) = O_p(1) \) and get
\[
\sup_{(x,y) \in \mathbb{R}^2} \frac{1}{\sqrt{n-j}} \left| \sum_{t=1+j}^{n} \{ I(\tilde{u}_t \leq x) - E[I(\tilde{u}_t \leq x) | \Omega_t] \} I(\tilde{u}_{t-j} \leq y) - \sum_{t=1+j}^{n} \{ I(u_t \leq x) - E[I(u_t \leq x) | \Omega_t] \} I(u_{t-j} \leq y) \right| = o_p(1).
\]
Hence,
\[
A_{1nj}(x, y) = \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} \{ I(\tilde{u}_t \leq x) I(\tilde{u}_{t-j} \leq y) - I(u_t \leq x) I(u_{t-j} \leq y) \}
\]
\[
= \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} \{ E[I(\tilde{u}_t \leq x) | \Omega_t] - E[I(u_t \leq x) | \Omega_t] \} I(\tilde{u}_{t-j} \leq y) + \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} E[I(u_t \leq x) | \Omega_t] \{ I(\tilde{u}_{t-j} \leq y) - I(u_{t-j} \leq y) \} + o_p(1)
\]
\[
\equiv B_{1nj}(x, y) + B_{2nj}(x, y) + o_p(1).
\]
Using the notation in (9), we have \( E[I(\tilde{u}_t \leq x) | \Omega_t] = F_t(\hat{\theta}_n, x) \), \( E[I(u_t \leq x) | \Omega_t] = F_t(\theta_0, x) \).
Applying these notations and the Mean Value Theorem, we get
\[
B_{1nj}(x, y) = \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} \{ F_t(\hat{\theta}_n, x) - F_t(\theta_0, x) \} I(\tilde{u}_{t-j} \leq y)
\]
\[
= \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} \left( \hat{\theta}_n - \theta_0 \right)' \frac{\partial F_t(\hat{\theta}_n, x)}{\partial \hat{\theta}} I(\tilde{u}_{t-j} \leq y)
\]
\[
= \sqrt{n}(\hat{\theta}_n - \theta_0)' \frac{1}{\sqrt{n}} \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} \frac{\partial F_t(\hat{\theta}_n, x)}{\partial \theta} I(\tilde{u}_{t-j} \leq y)
\]
\[
= \sqrt{n}(\hat{\theta}_n - \theta_0)' E \left[ \frac{\partial F_t(\theta_0, x)}{\partial \theta} I(u_{t-j} \leq y) \right] + o_p(1)
\]
\[
= \sqrt{n}(\hat{\theta}_n - \theta_0)' F(y) E \left[ \frac{\partial F_t(\theta_0, x)}{\partial \theta} \right] + o_p(1),
\]
where the second to last equality follows from Lemma A3. The last equality follows from (10) and Assumption A2.

Similarly,

\[
B_{2n}(x, y) = \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} F_t(\theta_0, x) \{ I(\hat{u}_{t-j} \leq y) - I(u_{t-j} \leq y) \}
\]

\[= F(x) \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} \{ I(\hat{u}_{t-j} \leq y) - I(u_{t-j} \leq y) \}.\]

Define the process

\[K_n(c, y) = \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} \left\{ I \left( u_{t-j} \left( \theta_0 + \frac{c}{\sqrt{n}} \right) \leq y \right) - E \left[ I \left( u_{t-j} \left( \theta_0 + \frac{c}{\sqrt{n}} \right) \leq y \right) \right] \Omega_{t-j} \right\},\]

indexed by \((c, y) \in C_K \times \mathbb{R}\), where \(C_K = \{ c \in \mathbb{R}^p : |c| \leq K \}\), and \(K > 0\) is an arbitrary but fixed constant. Using the same argument as we use for \(A_{1n}\), we get

\[B_{2n}(x, y) = F(x) \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} \{ F_{t-j}(\hat{\theta}_n, y) - F_{t-j}(\theta_0, y) \} + o_p(1)\]

\[= F(x) \sqrt{n} (\hat{\theta}_n - \theta_0)^t \frac{1}{\sqrt{n}} \sum_{t=1+j}^{n} \frac{\partial F_{t-j}(\hat{\theta}_n, y)}{\partial \theta} + o_p(1)\]

\[= \sqrt{n} (\hat{\theta}_n - \theta_0)^t F(x) E \left[ \frac{\partial F_t(\theta_0, y)}{\partial \theta} \right] + o_p(1).\]

Now, we turn to \(A_{2n}\) and write

\[A_{2n}(x, y) = \sqrt{n-j} \left[ \hat{F}_{j,n}(x) \hat{F}_{1,n-j}(y) - F_{j,n}(x) F_{1,n-j}(y) \right]\]

\[= \sqrt{n-j} \left[ \hat{F}_{j,n}(x) \hat{F}_{1,n-j}(y) - F_{j,n}(x) \hat{F}_{1,n-j}(y) \right] + \sqrt{n-j} \left[ F_{j,n}(x) \hat{F}_{1,n-j}(y) - F_{j,n}(x) F_{1,n-j}(y) \right]\]

\[= C_{1n}(x, y) + C_{2n}(x, y).\]

\[C_{1n}(x, y) = \sqrt{n-j} \left[ \hat{F}_{j,n}(x) \hat{F}_{1,n-j}(y) - F_{j,n}(x) \hat{F}_{1,n-j}(y) \right]\]

\[= \hat{F}_{1,n-j}(y) \frac{1}{\sqrt{n-j}} \left\{ \sum_{t=1+j}^{n} \left[ I(\hat{u}_{t} \leq x) - I(u_{t} \leq x) \right] \right\}.\]

Using the same argument as we use for \(B_{2n}\), we get

\[C_{1n}(x, y) = [F(y) + o_p(1)] \left\{ \frac{1}{\sqrt{n-j}} \sum_{t=1+j}^{n} \{ F_t(\hat{\theta}_n, x) - F_t(\theta_0, x) \} + o_p(1) \right\}\]

\[= \sqrt{n} (\hat{\theta}_n - \theta_0)^t F(y) \frac{1}{\sqrt{n}} \sum_{t=1+j}^{n} \frac{\partial F_t(\hat{\theta}_n, x)}{\partial \theta} + o_p(1)\]

\[= \sqrt{n} (\hat{\theta}_n - \theta_0)^t F(y) E \left[ \frac{\partial F_t(\theta_0, x)}{\partial \theta} \right] + o_p(1).\]
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Similarly,
\[ C_{2n^j}(x, y) = \sqrt{n - j} \left[ F_{j,n}(x) F_{1,n-j}(y) - F_{j,n}(x) F_{1,n-j}(y) \right] \]
\[ = F_{j,n}(x) \frac{1}{\sqrt{n - j}} \left\{ \sum_{t=1+j}^n [I(u_{t-j} \leq y) - I(u_{t-j} \leq y)] \right\} \]
\[ = \sqrt{n}(\hat{\theta}_n - \theta_0)' F(x) E \left[ \frac{\partial F_{1}(\theta_0, y)}{\partial \theta} \right] + O_p(1). \]

Therefore,
\[ \sup_{(x,y) \in \mathbb{R}^2} \left| \sqrt{n - j}[\gamma_{n^j}(x, y) - \gamma_{n^j}(x, y)] \right| = \sup_{(x,y) \in \mathbb{R}^2} |A_{1n^j}(x, y) - A_{2n^j}(x, y)| \]
\[ = \sup_{(x,y) \in \mathbb{R}^2} |B_{1n^j}(x, y) + B_{2n^j}(x, y) - C_{1n^j}(x, y) - C_{2n^j}(x, y) + O_p(1)| \]
\[ = O_p(1). \]

This completes the proof of Theorem 1. ■

Next, we derive equation (4) without imposing Assumption A2.

**Proof of Equation (4):** By (10), we have
\[ E \left[ \frac{\partial F_{1}(\theta_0, x)}{\partial \theta} I(u_{t-j} \leq y) \right] = f(x) E [a_t(\theta_0) I(u_{t-j} \leq y)] + f(x) x E [b_t(\theta_0) I(u_{t-j} \leq y)] \]

If without Assumption A2, then in general we have
\[ E \left[ \frac{\partial F_{1}(\theta_0, x)}{\partial \theta} I(u_{t-j} \leq y) \right] \neq E \left[ \frac{\partial F_{1}(\theta_0, x)}{\partial \theta} \right] F(y). \]

Hence
\[ B_{1n^j}(x, y) = \sqrt{n}(\hat{\theta}_n - \theta_0)' E \left[ \frac{\partial F_{1}(\theta_0, x)}{\partial \theta} I(u_{t-j} \leq y) \right] + O_p(1), \]

while the expressions for \( B_{2n^j}(x, y), C_{1n^j}(x, y) \) and \( C_{2n^j}(x, y) \) remain the same as above. Collecting the four terms, we get expression (4).

■

**Proof of Theorem 2:** Recall that \( \Pi = [0, 1] \times \mathbb{R}^2 \) and \( \eta = (\lambda, x, y) \in \Pi \). Let \( v \) be the product measure of the Lebesgue measure on \([0, 1]\) and \( F(\cdot) \times F(\cdot) \), i.e. \( dv(\eta) = d\lambda dF(x) dF(y) \). Let \( L_{2}(\Pi, v) \) be the Hilbert space of all real-valued and square \( v \)-integrable functions on \( \Pi \), furnished with the inner-product \( < f, g > = \int_{\Pi} f(\eta) g(\eta) dv(\eta) \). The space \( L_{2}(\Pi, v) \) is endowed with the natural Borel \( \sigma \)-field induced by the norm \( \| \cdot \| = < \cdot, \cdot >^{1/2} \). See e.g. Bosq (2000) for a review of random elements taking values in a Hilbert space. With these notations, we have \( T_{GCM} = \| S_n(\eta) \| + O_p(1) \), where
\[ S_n(\eta) := S_n(\lambda, x, y) = \sum_{j=1}^{n-1} (n - j)^{1/2} \gamma_{n^j}(x, y) \frac{\sqrt{2} \sin j\pi \lambda}{j\pi}. \]
Using the same arguments as in Theorem 1, we shall prove that in \( L_2(\Pi, v) \),
\[
\widehat{S}_n(\eta) = S_n(\eta) + o_p(1),
\]
where \( \widehat{S}_n(\eta) \) is defined in (6). Using the notations \( A_{1nj} \) and \( A_{2nj} \) defined in Theorem 1, we have
\[
\widehat{S}_n(\eta) - S_n(\eta) = \sum_{j=1}^{n-1} A_{1nj}(x, y) \frac{\sqrt{2} \sin j\pi \lambda}{j\pi} - \sum_{j=1}^{n-1} A_{2nj}(x, y) \frac{\sqrt{2} \sin j\pi \lambda}{j\pi} = A_{1n}(x, y, \lambda) - A_{2n}(x, y, \lambda).
\]
We handle \( A_{1n} \) and \( A_{2n} \) in the same way as we handle \( A_{1nj} \) and \( A_{2nj} \) in Theorem 1.

Simple algebra shows that
\[
\sum_{j=1}^{n-1} \left( n - j \right)^{-1/2} \left( \sum_{t=1}^{n} \{ I(\hat{u}_t \leq x) - E[I(\hat{u}_t \leq x)|\Omega_t]\} I(\hat{u}_{t-j} \leq y) \right) \frac{\sqrt{2} \sin j\pi \lambda}{j\pi}
\]
\[
= \frac{1}{\sqrt{n}} \sum_{t=2}^{n} \{ I(\hat{u}_t \leq x) - E[I(\hat{u}_t \leq x)|\Omega_t]\} \left( \sum_{j=1}^{n-1} \left( \frac{n}{n-j} \right)^{1/2} I(\hat{u}_{t-j} \leq y) \frac{\sqrt{2} \sin j\pi \lambda}{j\pi} \right)
\]
\[
= \frac{1}{\sqrt{n}} \sum_{t=2}^{n} \{ I(\hat{u}_t \leq x) - E[I(\hat{u}_t \leq x)|\Omega_t]\} q_{nt}(\hat{u}_{t-j}, y, \lambda),
\]
where \( q_{nt} \) is implicitly defined. Then, to handle \( A_{1n} \), we apply a version of Lemma A2 with \( \hat{\theta} = \sqrt{n}(\hat{\theta}_n - \theta_0) = O_p(1) \) and get
\[
\sup_{\eta = (\lambda, x, y) \in \Pi} \frac{1}{\sqrt{n}} \left| \sum_{t=2}^{n} \{ I(\hat{u}_t \leq x) - E[I(\hat{u}_t \leq x)|\Omega_t]\} q_{nt}(\hat{u}_{t-j}, y, \lambda) - \sum_{t=2}^{n} \{ I(u_t \leq x) - E[I(u_t \leq x)|\Omega_t]\} q_{nt}(u_{t-j}, y, \lambda) \right| = o_p(1).
\]

Hence, uniformly in \( \eta = (\lambda, x, y) \in \Pi \),
\[
A_{1n}(x, y, \lambda) = \frac{1}{\sqrt{n}} \sum_{t=2}^{n} \{ E[I(\hat{u}_t \leq x)|\Omega_t] q_{nt}(\hat{u}_{t-j}, y, \lambda) - E[I(\hat{u}_t \leq x)|\Omega_t] q_{nt}(u_{t-j}, y, \lambda) \} + o_p(1)
\]
\[
= \frac{1}{\sqrt{n}} \sum_{t=2}^{n} \{ E[I(\hat{u}_t \leq x)|\Omega_t] - E[I(u_t \leq x)|\Omega_t] \} q_{nt}(\hat{u}_{t-j}, y, \lambda) + \frac{1}{\sqrt{n}} \sum_{t=2}^{n} E[I(u_t \leq x)|\Omega_t] \{ q_{nt}(\hat{u}_{t-j}, y, \lambda) - q_{nt}(u_{t-j}, y, \lambda) \} + o_p(1)
\]
\[
= B_{1n}(x, y, \lambda) + B_{2n}(x, y, \lambda) + o_p(1).
\]

By the Mean Value Theorem, the ULLN of Newey and McFadden (1994) and Lemma 1 in Escanciano and Velasco (2006), we obtain, in \( L_2(\Pi, v) \),
\[
B_{1n}(x, y, \lambda) = \sqrt{n}(\hat{\theta}_n - \theta_0) \sum_{j=1}^{n-1} \left( \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{\partial F_t(\hat{\theta}_n, x)}{\partial \theta} I(\hat{u}_{t-j} \leq y) \right) \frac{\sqrt{2} \sin j\pi \lambda}{j\pi}
\]
\[
= \sqrt{n}(\hat{\theta}_n - \theta_0) F(y) \left[ \frac{\partial F_t(\theta_0, x)}{\partial \theta} \right] \sum_{j=1}^{\infty} \frac{\sqrt{2} \sin j\pi \lambda}{j\pi} + o_p(1).
\]
Similarly, in $L_2(\Pi, v)$,

$$B_{2n}(x, y, \lambda) = \sqrt{n}(\hat{\theta}_n - \theta_0)'F(x)E \left[ \frac{\partial F_1(\theta_0, y)}{\partial \theta} \right] \sum_{j=1}^{\infty} \frac{\sqrt{2} \sin j \pi \lambda}{j \pi} + o_p(1).$$

In a similar way, we can prove that

$$\|A_{2n} - B_{1n} - B_{2n}\| = o_p(1),$$

and hence, in $L_2(\Pi, v)$,

$$\hat{S}_n(\eta) = S_n(\eta) + o_p(1).$$

Finally, notice that $|\hat{T}_{GCM} - ||\hat{S}_n(\eta)|||^2| = o_p(1)$, $|T_{GCM} - ||S_n(\eta)|||^2| = o_p(1)$, and $T_{GCM} \longrightarrow^d T_\infty = \int_{(0,1)^3} (Z(y))^2 d\eta$, (Hong 2000, Theorem 3), and we then get $\hat{T}_{GCM} \longrightarrow^d T_\infty$.

\[\blacksquare\]

Proof of Theorem 3: Applying the ULLN of Newey and McFadden (1994), Lemma 2.4, to the empirical process

$$\frac{1}{n} \sum_{t=1}^{n} I(u_t(\theta) \leq x)I(u_{t-j}(\theta) \leq y), \ \theta \in \Theta_0, \ x, y \in \mathbb{R},$$

we get

$$\sup_{(\theta, x, y) \in \Theta_0 \times \mathbb{R}^2} \left| \frac{1}{n} \sum_{t=1}^{n} I(u_t(\theta) \leq x)I(u_{t-j}(\theta) \leq y) - E[I(u_t(\theta) \leq x)I(u_{t-j}(\theta) \leq y)] \right| = o_p(1),$$

and hence

$$\sup_{(x, y) \in \mathbb{R}^2} \left| \frac{1}{n} \sum_{t=1}^{n} I(u_t(\hat{\theta}_n) \leq x)I(u_{t-j}(\hat{\theta}_n) \leq y) - E[I(u_t(\hat{\theta}_n) \leq x)I(u_{t-j}(\hat{\theta}_n) \leq y)] \right| = o_p(1).$$

Similarly, we have

$$\sup_{(x, y) \in \mathbb{R}^2} \left| \frac{1}{n} \sum_{t=1}^{n} I(u_t(\hat{\theta}_n) \leq x) - E[I(u_t(\hat{\theta}_n) \leq x)] \right| = o_p(1).$$

Therefore,

$$\sup_{(x, y) \in \mathbb{R}^2} \left| \hat{\gamma}_n(x, y) - \gamma_n(x, y) \right|$$

$$\leq \sup_{(x, y) \in \mathbb{R}^2} \left| E[I(u_t(\hat{\theta}_n) \leq x)I(u_{t-j}(\hat{\theta}_n) \leq y)] - E[I(u_t \leq x)I(u_{t-j} \leq y)] \right|$$

$$+ \sup_{(x, y) \in \mathbb{R}^2} \left| E[I(u_t(\hat{\theta}_n) \leq x)] E[I(u_t(\hat{\theta}_n) \leq y)] - E[I(u_t \leq x)]E[I(u_t \leq y)] \right| + o_p(1)$$

$$= o_p(1),$$

where the last inequality follows from the continuity of the mappings $\theta \rightarrow E[I(u_t(\theta) \leq x)I(u_{t-j}(\theta) \leq y)]$ and $\theta \rightarrow E[I(u_t(\theta) \leq x)]$.

\[\blacksquare\]
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