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“Speaking to you now as one of many patients who has undergone major surgery performed with a 

machine and who is extremely grateful for the engineers that made that machine and made it safe and effective, I 
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machines in surgery and make it your responsibility to proactively explain these concepts to those who need to 

understand them. 

We’re all depending on you.” 

J. Michael Fitzpatrick  



 
 

 



VII 

AGRADECIMIENTOS 

Estos agradecimientos van dirigidos a todas aquellas personas que han estado conmigo a 

lo largo de estos cuatro años y que, en mayor o menor medida, han contribuido a que esta etapa 

haya sido, si no la mejor, una de las mejores de mi vida. 

En primer lugar, me siento agradecida por la suerte que he tenido con mi tutor de tesis, 

Javi. Nunca me planteé hacer doctorado, y sé que finalmente me decidí a hacerlo en parte 

porque sería bajo su supervisión. Javi, trabajar contigo ha sido desde el principio un lujo. No sólo 

porque siempre has favorecido el buen rollo en el grupo, sino porque eres una persona generosa, 

razonable, comprensiva y cercana. A tu lado he podido crecer en lo personal y profesionalmente, 

ganando confianza en mí misma y en mi trabajo, y por eso te estaré siempre agradecida. 

Sé que para muchos el doctorado es una etapa difícil porque la hacen en soledad. Por 

suerte no ha sido mi caso, y he tenido a los mejores compañeros. Con ellos he compartido 

muchos momentos únicos e inolvidables. Momentos de risas en el despacho, de brainstorming, 

de tensión en cirugías, de estrés por llegar a un deadline… Los viajes por cursos y congresos (que 

para mí eran como vacaciones de lo bien que lo pasábamos), las partidas al Mario Kart, los 

planes de tomar una cerveza, echar un billar o unos dardos después del trabajo, los festivales…  

Hay tantos momentos y anécdotas que me vienen a la cabeza que podría llenar páginas y páginas. 

A Deivid, porque sentí una conexión contigo desde el principio y has marcado un antes 

y un después en mi vida. Todo lo que hemos vivido juntos han sido experiencias increíbles y no 

puedo esperar a ver qué vendrá después. Te admiro enormemente por tu inteligencia, tu 

iniciativa y tu valentía. Siempre has estado ahí cuando hacía falta y no te he oído quejarte nunca. 

Gracias por saber animarme, por el cariño que me das todos los días y por reírte con todas mis 

tonterías y despistes. Sabes estar en los buenos y malos momentos y por eso y mucho más eres el 

mejor regalo que me llevo de esta etapa. 

A Rafinha, mi compi inseparable de experimentos, de brainstorming, de cine, de 

confidencias, de videojuegos y demás frikadas. Sé que podría tirarme horas hablando contigo de 

cualquier cosa. Gracias por tus bromas, que me han hecho reír todos los días. Gracias por tu 

sinceridad. Y gracias por decidirte finalmente a hacer el doctorado, sin ti no habría sido lo 

mismo. Trabajar a tu lado es genial en todos los sentidos y ojalá podamos volver a hacerlo 

pronto. 



VIII 

A quien sin duda tengo que agradecer todo lo que he conseguido estos años y haber 

llegado hasta aquí es a mi queridísima Ro. Aunque nuestras andadas empezaron hace más de 10 

años en la universidad, mantuvimos la amistad y, gracias a que pensaste en mi cuando buscaban a 

alguien para entrar a trabajar en el LIM, acabe compartiendo otra etapa más contigo. Y aunque 

en tu caso decidiste no hacer doctorado y te fuiste a Barcelona, el equipo navegación empezó 

contigo. Gracias por ser tan buena amiga siempre, dispuesta a escuchar y ayudar. Eres una 

persona digna de admiración por tu afán de superación, tu positividad, tu iniciativa, tu 

generosidad, tu alegría, tu espontaneidad, tu sabiduría y tu seriedad cuando hace falta. Gracias 

por estar ahí después de todos estos años y ojalá podamos compartir más etapas juntas. 

A mis padres, Paloma y Fernando, porque gracias a ellos conozco desde pequeña el 

mundo de la investigación y la pasión que se puede tener por tu trabajo. Porque me han apoyado 

siempre con todas las decisiones que he tomado en mi vida y por el cariño y confianza que me 

dan siempre. Y porque cuando tenía dudas de si hacer o no doctorado porque sentía que no 

valía, fueron los primeros en convencerme de que sí y me animaron a hacerlo. A mi hermano, 

Antonio, por contagiarme el interés en la tecnología desde pequeñita, por esas horas jugando a la 

Nintendo y pasándonoslo tan bien. Por su paciencia explicándome programación en primero de 

carrera, por exigirme y por compartir esa locura y bromas internas con las que solo nosotros nos 

reímos.  

A la gente del LIM, porque hicieron de mi primera experiencia laboral la mejor. A Eu 

por su generosidad y a Vero por su paciencia infinita. A Mariete, por las risas, los escapes y por 

ese pedazo Cluedo que montamos juntos. A Bego, por su amabilidad, su iniciativa y su apoyo 

incondicional. A Alvarito y Cristóbal, por las risas continuas. A María de la Jara, por 

compartir conmigo esa comida en mi primer día. Y a Clau, Inés, Alba, María, Nerea, Anita, 

Joaquín, Nico, Marina y Ana por esas comidas y salidas con la gente del LIM. A la gente de la 

uni, por ser parte de esa segunda etapa laboral, donde ya empecé el doctorado. A Estíbaliz, por 

su cercanía y amabilidad y por esas charlas y clases que dimos juntas. A Asier, por esas clases de 

alemán que compartimos. A Blanca, Dani, Laura, David, Pedro, Rigo, Patricio y Roberto 

por formar parte del grupo Juarrates y compartir tantas comidas y reuniones. Y a Alicia, Laura y 

Lucía por ser tan buenas alumnas y, junto con Alba, formar parte de una nueva generación IGT 

muy prometedora. 

A mi querida Maite, por acompañarme en esos meses en los que Deivid y Rafa 

estuvieron fuera. Fuiste como una hermana para mí y el apoyo que necesitaba para preparar esos 

experimentos y cirugías en tiempo récord. Al final, esos meses fueron clave en mi doctorado y 



IX 

los resultados que conseguimos han dado lugar a lo que es ahora mi tesis. Fueron meses 

estresantes, pero a la vez muy divertidos, y eso fue gracias a ti. A Manu, porque también 

compartiste conmigo esos meses y juntos nos reímos un montón y formamos un buen equipo. 

A los médicos del Gregorio Marañón con los que hemos colaborado, por su interés en la 

ciencia y por estar siempre dispuestos a probar cosas nuevas y confiar en nosotros. Al equipo de 

Cirugía Ortopédica y Traumatología, por ser los primeros en apostar por las nuevas tecnologías y 

por permitirme hacer investigación en este campo. A José, por su paciencia y por estar siempre 

dispuesto a colaborar. A Lydia, por ese experimento con cadáveres y esos papers que 

compartimos. A Rubén, por saber dar la cara ante las cámaras y por sus ideas innovadoras. Al 

equipo de Cirugía Oral y Maxilofacial, por dejarnos probar tantas cosas nuevas, por ponérnoslo 

tan fácil y por permitirnos ganar experiencia dentro del quirófano. A Santiago, por la pasión que 

siente por su trabajo, su cercanía y su afán de mejorar, y al resto del equipo por facilitarnos 

siempre las cosas en el quirófano. También quiero agradecer a Juan de León la confianza que 

puso en mi para trabajar con él desarrollando un sistema de entrenamiento para parto. Aunque 

finalmente no ha podido entrar en mi tesis, es el proyecto por el que he sentido más pasión y con 

el cuál he aprendido más y he ganado confianza en mí misma. Gracias por estar siempre 

dispuesto a colaborar y a explicarme los procedimientos, ha sido un placer trabajar contigo y 

espero que podamos seguir colaborando en el futuro. 

A mis amigos de Baltimore, que hicieron de mi estancia allí una experiencia increíble. A 

Sisni, por acogerme, por contar conmigo para los planes y por hacerme sentir a gusto allí desde 

el principio. A Esther, por su generosidad, su cercanía y por ser tan divertida. A Andrés por 

nuestros planes y por formar parte del team Charles Village People. Al resto del grupo, Juanan, 

Christy, Alex, Eliza, Martín, Ondra, Fran, Laure, Michael, Vicente, Spencer, Felipe y 

Christian por ser tan majos siempre. Y a mi supervisor de la estancia, Anand, por acogerme y 

permitirme aprender y trabajar en un proyecto suyo con el da Vinci. 

A mis amigas de toda la vida, por estar siempre ahí a pesar del tiempo y la distancia, que 

parece inexistente cada vez que nos volvemos a juntar. A mi consejo de sabias. A Moni, por su 

amistad, su generosidad y su sinceridad. A Pau, por su cariño, su fuerza de voluntad y su 

iniciativa. A Yui, por su lealtad y su genialidad, y por acceder a diseñarme la portada de esta tesis. 

A Estefi por las risas y por ser tan divertida siempre. Y a Carol, por la amistad, el cariño, por 

nuestras in-jokes y por las risas y confidencias que compartimos siempre que nos vemos. 

A Javi, Natalia, Esteban e Iván, mis amigos del máster, por su amistad, su lealtad y 

cariño, por la etapa que pasamos juntos y por las risas aseguradas cada vez que nos vemos. A los 



X 

de la uni, Alex, Álvaro, Jorge, Lavín, Manu, Yaiza y Pili por las experiencias que vivimos 

juntos y porque cuando nos vemos siento que no ha pasado el tiempo. A los Beers Cheers 

(Patri, Bruno, Nuri, Calvo, Luis, Chari y Víctor) por las risas y esas tardes jugando a juegos de 

mesa. Y a mi familia canaria, por incluirnos en seguida en el grupo, por los planes constantes y 

por hacernos sentir a gusto a David y a mi desde que llegamos a la isla. 

Y por último a mi familia por estar siempre ahí. A mi Jori por su cariño, por su iniciativa 

y por esas comilonas y recetas que siempre está dispuesta a compartir. A mis primos Óscar y 

David por las risas, y a Marijose por esas partidas al “conti” interminables. A mis primas y 

primo, los Sevilla, por tantos años compartidos durante la infancia, adolescencia y juventud. A 

mis abuelos, Charo, Lola, Fernando y Antonio, y a mis tíos, Toñi, José, Cuca, Marisa, 

Juanjo, Isabel y Jesús. Y a mi nueva familia, Mar, Javi y Pau, por vuestro cariño, porque me 

hacéis sentir como en casa y porque siempre me lo paso genial con vosotros. Gracias a todos, sin 

vosotros esta experiencia no hubiera sido la misma. 

 

 



XI 

PUBLISHED AND SUBMITTED CONTENT 

Journal Articles: 

[1] M. García-Sevilla, L. Mediavilla-Santos, M. T. Ruiz-Alba, R. Pérez-Mañanes, J. A. 

Calvo-Haro, J. Pascau. Patient-specific desktop 3D-printed guides for pelvic tumour 

resection surgery: a precision study on cadavers. Int J CARS (2021) 

https://doi.org/10.1007/s11548-021-02322-3 [Impact factor: 2.924; Q2] 

Author contributions: Mónica García Sevilla was responsible for data acquisition, data analysis, 

and writing the paper. All authors were responsible for conceptualizing the framework, writing, 

editing, and reviewing the paper. 

Contribution completely included in chapter 3. Figures from this paper have been reprinted with 

permission from the copyright holder, Springer Nature. 

[2] M. García-Sevilla, L. Mediavilla-Santos, R. Moreta-Martinez, D. García-Mato, R. 

Pérez-Mañanes, J. A. Calvo-Haro, J. Pascau. Combining Surgical Navigation and 3D 

Printing for Less Invasive Pelvic Tumor Resections. IEEE Access (2021) 

https://doi.org/10.1109/ACCESS.2021.3115984 [Impact factor: 3.367; Q2] 

Author contributions: Mónica García Sevilla was responsible for software development, data 

acquisition, data analysis, and writing the paper. All authors were responsible for conceptualizing 

the framework, writing, editing, and reviewing the paper. 

Contribution completely included in chapter 4. 

[3] M. García-Sevilla, R. Moreta-Martinez, D. García-Mato, A. Pose-Diez-de-la-Lastra, 

R. Pérez-Mañanes, J. A. Calvo-Haro and J. Pascau. Augmented reality as a tool to guide 

PSI placement in pelvic tumor resections. Sensors (2021) 

https://doi.org/10.3390/s21237824 [Impact factor: 3.576; Q1] 

Author contributions: Mónica García Sevilla was responsible for software development, data 

acquisition, data analysis, and writing the paper. All authors were responsible for conceptualizing 

the framework, writing, editing, and reviewing the paper. 

Contribution completely included in chapter 5. 

[4] M. García-Sevilla, R. Moreta-Martinez, D. García-Mato, G. Arenas de Frutos, S. 

Ochandiano, C. Navarro-Cuéllar, G. Sanjuán de Moreta, J. Pascau. Surgical Navigation, 

https://doi.org/10.1007/s11548-021-02322-3
https://doi.org/10.1109/ACCESS.2021.3115984
https://doi.org/10.3390/s21237824


XII 

Augmented Reality, and 3D Printing for Hard Palate Adenoid Cystic Carcinoma En-Bloc 

Resection: Case Report and Literature Review. Frontiers in Oncology (2022) 

https://doi.org/10.3389/fonc.2021.741191 [Impact factor: 6.244; Q2] 

Author contributions: Mónica García Sevilla was responsible for software development, data 

acquisition, data analysis, and writing the paper. All authors were responsible for conceptualizing 

the framework, writing, editing, and reviewing the paper. 

Contribution completely included in chapter 6. 

[5] L. Mediavilla-Santos, M. García-Sevilla, J. A. Calvo-Haro, M. T. Ruiz-Alba, R. Pérez-

Mañanes, J. Pascau, M. Cuervo-Dehesa, F. J. Vaquero Martín. Validación de los modelos 

de impresión 3D paciente-específicos para cirugía ortopédica oncológica pélvica. Revista 

Española de Cirugía Ortopédica y Traumatología (2021) 

https://doi.org/10.1016/j.recot.2021.07.001 

Author contributions: Mónica García Sevilla was responsible for software development, data 

acquisition, and data analysis. All authors were responsible for conceptualizing the framework, 

writing, editing, and reviewing the paper. 

Contribution partially included in chapters 3 and 4. 

 

Conference Proceedings: 

[1] M. García-Sevilla, D. García-Mato, J. Calvo-Haro, R. Pérez-Mañanes, J. Pascau. 

Optimizing navigation with patient-specific 3D printed guides in pelvic tumor resection 

surgery. In: CARS 2019 - Computer Assisted Radiology and Surgery Proceedings of the 33rd 

International Congress and Exhibition, Rennes, France, June 18–21, 2019. Int J CARS 14, 1–194 

(2019) https://doi.org/10.1007/s11548-019-01969-3 

Author contributions: Mónica García Sevilla was responsible for software development, data 

acquisition, data analysis, and writing the paper. All authors were responsible for conceptualizing 

the framework, writing, editing, and reviewing the paper. 

Contribution partially included in chapter 4. 

[2] M. García-Sevilla, D. García-Mato, R. Moreta-Martinez, S. Ochandiano, M. 

Tousidonis, C. Navarro-Cuéllar, J. Pascau. Surgical navigation for palate carcinoma 

resection using a non-invasive 3D-printed reference frame. In: CARS 2020 - Computer 

Assisted Radiology and Surgery Proceedings of the 34th International Congress and Exhibition, 

https://doi.org/10.3389/fonc.2021.741191
https://doi.org/10.1016/j.recot.2021.07.001
https://doi.org/10.1007/s11548-019-01969-3


XIII 

Munich, Germany, June 23–27, 2020. Int J CARS 15, 1–214 (2020) 

https://doi.org/10.1007/s11548-020-02171-6 

Author contributions: Mónica García Sevilla was responsible for software development, data 

acquisition, data analysis, and writing the paper. All authors were responsible for conceptualizing 

the framework, writing, editing, and reviewing the paper. 

Contribution partially included in chapter 6. 

[3] M. García-Sevilla, R. Moreta-Martinez, D. García-Mato, A. Pose-Díez-de-la-Lastra, 

R. Pérez-Mañanes, J. Calvo-Haro, J. Pascau. Augmented reality for improved PSI 

placement in pelvic tumour resections. In: CARS 2021: Computer Assisted Radiology and 

Surgery Proceedings of the 35th International Congress and Exhibition Munich, Germany, June 21-25, 

2021. Int J CARS 16, 1-119 (2021) https://doi.org/10.1007/s11548-021-02375-4  

Author contributions: Mónica García Sevilla was responsible for software development, data 

acquisition, data analysis, and writing the paper. All authors were responsible for conceptualizing 

the framework, writing, editing, and reviewing the paper. 

Contribution partially included in chapter 5. 

 

The material from these sources included in this thesis are not singled out with typographic 
means and references.  
 

https://doi.org/10.1007/s11548-020-02171-6
https://doi.org/10.1007/s11548-021-02375-4


 

 

 



XV 

TABLE OF CONTENTS 
AGRADECIMIENTOS .......................................................................................... VII 

PUBLISHED AND SUBMITTED CONTENT ........................................................ XI 

TABLE OF CONTENTS ........................................................................................ XV 

ABSTRACT ......................................................................................................... XIX 

LIST OF FIGURES .............................................................................................. XXI 

LIST OF TABLES .............................................................................................. XXV 

LIST OF ABBREVIATIONS AND ACRONYMS ........................................... XXVII 

1 INTRODUCTION .................................................................................................. 1 

1.1. Surgical oncology ......................................................................................... 1 

1.1.1. Cancer .................................................................................................... 1 

1.1.2. Incidence and social impact .................................................................... 2 

1.1.3. Screening and diagnosis ......................................................................... 4 

1.1.4. Surgical treatment .................................................................................. 5 

1.2. Computer-assisted surgery (CAS) ................................................................. 6 

1.2.1. Virtual surgical planning ........................................................................ 7 

1.2.2. CAD/CAM ............................................................................................. 9 

1.2.3. Surgical navigation ............................................................................... 12 

1.2.4. Augmented Reality (AR) ...................................................................... 16 

2 MOTIVATION AND OBJECTIVES.................................................................... 19 

2.1. Motivation .................................................................................................. 19 

2.2. Objectives .................................................................................................. 20 

3 REDUCING THE SIZE OF PSIs FOR LESS INVASIVE PELVIC TUMOR 

RESECTIONS .................................................................................................................... 23 

3.1. Introduction ................................................................................................ 23 

3.2. Objective .................................................................................................... 24 

3.3. Materials and Methods ............................................................................... 24 



XVI 

3.4. Results ....................................................................................................... 31 

3.5. Discussion .................................................................................................. 35 

3.6. Conclusions ................................................................................................ 38 

4 COMBINING SURGICAL NAVIGATION AND PSIs FOR PRECISE AND LESS 

INVASIVE PELVIC TUMOR RESECTIONS .................................................................... 41 

4.1. Introduction ................................................................................................ 41 

4.2. Objective .................................................................................................... 43 

4.3. Materials and Methods ............................................................................... 43 

4.3.1. Design and validation of the reference frame attachment ...................... 43 

4.3.2. Cadaveric experiment ........................................................................... 45 

4.3.3. Analysis of navigation accuracy ........................................................... 47 

4.4. Results ....................................................................................................... 54 

4.4.1. Design and validation of the reference frame attachment ...................... 54 

4.4.2. Cadaveric experiment ........................................................................... 54 

4.4.3. Analysis of navigation accuracy: maximum osteotomy deviation ......... 55 

4.4.4. Analysis of navigation accuracy: error distribution ............................... 57 

4.5. Discussion .................................................................................................. 58 

4.6. Conclusions ................................................................................................ 61 

5 USING AR TO GUIDE PSIs PLACEMENT IN PELVIC TUMOR RESECTIONS63 

5.1. Introduction ................................................................................................ 63 

5.2. Objective .................................................................................................... 64 

5.3. Materials and Methods ............................................................................... 65 

5.4. Results ....................................................................................................... 71 

5.4.1. Methods comparison ............................................................................ 72 

5.4.2. Cases comparison ................................................................................. 73 

5.4.3. Phantoms comparison ........................................................................... 73 

5.5. Discussion .................................................................................................. 74 



XVII 

5.6. Conclusions ................................................................................................ 77 

6 3D PRINTING, SURGICAL NAVIGATION, AND AR FOR PRECISE AND 

LESS INVASIVE PALATE TUMOR RESECTIONS......................................................... 79 

6.1. Introduction ................................................................................................ 79 

6.1.1. Computer-assisted surgery in oral and maxillofacial surgery ................ 80 

6.1.2. Adenoid Cystic Carcinoma ................................................................... 81 

6.2. Objective .................................................................................................... 82 

6.3. Materials and Methods ............................................................................... 83 

6.3.1. Clinical case ......................................................................................... 83 

6.3.2. Surgical navigation: simulation ............................................................ 84 

6.3.3. Surgical navigation: setup..................................................................... 86 

6.3.4. Surgical navigation: intervention .......................................................... 88 

6.4. Results ....................................................................................................... 89 

6.4.1. Surgical navigation: simulation ............................................................ 89 

6.4.2. Surgical navigation: intervention .......................................................... 89 

6.5. Discussion .................................................................................................. 91 

6.6. Conclusions ................................................................................................ 95 

7 DISCUSSION ...................................................................................................... 97 

8 CONCLUSIONS ................................................................................................ 103 

9 PUBLICATIONS ............................................................................................... 105 

9.1. Included in this thesis ............................................................................... 105 

9.1.1. Articles in peer-reviewed journals ...................................................... 105 

9.1.2. International conferences .................................................................... 106 

9.2. Related to this thesis ................................................................................. 106 

9.2.1. Articles in peer-reviewed journals ...................................................... 106 

9.2.2. International conferences .................................................................... 107 

9.3. Other publications .................................................................................... 108 



XVIII 

9.3.1. Articles in peer-reviewed journals ...................................................... 108 

9.3.2. International conferences .................................................................... 109 

10 REFERENCES ................................................................................................. 111 

 

  



XIX 

ABSTRACT 
The role of technology inside the operating room is constantly increasing, allowing 

surgical procedures previously considered impossible or too risky due to their complexity or 

limited access. These reliable tools have improved surgical efficiency and safety. Cancer 

treatment is one of the surgical specialties that has benefited most from these techniques due 

to its high incidence and the accuracy required for tumor resections with conservative 

approaches and clear margins.  

However, in many cases, introducing these technologies into surgical scenarios is 

expensive and entails complex setups that are obtrusive, invasive, and increase the operative 

time. In this thesis, we proposed convenient, accessible, reliable, and non-invasive solutions 

for two highly complex regions for tumor resection surgeries: pelvis and head and neck. We 

explored how the introduction of 3D printing, surgical navigation, and augmented reality in 

these scenarios provided high intraoperative precision. 

First, we presented a less invasive setup for osteotomy guidance in pelvic tumor 

resections based on small patient-specific instruments (PSIs) fabricated with a desktop 3D 

printer at a low cost. We evaluated their accuracy in a cadaveric study, following a realistic 

workflow, and obtained similar results to previous studies with more invasive setups. We also 

identified the ilium as the region more prone to errors. 

Then, we proposed surgical navigation using these small PSIs for image-to-patient 

registration. Artificial landmarks included in the PSIs substitute the anatomical landmarks 

and the bone surface commonly used for this step, which require additional bone exposure 

and is, therefore, more invasive. We also presented an alternative and more convenient 

installation of the dynamic reference frame used to track the patient movements in surgical 

navigation. The reference frame is inserted in a socket included in the PSIs and can be 

attached and detached without losing precision and simplifying the installation. We validated 

the setup in a cadaveric study, evaluating the accuracy and finding the optimal PSI 

configuration in the three most common scenarios for pelvic tumor resection. The results 

demonstrated high accuracy, where the main source of error was again incorrect placements 

of PSIs in regular and homogeneous regions such as the ilium. 

The main limitation of PSIs is the guidance error resulting from incorrect placements. 

To overcome this issue, we proposed augmented reality as a tool to guide PSI installation in 



XX 

the patient’s bone. We developed an application for smartphones and HoloLens 2 that 

displays the correct position intraoperatively. We measured the placement errors in a 

conventional and a realistic phantom, including a silicone layer to simulate tissue. The results 

demonstrated a significant reduction of errors with augmented reality compared to freehand 

placement, ensuring an installation of the PSI close to the target area. 

Finally, we proposed three setups for surgical navigation in palate tumor resections, 

using optical trackers and augmented reality. The tracking tools for the patient and surgical 

instruments were fabricated with low-cost desktop 3D printers and designed to provide less 

invasive setups compared to previous solutions. All setups presented similar results with high 

accuracy when tested in a 3D-printed patient-specific phantom. They were then validated in 

the real surgical case, and one of the solutions was applied for intraoperative guidance. 

Postoperative results demonstrated high navigation accuracy, obtaining optimal surgical 

outcomes. The proposed solution enabled a conservative surgical approach with a less 

invasive navigation setup. 

To conclude, in this thesis we have proposed new setups for intraoperative navigation 

in two complex surgical scenarios for tumor resection. We analyzed their navigation 

precision, defining the optimal configurations to ensure accuracy. With this, we have 

demonstrated that computer-assisted surgery techniques can be integrated into the surgical 

workflow with accessible and non-invasive setups. These results are a step further towards 

optimizing the procedures and continue improving surgical outcomes in complex surgical 

scenarios.
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INTRODUCTION 

1.1. Surgical oncology 

1.1.1. Cancer 

Throughout our lives, our body cells grow, multiply (by division) and die in an 

orderly and controlled manner. However, sometimes the genes managing cells’ function 

suffer changes modifying how they grow or multiply [1]. These alterations can be caused by 

external agents such as chemicals (tobacco smoke, arsenic, aflatoxin, etc.), harmful 

substances (alcohol), infections (human papillomavirus, hepatitis B or C, etc.), ultraviolet and 

ionizing radiation, or they can be inherited [2]. Unhealthy dietary habits are also one of the 

main risk factors for developing cancer. Usually, our body detects these damaged cells and 

eliminates them, but this ability decreases with age [3]. When this occurs, the damaged cells 

divide uncontrollably, generally forming a mass. This abnormal mass is known as tumor or 

neoplasm. 

Tumors can appear in our body without posing any threat or spreading to create new 

tumors. When presenting this behavior, they are classified as benign or non-cancerous [4], 

[5], being usually not problematic. However, they can grow and generate discomfort or 

become dangerous if they press vital structures such as nerves or blood vessels. On the other 

hand, if the damaged cells invade the surrounding tissues, drawing nutrients and interfering 

with body functions, they are considered malignant or cancerous. These cells can spread to 

other organs traveling through the blood, generating new tumors in other parts of the body. 

This process is called metastasis and is the leading cause of death from cancer [6], [7]. 
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Cancer can arise from almost any part of our body. The type of cancer is usually 

classified according to the organ or tissue from where it originated (lung, breast, brain) or by 

the type of cell that formed it [8]. The main types are carcinoma, melanoma, sarcoma, 

lymphoma, and leukemia [9]. Carcinomas are the most common, originating in the organs 

and glands. They are composed of epithelial cells located on the skin or the tissues lining 

organs (liver or kidneys). There are several subtypes of carcinomas, including 

adenocarcinomas which occur in the glandular tissues that produce fluids or mucus. 

Melanomas are also quite common and represent the most dangerous type of skin cancer, 

formed in the cells giving pigment to the skin. On the other hand, sarcomas are less common. 

They develop in mesenchymal cells and appear in soft or connective tissues, including 

muscle, fat, bone, blood vessels, and cartilage. Cancer can also occur without forming a 

tumor. This is the case of blood cancers such as leukemia. It arises from the bone marrow, 

generating an excessive production of white blood cells. It is the most common childhood 

cancer. Lastly, lymphoma is another type of blood cancer affecting the lymphocytes, the cells 

from the immune system in charge of fighting infections. 

1.1.2. Incidence and social impact 

In 2020, nearly 20 million people were diagnosed with cancer (Figure 1.1), and 

almost 10 million died from it [10] (Figure 1.2). It represents the second leading cause of 

death in the world. The most common cancers in 2020 were female breast cancer (2.6 million 

cases), lung cancer (2.21), and prostate cancer (1.41), and those with the highest mortality 

rates were lung (1.79 million), liver (830000), and stomach (769000). 

Cancer could be prevented in 30 to 50% of the cases by avoiding tobacco or alcohol 

use, having healthy diets, or reducing air pollution. Infections are also one of the main causes 

of cancer, especially in low- and middle-income countries [11], and only about 5% of cancer 

cases are caused by inherited genetic mutations [12]. Cancer creates a physical, emotional, 

and financial impact on individuals and their families and is a significant burden to 

communities and health care systems [13]. Additionally, limitations in heath access affect 

cancer diagnosis, treatment, and survival in developing countries [14]. Approximately 70% of 

deaths caused by cancer occur in these regions due to the high inequalities between countries 

with a high Human Development Index (HDI) and those with a lower one (Figure 1.3). 

Hence, it is necessary to strengthen health systems by finding cost-effective strategies and 

sustainable solutions for cancer prevention and treatment. 
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Figure 1.1. World cancer incidence rates. Source: © International Agency for Research on 
Cancer (IARC) http://gco.iarc.fr/today. 

 

 

 

Figure 1.2. World cancer mortality rates. Source: © IARC http://gco.iarc.fr/today.  
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Figure 1.3. World cancer incidence and mortality rates. Comparison between very high 
Human Development Index (HDI) and low HDI countries. Source: © IARC 
http://gco.iarc.fr/today. 

1.1.3. Screening and diagnosis 

Oncology is the branch of medicine that studies cancer and deals with its diagnosis, 

treatment, and prevention. In the last century, significant advances have been accomplished 

in this field to gain a deeper understanding of cancer and better diagnose, prevent, and treat it 

[8]. Until the late 20th century, cancer diagnosis required exploratory surgery to obtain and 

analyze samples of the affected tissue. However, at the beginning of the 1970s, the advent of 

new medical imaging techniques such as ultrasounds, computed tomography (CT), magnetic 

resonance imaging (MRI), and positron emission tomography (PET) enabled diagnosis 

without surgery [15], [16].  

Medical imaging allows clinicians to see the interior of a body through images even 

before a patient presents symptoms. This process is called screening, and it helps to identify 

abnormalities that can be indicative of cancer [16]. When this occurs, further tests can then be 

performed to diagnose and establish adequate treatment if needed. Screening tests can go 

from imaging procedures to physical exams (e.g., checking for lumps) or laboratory tests 

(analysis of tissues or blood samples extracted through medical procedures). Cancer risk 

factors such as age, personal and family history, or bad habits such as smoking are usually 

considered before and after screening.  

http://gco.iarc.fr/today
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Screening has become a routine procedure to prevent more extended diseases such as 

breast or colon cancer. As cancer presents a better response at initial stages, early detection is 

a key factor for effective treatment, increasing the probability of survival [14]. 

1.1.4. Surgical treatment 

Once cancer is detected, there are different options for treatment depending on the 

type, location, and stage. These options include surgery, radiotherapy, chemotherapy, or a 

combination [8], [14]. The primary purpose of treatment is to cure cancer or prolong a 

patient’s life, but it can also focus on improving the patient’s quality of life. 

Among the options for cancer treatment, surgery represents the oldest one. It is 

applied at different cancer stages and for various purposes, including diagnosis, prevention, 

primary treatment, debulking, reconstruction, or palliative care [17], [18]. 

When a patient presents symptoms or abnormalities, surgery can be used for 

diagnosis. Usually, a portion or all the suspicious tissue is removed through surgery for 

examination under a microscope. This process of obtaining tissue samples is called a biopsy, 

and it is commonly performed with needles or through small incisions. A pathologist 

analyzes the extracted tissue to determine whether cancerous cells are present and reports the 

results to the oncologist who performs the diagnosis. The lymph nodes can also be removed 

through an intervention to determine the cancer stage and detect if it has spread to other 

organs or parts of the body. Therefore, it can be used to predict the patient’s chance of 

recovery (prognosis). 

Surgery can also be used for prevention. Some non-cancerous lumps, polyps, or 

abnormal tissues can eventually turn malignant. This scenario is common in colon, breast, 

and ovarian cancer. Surgeons may recommend in these cases to remove them as a preventive 

measure. Also, complete removal of the area at risk can be performed in patients with a high 

predisposition to cancer due to family history. 

When a cancerous tumor is confirmed and localized, the most common treatment is 

tumor removal through surgery. It is also called primary treatment and is the best chance for 

cure in most cases. In these interventions, surgeons remove the tumor along with nearby 

tissue that may also be affected. This extra tissue is called surgical or resection margin, and it 

is examined after surgery to ensure it is clear of cancer cells. It is defined as a negative 
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margin if no cancer cells are found in the outer edge of the removed tissue. If cancerous cells 

are found in the outer rim, additional surgery may be necessary.  

Sometimes the tumor is located close to delicate structures, and the complete removal 

may pose a high risk. In these scenarios, debulking is commonly performed, where only a 

portion of the tumor is removed. These interventions are frequently complemented with other 

treatments such as chemotherapy or radiotherapy, applied before surgery, intraoperatively, or 

after surgery to help reduce the tumor size or remove the remaining cancer cells. 

After the tumor removal, the patient’s appearance or function might be considerably 

affected, requiring reconstructive surgery during the tumor removal intervention or afterward. 

In breast cancer, reconstructive surgery can restore the physical shape of the breast. It is also 

common in maxillofacial surgery, where soft tissue or bone segments from other anatomical 

regions are used to replace the removed sections that contained or were near the tumor. 

When an individual presents an advanced cancer stage where the disease has already 

spread to other body parts, surgery can also improve the patient’s quality of life. A tumor can 

cause pain to the patient and affect physical function, either because it induces pressure to a 

nerve or organ or because it blocks the bowel or the intestines. The tumor can therefore be 

removed through surgery even if it will not cure cancer. An intervention can also stop the 

bleeding of delicate organs affected by cancer. The most common treatment in these cases 

involves applying a ligature to the blood vessel or affected structure. 

1.2. Computer-assisted surgery (CAS) 

Cancer treatment has improved significantly in the last century, reducing incidence 

and mortality thanks to advances in prevention and treatment. However, for centuries cancer 

was thought to be incurable. The ancients believed that once it had spread, there was no cure, 

and surgical treatment would only do more harm [19]. Surgery at that time was very 

primitive, with a great risk of infection and complications derived from high blood loss. 

Surgical procedures did not improve until the late 19th century, driven primarily by 

the discovery of anesthesia [1]. Surgeons such as Bilroth, Handley and Halsted began to 

perform surgeries in which they completely removed the tumor as well as lymph nodes near 

the affected area. Halsted introduced radical mastectomy in breast cancer surgery, where the 

whole breast, chest muscles, and proximal lymph nodes are removed [20]. He thought that 
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cancer spread from the tumor to the neighboring structures and that en bloc resections 

(complete removal) of the tumor and surrounding tissues would eliminate the disease. 

Over time it was learned that cancer can spread through the bloodstream, and that 

surgery often needs to be complemented with systemic treatments before or after the 

intervention to destroy the spread cells. At the end of the 20th century, chemotherapy and 

radiotherapy were introduced, contributing to less invasive surgeries by reducing the amount 

of unaffected tissue removed during surgery [1]. Dr. Bernard Fisher demonstrated that less 

extensive surgeries supplemented with chemotherapy, radiotherapy, or both are equally or 

more effective than en bloc resections and reduce morbidity [21]–[24]. 

The introduction in the 1970s of new medical imaging modalities (CT, MRI, PET or 

ultrasounds) also significantly impacted the field, allowing the inspection of the disease 

without the need for exploratory surgery [15]. These techniques could also be exploited for 

biopsy guidance or to improve radiation therapy by enabling targeted beam energy delivery, 

sparing the unaffected tissue [1]. 

In recent years, advances in computing and image processing have allowed the 

development of new technologies introduced in the surgical workflow to reduce the risks, 

improve precision and enhance the surgeons’ confidence [25], [26]. They can be used 

preoperatively to plan surgery, during the surgical procedure for guidance and to better 

identify anatomical structures, or after surgery to assess the intervention [27]. The integration 

of these technologies in surgical procedures is known as computer-assisted surgery (CAS). 

1.2.1. Virtual surgical planning 

Surgical planning is the process through which the patient images are visualized prior 

to surgery to predefine the surgical steps [28]. The different existing imaging modalities, such 

as CT and MRI, can be used for this purpose. However, CT is preferred due to its volumetric 

data [29]. Although MRI scans also provide 3D visualization of the anatomical structures, 

they are known to present volumetric deformations, which can lead to inaccuracies in surgical 

planning. However, data fusion techniques can combine CT and MRI scans to provide 

additional information during planning. 

Before the introduction of CT images, preoperative images such as X-rays, 

angiograms, or ultrasounds were recorded and displayed on photographic films to understand 

the internal patient’s anatomy [30]. Nevertheless, these conventional images did not show the 
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deepness of structures as they reduced 3D objects to a single two-dimensional (2D) view. 

With the invention of CT in 1971 by Godfrey Hounsfield, the structures inside the body could 

be captured into images in consecutive slices [31]. The acquired data was intrinsically 

represented as numbers and converted to images by assigning different gray levels. A decade 

later, in the 1980s, Vannier et al. [32] performed the first three-dimensional (3D) 

reconstruction from the CT sectional images. 

Nowadays, 3D CT can be acquired faster. From this data, anatomical structures are 

represented in 2D displays with different shades of gray, allowing a visual interpretation and 

distinction of hard and soft tissues [33]. This visualization can be improved for each 

application by modifying image display settings such as window level and width, which is 

not possible in conventional analog images. Volume rendering displays the image volumes as 

3D objects applying opacity and color tables [34]. 3D virtual models of the patient’s anatomy 

can also be generated by image segmentation. This step consists of dividing the image into 

regions or segments with similar properties such as gray level [35]. These segments can 

represent anatomical regions such as the skull, mandible, skin, brain, nerves, or other soft- or 

hard-tissue structures [36]. 

The generation of these 3D models and their visualization from different angles and 

depths improves the understanding of the patient’s anatomy and facilitates surgical planning 

[32]. The 3D models can be fragmented to simulate osteotomies (bone cuts) performed 

during an intervention, repositioned or moved with 6 degrees of freedom, or manipulated in 

some other way to make treatment decisions [36]. These functionalities translate into a 

customized treatment adapted to the specific surgical case. 

The first software applications for neurosurgery virtual surgical planning (VSP) 

appeared in the 1990s. These were the StealthStation [37] developed by Medtronic and 

VectorVision [38] by Brainlab. In the late 1990s, a full computer-based software for planning 

osteotomies in orthopedic surgery and traumatology was introduced [39]. More recently, 

some surgical planning systems started to incorporate virtual or augmented reality technology 

to improve the visualization and facilitate the manipulation of the 3D data. In the 2000s, the 

surgical planning system VIVIAN (Virtual Intracranial Visualization and Navigation) was 

developed for neurosurgical interventions for its use in Dextroscope, a virtual reality 

environment [40]. There are currently many software alternatives available (3DSystems, 

Invivo5, OsiriX MD, 3D Slicer, Materialise Mimics Care Suite), some specialized in specific 
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treatments. Companies such as Stryker offer different software applications depending on the 

surgical procedure, including VSP© Cranial, VSP© Orthognatics, or VSP© Reconstruction. 

Apart from neurosurgery, VSP is mainly used for oral and maxillofacial surgery, especially 

for orthognathic and reconstructive surgery, where it becomes a valuable tool to plan the cuts 

and ensure facial symmetry [36], [41], [42] (Figure 1.4). However, more procedures are 

incorporating these solutions in their surgical workflow, as they have demonstrated several 

potential benefits, including reducing operative time and gaining control of the final surgical 

outcome [41] with no associated increase in complications [43], [44]. 

 

Figure 1.4. Example of virtual surgical planning applied to mandibular reconstruction 
surgery (figure reprinted with permission of the copyright holder, Springer Nature) [45]. 

Once preoperative planning has concluded, it can be transferred to the operating room 

to replicate the simulation precisely. Several tools are available to perform this translation, 

including 3D-printed guides or implants fabricated through computer-aided design and 

manufacturing (CAD/CAM), surgical navigation with conventional tracking systems, or 

navigation based on augmented reality technology. 

1.2.2. CAD/CAM 

Rapid prototyping (RP) refers to building a model layer by layer starting from the 

bottom by depositing material in precise shapes [46]. This technique is called additive 

manufacturing, also known as 3D printing. This method was initially introduced in the 

industry in the 1980s to rapidly translate the precision of computer-assisted designs (CAD) to 

final products (CAM) [47]. It was soon adopted by aircraft and automobile industries for fast 
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production of prototype parts, from where RP gets its name. This technology allows 

optimizing the design and production of customized models fabricated on demand [48].  

Additive manufacturing can be achieved following different processes. The three 

most extended methods are stereolithography (SLA), selective laser sintering (SLS), and 

fused deposition modeling (FDM) [49]. SLA works by curing a liquid photopolymer (a 

photosensitive resin), converting it from liquid to solid layer by layer using a high-powered 

ultraviolet laser beam. It was invented by the co-founder and chief technology officer of 3D 

Systems, Charles W Hull, in 1981 [50]. SLS technology uses a laser to sinter powdered 

material (commonly polyamide or nylon) instead of liquid. This way, the material is bonded 

together, creating a solid part. This technology was presented in 1986 by Carl Deckard at the 

University of Texas [51]. FDM, also called fused filament fabrication (FFF), instead of using 

light to solidify the material, extrudes it through a heated nozzle that melts it. The fed 

filament pushes the melted material, which is extruded in the build plate and quickly 

resolidifies. This procedure is the most extended among desktop 3D printers [49]. 

It was not until 1988 that the first commercial 3D printer (SLA-1) was made 

available, increasing access to this technology [52]. In the beginning, 3D printers were 

expensive and difficult to use, requiring much postprocessing of the printed objects. In the 

1990s, many companies started exploring this technology [50]. The competition among them 

propelled innovation, refinement, and a reduction of prices. Open-source initiatives such as 

the RepRap Project in 2005 gave more access to this technology, while CAD tools also 

improved and became more available. The expiration of the FDM patent in 2009 became a 

turning point in the history of 3D printing, making it accessible to the general public [50]. 

Nowadays, many industries, including healthcare, use 3D printers in their production 

workflow. Cheaper versions, known as desktop 3D printers due to their reduced size, are 

available for commercial and consumer applications. 

With the widespread of CAD/CAM technology and the availability of 3D medical 

images from CT and MRI scanners, the healthcare industry soon became interested in 

translating the anatomical models to 3D-printed objects [36]. Even before the advent of 3D 

printing, previous solutions such as computer numerically controlled (CNC) milling 

machines were used to create these replicas from solid blocks of Styrofoam or polyurethane, 

although the results presented stepped and non-precise surfaces [46]. In 1994, the first 

biomedical model was manufactured with an SLA 3D printer [53]. Orthopedics and oral and 
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maxillofacial surgery were the first medical specialties to introduce this technology, probably 

because only hard parts could be printed at the beginning. Nowadays, almost all surgical 

specialties use this technology [46]. 

The most common image modalities used in medical applications to generate 3D 

models are CT and MRI [46]. However, other alternatives such as Cone Beam CT, PET, and 

3D laser or light scanning have also been used [54]–[56]. Data from multiple sources can also 

be combined to generate the final models [57]. The reconstructed 3D models are exported in 

a compatible file format (.stl, .obj) [58] and transferred to a printing software such as Cura 

(Ultimaker B.V., Netherlands) or ideaMaker (Raise3D Inc., Irvine, California, USA). Finally, 

a printing file (.gcode or .x3g) is sent to the printer with encoded instructions for its 

fabrication. 

The anatomical models can be helpful in preoperative planning, surgical simulation, 

pre-surgical manipulation of surgical equipment (contouring and modeling), or education 

[46]. However, the use of 3D printing in medicine is not restricted to the creation of 

anatomical models (Figure 1.5 a). CAD/CAM can also be used to design patient-specific 

implants, prostheses, splints or external fixators [59]–[62] (Figure 1.5). It can also produce 

customized surgical guides and instruments [63]–[65]. The use of these tools is widely 

extended in orthopedic surgery for the creation of implants in the pelvis and acetabular cage 

[66], [67], fixation of tibial fractures [62], [68], and especially for surgical guidance [63], 

[69]–[73].  There are also multiple applications in cranio-maxillofacial surgery [61], [74]–

[78]. Orthognathic surgery has highly benefited from the use of these techniques to improve 

accuracy and optimize the results [77], [79]–[81]. 

 

Figure 1.5. Examples of the use of 3D (three-dimensional) printing in medical applications: 
(a) biomodels, (b) modelling of surgical tools, (c) splints, surgical guides and tooth 
transplantation [82]. 
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The cost of 3D printers has recently decreased thanks to the patent expirations [53]. 

Many companies offer 3D printing services, recommended if the printing volume is low, but 

the process can also be implemented in-house. Although prices range between $2,000 for the 

more basic printers to $900,000 for the most accurate, the associated cost of the printers is 

relatively low [83]. However, this also depends on the material used, where printing with 

metal is generally more expensive [65], [84]. Additionally, there is free, open-source software 

available [84], which can help in reducing the costs. 

The time demanded from CAD/CAM highly depends on the task, although 

advancements in software and workflow automation are shortening the process. Also, 

preoperatively designing and printing surgical tools can reduce the operative time. A study 

concluded that a reduction of 10 minutes in the operating room is equivalent in cost to 1 hour 

dedicated to design and manufacture prior to surgery [85]. Beyond this, the benefits 

introduced by this technology, including the translation of the preoperative plan to the 

surgical field, with the consequent reduction of surgical time, anesthesia exposure or blood 

loss, and the improvement of surgical outcomes, are invaluable [72], [86], [87]. 

1.2.3. Surgical navigation 

Surgical navigation, also known as image-guided surgery, allows the surgeon to 

display the position of the surgical instruments with respect to the patient’s anatomy through 

virtual image overlays [30]. The surgeon can use these systems to localize and visualize the 

anatomical target with precision and decide the path to follow with the navigated instrument 

to reach the surgical site safely [88]. The position of the tracked instruments is projected onto 

the preoperative or intraoperative images. It can also be represented with respect to 3D 

rendered anatomical models, making visualization and guidance easier. This technology is 

often compared to a Global Positioning System (GPS), as it includes an element to be 

localized, which is the surgical instrument (GPS unit), a tracker to localize it (satellite), and 

an image over which the instrument’s position is displayed (map) [89]. 

The navigation systems emerged to transform surgery into a safer and less invasive 

procedure. Not only do they indicate the surgical instruments’ position, but they can also 

provide relevant information at the right time, such as measurements, distances to targets, or 

indicate the paths defined preoperatively during surgical planning, improving accuracy and 

surgical outcomes [88]. They open the way to minimally invasive procedures where only 
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small incisions are made to insert the instruments, and no direct line of sight with the target 

area and instrument’s tip is maintained. They have also allowed the performance of more 

daring procedures, as less accessible structures can be reached. 

The use of medical images to guide a surgical procedure came along almost 

simultaneously to Roetgen’s discovery of X-rays in 1895. Soon after the first paper was 

published, a surgeon used an X-ray image to remove a sewing needle from a woman’s hand 

[90]. A month later, it was used to remove a bullet from a patient’s leg [91]. In 1905, Victor 

Horsley and R.H. Clarke introduced the first stereotactic frame, the basis for the first 

navigation systems [92]. They affixed a monkey’s head to a frame and used external 

anatomical landmarks from the ears and eyes to define a Cartesian coordinates system. 

Navigation solutions based on stereotactic frames are still used today for some surgical 

procedures, mainly in neurosurgery. In fact, for almost a century, surgical navigation was 

confined to this field as the skull provides a rigid and stable frame compatible with this setup. 

With the invention of CT scanners, the appearance of the first personal computer in 

1981, and the improvements in computational power, neuronavigation increased, becoming 

the standard of care for certain procedures. With time, it expanded to other specialties such as 

trauma and orthopedic surgery. The first frameless stereotactic system was presented by 

Friets et al. in 1989 [93]. They used an ultrasonic rangefinder to localize the patient and an 

operating microscope where a single CT image was dynamically updated. Four years later, 

Galloway et al. presented a navigation system for neurosurgery based on an articulated arm 

with 6 degrees of freedom, where orthogonal views of the CT were displayed, enabling 3D 

navigation [94]. However, articulated arms can be intrusive, and soon other tracking 

alternatives were developed. Nowadays, the most common tracking devices are optical and 

electromagnetic tracking systems. 

Optical trackers are composed of a camera and active or passive markers placed in the 

patient and surgical instruments to track their position (Figure 1.6). The passive markers are 

made of a material that reflects a near-infrared (IR) light emitted by the camera, while active 

markers include IR light-emitting diodes (LEDs). This technology presents high accuracy and 

a large working volume, being the preferred solution in most clinical applications [95]. 

However, they require a direct line of sight between the camera and the markers and are 

sensible to occlusions. An optical tracker widely extended for medical applications is the 
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Polaris® System (Northern Digital Inc., Waterloo, Canada). Other less expensive solutions 

are the OptiTrack V120:Duo or V120:Trio (Natural Point Inc., Corvallis, OR, US). 

 

Figure 1.6. Surgeons using a passive optical tracking system for intraoperative guidance. 

The electromagnetic tracking systems overcome some limitations of the optical 

trackers. They include a magnetic field generator (the transmitter) and sensors (solenoids) 

with three orthogonal coils on which the field induces a current [96]. The system measures 

the strength of the magnetic field at the location of the sensors to estimate their position. The 

greatest advantage of these systems is that they do not require a direct line of sight. Hence, 

they can be tracked inside a body cavity. Also, some sensors are designed with a reduced size 

and can be introduced in surgical instruments such as needles. However, one of the most 

significant limitations is that they are connected through cables that need to be covered to 

maintain the intervention area sterile. Also, they can suffer from artifacts introduced by 

ferromagnetic and conducting materials, affecting the measurements, and reducing the 
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accuracy. The most extended devices are Aurora and 3D Guidance TrakSTAR (Northern 

Digital Inc., Waterloo, Canada). 

Surgical navigation systems require an alignment of the patient with the preoperative 

images so that the tracked instruments are represented in the correct location on the image. 

This process of aligning both coordinate systems is called registration. If the structures to 

register are rigid, a registration composed only of translations and rotations of the data sets 

can be performed. This procedure is called rigid registration. Non-rigid registration is 

required in surgeries involving deformable structures (such as the abdomen). However, in 

many cases, these registrations still lack robustness [97]. 

The most common method for registration of 3D data in surgical navigation is the 

paired point registration, where the same points are localized both in the patient and the 

preoperative image. These points can either be anatomical or fiducial landmarks [98]. The 

root-mean-square distance between the paired points measures the registration error. 

However, this does not necessarily reflect the errors in the target region [99], [100]. To 

ensure accuracy, it is essential to correctly choose the registration landmarks, using clearly 

defined points distributed surrounding the area of interest. 

Surgical navigation is fully established in neurosurgery, where it has been adopted 

and incorporated successfully into clinical practice over the last two decades [88]. It guides 

biopsies, intracranial tumor resections and treatment of Parkinson’s disease or epilepsy 

[101]–[103]. Because it is mainly performed on bones, orthopedic surgery is also an adequate 

setup for surgical navigation, improving pedicle screws placement [104], hip replacement 

[105], and tumor removal [106]. Surgical navigation is also gaining popularity in 

craniomaxillofacial surgery, enhancing accuracy in orthognathic [107] or craniofacial 

procedures [108]. It has also enabled safer surgery in head and neck cancer [109] when the 

tumor to be removed is located in deeper regions surrounded by delicate structures. 

There are currently many navigation solutions available for specific clinical 

procedures. Companies such as Stryker (Freiburg, Germany) or Brainlab (Munich, Germany) 

have commercial navigation systems for neurosurgery (VectorVision from Brainlab [110]), 

spine (SpineMap® 3D from Stryker [111]), craniomaxillofacial (STN navigation system 

from Stryker [112]), or ENT (ear, nose, and throat) surgery (Scopis [113]).  

There are also open-source platforms popular in the research community that allow 

sharing knowledge and reusing code, including software packages for implementing image-
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guided surgery applications. The source code of these platforms is freely available and can be 

adapted to different applications. Some are under the Berkley Software Distribution (BSD) 

license, which allows users to develop software for any purpose without the need to share it, 

retaining their proprietary rights [114]. The most popular are Medical Imaging Interaction 

Toolkit (MITK) [115], Image-Guided Surgery Toolkit (IGSTK) [116], and 3D Slicer [117]. 

3D Slicer is a free and open-source multi-platform from Brigham and Women’s Hospital in 

Boston supported by a large community. It offers multiple functionalities useful in clinical 

and biomedical applications. The software comprises modules focused on different purposes, 

including medical image processing, visualization, segmentation, registration, or image-

guided therapy (IGT). Developers can design customized modules to perform a specific task 

or work on a particular clinical case. 

1.2.4. Augmented Reality (AR) 

AR is the technology through which virtual (computer-generated) objects are 

overlayed on a user’s view of the real world to enhance it [118]. These virtual objects appear 

to coexist in the same space as the elements from the physical world [119]. The projection of 

the virtual elements is usually achieved using cameras, displays, projectors, trackers, or 

special equipment [120].  

The term “Augmented Reality” was defined for the first time in 1990 by T. Caudell 

and D. Mizell, researchers for Boeing working on a see-through display to help workers on 

the assembly of complicated parts for jetliners [121]. However, the idea emerged decades 

earlier, appearing for the first time in a novel written by L. F. Baum. It was not until 1968 

that Ivan Sutherland, a computer science professor from Harvard, created the first prototype 

of an AR system consisting of a head-mounted display (HMD) [122]. The first developments 

appeared in the military sector [118] but soon translated to gaming and entertainment [123], 

and have grown remarkably since then. These days, the use of AR systems is becoming 

increasingly popular in multiple sectors, including the medical field, where it has been used 

for different applications such as training [124]–[126], preoperative planning [127], [128], 

and intraoperative guidance [129], [130]. 

AR in surgery has proved to be a helpful tool to improve safety and efficacy [120]. It 

is primarily used to visualize delicate and vital structures, such as major vessels or nerves, or 

target elements such as tumors or bones. These anatomical models are projected directly onto 
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the patient, and their visualization can be modified through interactive panels, buttons, 

gestures, or voice commands, depending on the device. One of the main advantages of this 

technology is the ability to visualize these elements without deviating the attention from the 

surgical field to look at an external screen. This behavior reduces time and makes it more 

intuitive than conventional visualization systems [131]. 

 

Figure 1.7. Augmented reality (AR) devices: (a) monitor, (b) smartphone, (c) tablet (figure 
reprinted with permission of the copyright holder, Springer Nature) [132], (d) head-
mounted display (HMD). 

The devices used for AR are typically based on the superimposition of the virtual 

models on the image captured by a camera. The resulting image can then be displayed on a 

screen from a PC [133]–[135], smartphone [130], [136] or tablet [137], [138] (Figure 1.7). 

Other common devices are the HMDs, also called “smart glasses”. The holographic models 

are directly projected on the glasses of the headset using stereoscopic rendering, providing a 

more intuitive visualization without the need to hold any device. This is especially convenient 

in surgical setups to avoid breaking aseptic protocols. These AR devices commonly 

incorporate hardware and algorithms that track their position with respect to the environment, 
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so that the virtual elements can maintain their location in the physical world. Some of the 

most extended HMDs for surgery are the Microsoft HoloLens 1 and 2 (Microsoft, Redmond, 

WA, USA) [129], [139], [140], Google Glass (Google Inc., CA, USA) [141], nVisor ST60 or 

MH60 (NVIS Inc., Reston, VA, USA) [142], [143] and Magic Leap (Magic Leap, Inc., 

Plantation, FL, USA) [144]. 

The representation of the virtual elements aligned with the patient’s anatomy is 

achieved by performing a registration step. Multiple solutions have been presented to achieve 

registration in these setups, going from manual to automatic techniques. Manual alignment is 

the simplest method but can be slow, imprecise, and requires constant refinement to 

compensate for movements [145]. Precise registration can be achieved by using trackers, 

which detect markers fixed to the patient and estimate the position of the camera or device 

with respect to them, displaying the holograms in the correct position. These markers can be 

infrared [146]–[149], fluorescent [150] or optical [129], [151]–[153]. There are also marker-

less solutions based on RGB (red, green, blue) cameras [154], [155] or laser surface scanning 

[156], [157]. The main limitation of these camera-based systems is the required direct line of 

sight, so electromagnetic tracking systems have been proposed as an alternative [158], [159]. 

AR, as surgical navigation, is mostly useful in surgeries involving organs with 

minimum movements and deformations. This is why the most common applications are 

found in head and brain procedures [153], [160]–[162] and orthopedic surgery [142], [146], 

[163]–[165]. Their use is also extended for minimally invasive procedures, where it has 

proved to be a valuable tool to provide visual cues and improve hand-eye coordination [166], 

[167]. Apart from visualizing the anatomical structures of interest in the specific procedure 

[168], AR can translate the preoperative plan to the surgical room, displaying the incision or 

cutting planes, trajectories [169], or the optimal placement of surgical instruments [170]. 

Therefore, AR is an emerging technology with great potential in assisting surgeons by 

improving visualization of the surgical field and enabling an intuitive translation of the 

preoperative plan to the actual procedure. Although the precision provided for surgical 

guidance is lower than conventional navigation systems (around 2 mm compared to 0.5 mm) 

[131], the use of this technology in clinical applications is expected to increase in the 

upcoming decades together with the technological and computational improvements [171], 

[172].  
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2 

MOTIVATION AND OBJECTIVES 

2.1. Motivation 

The role of CAS solutions in surgery is expected to continue increasing for the 

following decades, improving efficiency, safety, and cost, and enhancing training. Advances 

in this field have already made it possible to perform surgeries previously considered 

impossible or too risky. It has also enabled personalized treatments adapted to the specific 

case presented by a patient, from the analysis of the condition and the preoperative planning 

to the final surgery and posterior monitoring. 

Cancer treatment is one of the surgical specialties that has mostly benefited from the 

introduction of these technologies. And not only because of the high cancer incidence or 

mortality, but also because surgical oncology presents scenarios where precision is crucial 

and often difficult to achieve using conventional methods. The margins between the tumor 

and healthy tissue are difficult to discern. For this reason, resections are frequently either too 

close to the tumor, leaving cancerous cells that can lead to relapse, or so extensive that they 

affect the functionality of the patients or their appearance. In these scenarios, CAS can 

provide the necessary assistance to effectively guide the resection, adhering to the optimal 

surgical margins defined during preoperative planning. 

These systems are of particular interest in surgeries that present a certain complexity 

in their execution. Such difficulties may be caused by the size of the area to be treated, its 

anatomical complexity, limited access, or the proximity to vital structures that are at risk of 

being damaged. Two examples of surgical scenarios presenting a high complexity are the 

resection of tumors in the pelvis and resections in deep head and neck regions. In both cases, 

the interventions are hazardous due to their proximity to delicate anatomical structures such 
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as nerves or blood vessels. In the case of pelvic resections, the pelvic bone presents a 

complex morphology and a large size. On the other hand, resections in deep head and neck 

regions involve a reduced surgical area with limited access and line of sight. 

Many studies have been published assessing the precision provided by these 

technologies in such complex procedures with promising results. However, it is crucial to 

ensure high guidance precision and a convenient and minimally invasive setup to achieve a 

correct integration of these systems in clinical practice. Surgeons should be capable of 

operating without any elements disturbing or interfering with the procedure. Also, using these 

tools should not imply exposing more surgical areas than in the conventional intervention. 

Another point to consider is the price of these systems. The technologies must present an 

affordable cost and be easy to apply to become accessible to all. In many cases, the proposed 

solutions are expensive, invasive, and entail a complex setup that increases operative time. 

All these criteria are often overlooked or undervalued. However, their consideration is crucial 

to promote the implementation of these systems in regular clinical practice. 

Therefore, obtaining solutions based on precise methods, easy to implement, 

convenient, and non-invasive is of great interest in all surgical fields, especially in those 

procedures that present greater complexity. 

2.2. Objectives 

The objective of this thesis is to explore the possibilities of CAS techniques to 

optimize complex oncological procedures. We propose new solutions that present reliable, 

precise, convenient, and less invasive setups based on 3D printing, surgical navigation, and 

augmented reality. We test the use of these technologies separately or combined and assess 

their precision in experimental setups, with phantoms and cadavers, and in clinical situations 

with patients. 

For this thesis, we focus on two surgical scenarios where CAS techniques represent a 

valuable tool: pelvic oncological resections and the resection of head and neck tumors. 

Specifically, we focus on tumors located in the palate. Our work has then the following 

objectives: 

1. Evaluate the precision of less invasive patient-specific instruments (PSIs) with 

smaller sizes for the guidance of pelvic osteotomies in oncological procedures. 
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2. Combine the use of small PSIs with a surgical navigation system to reduce the 

invasiveness of conventional navigation setups while maintaining precision in 

pelvic tumor resections. 

3. Use AR as a tool to guide the placement of small PSIs, overcoming one of the 

main limitations and sources of error for these surgical tools. 

4. Explore the combination of 3D printing, surgical navigation, and AR for palate 

tumor resections to enable a conservative approach, providing precision with less 

invasive setups. 

This work has been developed at Universidad Carlos III de Madrid in collaboration with the 

Orthopedic Surgery and Traumatology and Oral and Maxillofacial Surgery departments from 

Hospital General Universitario Gregorio Marañón in Madrid, Spain. 
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3 

REDUCING THE SIZE OF PSIs FOR LESS 

INVASIVE PELVIC TUMOR RESECTIONS 

3.1. Introduction 

The use of 3D printing (3DP) has grown significantly in the last decade, and it is now 

a leading technique in healthcare [173]. Given the recent interest in centralizing 3DP within 

the hospital, access to this technology has been facilitated by offering cost-effective on-

demand manufacturing [174]. Desktop 3D printers are commonly chosen for this purpose, as 

the associated cost is lower than that of industrial alternatives, and the printing quality is 

sufficient for most applications [175]. 

Surgical planning in orthopaedics and traumatology has benefited considerably from 

the emergence of 3DP and new image processing techniques, especially in surgical 

procedures involving complex anatomical regions [176]. 3DP enables not only to print 

fragments of the patient’s anatomy but also to manufacture surgical tools. Since these tools 

can be customized to fit precisely in a specific position on the patient, they are known as 

patient-specific instruments or PSIs. Their design adapts to rigid anatomical structures (e.g., 

bone), thus making it possible to guide drills, saws, and other surgical tools towards a 

predefined path [177], [178].  

Complex interventions in the pelvis, such as periacetabular osteotomy or pelvic ring 

tumor resection, can also benefit from PSIs. Solutions that improve negative resection 

margins are of particular importance, since experienced surgeons obtain satisfactory margins 

in only 52% of cases (95% CI: 37-67) [179]. More extensive resections should be avoided, as 
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they may cause significant functional deterioration if nerve roots, viscera, or blood vessels 

are damaged. 

3DP models are subject to errors arising during the design and printing process that 

can lead to a mismatch between virtual planning and actual execution [180]. Brouwers et al. 

[181] identified several critical steps in the 3DP pipeline. The errors arising from these steps 

also affect the accuracy of the 3D-printed PSIs and, consequently, their placement. One of the 

limitations of PSIs compared to other techniques, such as surgical navigation, is the 

impossibility of verifying correct placement during the intervention, other than subjectively. 

For this reason, it is essential to be aware of possible sources of error in order to minimize 

them. A common solution is to design large PSIs covering a wide area to ensure correct 

placement. However, large PSIs require the surgical procedure to be modified, thus making it 

more invasive. 

Some studies have measured the accuracy of PSIs in pelvic osteotomy by comparing 

the results with other approaches [177], [178]. While these studies showed promising results, 

they presented two main limitations: their PSIs were large, and the total number of surgical 

guides used, as stated by the authors, was too low. Furthermore, these studies addressed the 

deviations of the osteotomy from the virtual plan but did not report the actual placement 

errors of the PSIs. 

3.2. Objective 

Our work aimed to efficiently characterize the accuracy of PSI placement for four 

common pelvic osteotomies. An experimental cadaveric study was conducted in a large 

sample using small surgical guides fabricated with a desktop 3D printer. Translations and 

rotations were computed for each guide and osteotomy with respect to their planned position 

and represented in a local reference frame. 

3.3. Materials and Methods 

A total of nine cadaveric pelvises (four women and five men) were used for this 

experiment. We acquired CT images of the specimens (slice thickness 1 mm) and processed 

each study to obtain a 3D model of the pelvic bone with semi-automatic segmentation in the 

open-source software 3D Slicer [117]. The models were then saved in “Stereolithography” 
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(.stl) format and imported into Autodesk Meshmixer (Autodesk, Inc., USA), where we 

defined osteotomy cutting planes and designed their corresponding PSIs. 

Four cutting planes were planned per hemipelvis, each one mimicking surgical 

practice for tumor resection. The location of anatomical structures such as nerve roots, blood 

vessels, and pelvic viscera was taken into account. Planes were defined in four regions: iliac 

crest, supra-acetabular, ischial, and pubic (Figure 3.1). A PSI was designed for each plane, 

matching the shape of the bone surface in that region, and following the curvatures to ensure 

correct insertion and fixation to the bone. The size of the guides was limited deliberately, as 

bulky PSIs should be avoided in clinical practice. 

 

Figure 3.1. Definition of cutting planes in (a) frontal and (b) lateral view. Patient-specific 
instrument (PSI) placement in (c) frontal and (d) lateral view. The regions are iliac crest 
(C), supra-acetabular (S), pubic (P), and ischial (I). 

The design process for PSIs consisted of the following steps (Figure 3.2): 

a. Selecting the area in the bone where the surgical guide is to be fixed. The size of 

the area was limited to approximately 1200 mm2. 

b. Performing an extrusion of 2 mm, defining the thickness of the guide. 

c. Generating two holes for placement of screws in opposite corners of the guide. 

d. Adding an inscription with the PSI identifier (number, side of hemipelvis, pelvic 

area).  
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Figure 3.2. Steps for PSI design: (1) plane definition and area selection; (2) extrusion; (3) 
screwing holes; (4) creation of conical indentations; (5) addition of the socket; (6) 
inscription of the identifier; (7) final design; and (8) 3D printing. 

In addition to these steps, we added four conical indentations to each guide and a 

prism-shaped socket in the iliac crest and supra-acetabular guides. These were used for 

surgical navigation. However, that step is not covered in this chapter. 

PSIs were 3D-printed in a Formlabs Form2 3D printer using Dental SG resin, a Class 

I biocompatible material (ISO Standard from Formlabs Vertex‐Dental BV resin: EN‐ISO 

10993‐1:2009/AC: 2010, USP Class VI). Guides were cured to improve strength and stability 

and sterilized with ethylene oxide at 55˚C before the experiment.  

The whole procedure could be applied to clinical cases since our hospital has obtained 

the corresponding local government license to manufacture these custom-made devices. This 

was possible after certifying the process following international standard ISO 13485 for 

Quality Management Systems for medical devices. Consequently, the in-house manufactured 

surgical guides can be used according to care needs. 

During the experiment, five experienced surgeons (who were not involved in the 

design steps) placed the PSIs using pictures of the surgical plan for each case as reference 

(Figure 3.1). Bone surface exposure and cleaning were limited to resemble the real surgical 

scenario (Figure 3.3). Surgical guides were fixed to the bone using screws. From a total of 72 

PSIs, two broke during drilling and other five were discarded due to time limitations. After 

the experiment, surgeons answered a questionnaire to collect their feedback (Figure 3.4). 
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Figure 3.3. Placement of PSIs during the experiment: (a) iliac crest, (b) supra-acetabular, 
(c) pubic, and (d) ischial. 
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Figure 3.4. Questionnaire answered by surgeons. 
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Three days after the experiment, we acquired a CT image for each pelvis with the 

PSIs still attached. We generated a 3D model for each pelvis following the procedure 

described above for the preoperative CTs. Preoperative and postoperative models were 

registered using the iterative closest point algorithm [182]. Thus, the preoperative data (CT 

and 3D models of the pelvis and PSIs designed during planning) and postoperative data (CT 

and 3D models of the pelvis, PSIs, and screws placed during the experiment) were aligned 

and could therefore be compared.  

We calculated a rigid transformation to characterize the displacement of the 

postoperative surgical guides with respect to their planning position. PSIs could not be fully 

segmented in the CT since the Hounsfield units for the resin were very similar to those of the 

surrounding tissue. Therefore, we computed the rigid transformation using point-based 

registration from landmarks manually selected on each guide after an initial rough 

segmentation. The registration points consisted of the screw positions (two for each guide) 

and additional characteristic landmarks. In the preoperative guides, the screw points were 

defined as the intersection of the longitudinal axis of the cylindrical hole for the screw and 

the surface of the bone. In the postoperative guides, the longitudinal axis was defined from 

two points in the CT: one on the centre of the screw head and one on the tip. As in the 

preoperative case, the intersection between this line and the bone was used to define the 

point. 

Finally, we represented the transformation in a reference system defined locally for 

each preoperative surgical guide. This enabled the extraction of translations and rotations that 

had been decomposed along similar axes independently of the shape and size of the pelvis or 

the region where the PSI was placed. The steps for the new reference system definition were 

the following (Figure 3.5): 

• X axis (v_plane): normal of the cutting plane. 

• Y axis (v_normal): cross-product of the vector defined by the two screw points, 

S1 and S2, and v_plane. 

• Z axis (v_edge): cross-product of v_plane and v_normal. 

• Centroid: midpoint of S1 and S2. 
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Figure 3.5. Reference system definition and translation (T) and rotation (R) axes. 

The axes’ signs were defined as shown in Figure 3.6 to enable a similar interpretation 

for each guide regardless of the region and side. 
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Figure 3.6. Reference system orientation for each region. Axes x, y, and z are shown in red, 
green, and blue, respectively. 

Translations and rotations during PSI placement generate deviation errors along the 

whole osteotomy, reaching a maximum at the beginning or end of the cut. To identify these 

maximum deviations, the length of the cuts for each case was measured, and the deviation 

was computed from the sign and magnitude of the plane rotation (Ry) and translation (Tx). 

In some interventions, only the upper section is removed during resections in the 

ilium. The osteotomies start in the iliac crest and supra-acetabular regions and meet at a 

midpoint on the ilium. In order to estimate the errors for these cases, we computed the 

maximum osteotomy deviations for half of the original cut length in these two regions. 

3.4. Results 

We extracted translation and rotation values from the rigid transformation, which was 

obtained after aligning postoperative surgical guides with their planned position. These 

values were represented in the reference system described in the previous section. Translation 

and rotation values from PSIs corresponding to the left and right hemipelvis presented similar 

behavior regarding magnitude and direction, where rotations generally showed opposite signs 

due to the symmetry of the reference frame definition (Figure 3.7). For this reason, the 

remaining results are presented with both sides combined and in their absolute value. 

Table 3.1 and Table 3.2 show the mean and standard deviation for translations and rotations 

on each axis. Maximum osteotomy deviations for each region are presented in Table 3.3. As 

the deviations caused by rotations are directly related to the length of the osteotomy, the 

mean osteotomy length (MOL) for each region is included in Table 3.3. 

. 
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Figure 3.7. Data distribution of the translations and rotations on each axis (x, y, z) 
measured for each region (C, S, I and P). Values are divided into three categories: left (L) 
and right (R) side and combined data in absolute value (ABS). 

 

Table 3.1. Mean and standard deviation of unsigned translations (mm) for each region and axis. 

 Translation axis C S I P 

Mean 
x 

5.3 1.8 1.5 1.8 

SD 4.6 1.5 1.0 1.8 

Mean 
y 

1.8 0.7 1.0 1.1 

SD 1.6 0.7 0.8 0.9 

Mean 
z 

1.2 1.5 1.8 1.8 

SD 0.8 1.0 1.5 1.4 

SD, standard deviation; C, iliac crest; S, supra-acetabular; I, ischial; P, pubic 
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Table 3.2. Mean and standard deviation of unsigned rotations (˚) for each region and axis. 

 Rotation axis C S I P 

Mean 
x 

3.2 3.1 2.6 7.7 

SD 2.0 2.3 3.0 7.1 

Mean 
y 

6.7 5.1 3.4 3.5 

SD 6.1 5.4 3.1 3.1 

Mean 
z 

3.7 4.2 0.3 1.3 

SD 2.5 3.7 0.6 1.3 

 

 

Table 3.3. Descriptive statistics for maximum osteotomy deviations (mm) in each region. 

 C S I P 

 Complete Half Complete Half Complete Half Complete Half 

MOL  90.8 45.4 77.3 38.7 47.6 - 25.9 - 

Total cases 18 18 17 17 15 - 15 - 

Mean 8.1 6.0 7.7 4.5 3.6 - 2.8 - 

SD 5.4 4.4 7.1 3.2 2.3 - 2.5 - 

Max 20.1 15.9 32.5 14.4 8.7 - 9.2 - 

25% 4.1 2.6 3.5 2.5 2.0 - 0.6 - 

50% 6.2 4.7 6.4 3.6 2.8 - 2.5 - 

75% 11.8 7.8 7.8 5.5 5.5 - 3.7 - 

MOL, mean osteotomy length 

 

Mean translations were below 2 mm in all directions and regions except for the iliac 

crest, which presented more than 5 mm of error in Tx. Mean rotation errors were below 5˚ in 

all cases, except for the iliac crest and the supra-acetabular regions in the Ry direction and the 

pubic region in Rx, with values between 5˚ and 8˚. 
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Regarding the maximum osteotomy deviations, mean values were below 5 mm in the 

ischial, pubic, and short supra-acetabular osteotomies and between 6 and 8 mm in the iliac 

crest (long and short osteotomy) and long supra-acetabular osteotomies. Maximum deviations 

below 5.5 mm in ischial, pubic, and short supra-acetabular osteotomies were observed in 75% 

of cases. In the short osteotomy for the iliac crest and long osteotomy for the supra-acetabular 

region, the 75th percentile was 7.8 mm. Finally, this value was 11.8 mm for the long iliac 

crest osteotomy. 

Table 3.4 presents the results from the survey answered by surgeons involved in the 

experiment. The results indicate that they rather have PSIs manufactured in the hospital than 

produced by an external entity. They agree that the reduction in the size of PSIs is an 

advantage considering that larger PSIs require modifying the surgical procedure and are less 

safe. They also agree that some training is required, but less than in surgical navigation. 

Regarding the experiment, they found the placement of the iliac crest PSIs the hardest one 

and agree that the fixation of PSIs using screws presented a low degree of difficulty. Finally, 

when compared to the conventional procedure, they consider that the use of PSIs reduces the 

intraoperative time, is more precise, safer, and more convenient. 

Table 3.4. Results from the questionnaire. 

 Individual scores (per surgeon)  

Question 1 2 3 4 5 Avg. score 

1  4 3 3 4 3 3.4 

2  5 5 3 5 5 4.6 

3 C 4 1 2 5 5 3.4 

3 S 3 1 4 3 4 3 

3 I 5 1 4 3 3 3.2 

3 P 4 1 4 3 3 3 

4  2 2 1 3 2 2 

5  5 4 5 4 5 4.6 

6  5 5 5 5 4 4.8 

7  5 5 5 5 5 5 

8  5 5 5 5 5 5 

9  5 4 5 5 5 4.8 

10  5 4 5 5 5 4.8 
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3.5. Discussion  

The anatomical complexity of the pelvis and its proximity to vital structures make 

tumor resection in this region very challenging. Pelvic cancer has a relatively high recurrence 

rate, which is associated with the difficulty of obtaining adequate resection margins [183]. 

Consequently, new solutions have been proposed to improve the outcome of pelvic 

procedures. Such is the case of surgical navigation [30] and PSIs [177], [178], which guide 

resection tools towards a predefined path decided during preoperative planning. 

While surgical navigation is highly accurate, it usually increases intervention time, is 

expensive, and has a steep learning curve. PSIs, on the other hand, are more immediate, as 

they require less training and preparation in the operating room. However, while it is possible 

to check that the guidance is correct during surgical navigation, this cannot be verified when 

using PSIs other than visually. For this reason, it is essential to be aware of the accuracy 

provided by this technology. We addressed this issue by performing a thorough analysis of 

the placement errors when using PSIs for four common pelvic osteotomies. Our results 

demonstrate significant differences between regions that need to be addressed independently. 

The region of the iliac crest where the corresponding PSIs were positioned is wide 

and has a homogeneous topology, thus making the selection of a point of placement for the 

PSI challenging. Consequently, the error rate was highest for this region, and the errors were 

mainly related to large translations along the bony ridge (Tx). Translation and rotation errors 

measured in the remaining axes were primarily a consequence of these translations, including 

the rotation of Ry, which can be explained by the curvature of the iliac crest. The high mean 

obtained for the maximum osteotomy deviations was a result of the length of the osteotomy 

and the high displacements in Tx and rotations in Ry. 

Other studies present a different localization of the PSI for iliac crest osteotomy, 

placing it in the sacroiliac joint [177], [184] and obtaining deviations of around 5 mm. 

However, this location is not always the most convenient in terms of surgical approach. 

Jentzsch et al. [185] reported four clinical cases of pelvic sarcoma, where different 

osteotomies were performed depending on the tumor location. The osteotomies made in the 

iliac crest were freehand, obtaining deviations of 28 mm, which were significantly higher 

than those obtained in the present study using PSIs. 
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Supra-acetabular PSIs presented low displacements in all directions. However, 

rotations were around 5˚ in Ry and 4˚ in Rz, which are higher values than in other regions. 

These rotation errors were mainly a consequence of the curvature of the bone in this area. As 

the osteotomies were long, small rotations had a high impact on plane deviations. A wider 

design reaching the anterior superior iliac spine could reduce the rotation errors. 

Nevertheless, when used for osteotomies ending at the midpoint of the ilium, 13 out of 17 

presented deviations below 5.5 mm. The mean deviation value was 4.5 mm (n = 17), which 

was very similar to the 4 mm (n = 5) obtained by Sallent et al. [177].  

Ischial osteotomies were relatively short, and translation and rotation errors were low 

in all directions. Rotations in Rz were very close to 0 in most cases as the bone in the area is 

not curved. Maximum osteotomy deviations slightly above 5 mm were observed in only 2 out 

of 15 cases and were a consequence of rotations in Ry higher than 6˚. Sallent et al. [177] also 

measured the maximum osteotomy deviations for this region, although the PSI was placed at 

the anterior end of the cut. These authors obtained a mean error of 2.2 mm (n = 5), compared 

to our value of 3.6 mm (n = 15). 

Finally, translations and rotations in the pubic region were low, except for the case of 

Rx, with values of around 8˚ owing to the cylindrical shape of the bone in this area. Since 

osteotomies in the pubic region were very short, rotations did not have a significant impact on 

the deviations. Only 3 out of 15 cases presented maximum osteotomy deviations slightly 

higher than 5 mm, and, in those cases, this was always a result of translation errors in Tx. 

These cases presented a PSI design that was too flat and small, which made it challenging to 

select the correct placement. We obtained a mean osteotomy deviation of 2.8 mm (n = 15) for 

this region, whereas Sallent et al. [177] obtained mean deviations of 0.8 and 1 mm (n = 5) 

using PSIs for biplanar osteotomies. 

We performed an experimental study to measure the accuracy of PSIs following a 

realistic workflow in terms of subject selection, CT acquisition, and design and placement of 

PSIs. We used cadaveric specimens from elderly subjects; in most cases these were affected 

by osteoporosis, which hampered segmentation. CT acquisition parameters were similar to 

those of the clinical protocols in terms of slice thickness and radiation. The PSIs were 

designed small, as this is more indicative of clinical practice, and their location was chosen 

based on a realistic surgical approach. PSIs were sterilized before the experiment, as in 

clinical practice. Finally, the experiment was performed on a single day by surgeons who did 
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not participate in the PSI design process. In this study, we performed bone segmentation and 

PSIs design with free and open-source software. However, alternative platforms such as 

Mimics Innovation Suite (Materialise NV, Leuven, Belgium), which are validated for clinical 

applications, could be used to apply this workflow in surgical interventions. 

Our experimental design was also subject to limitations. The use of cadaveric 

specimens enabled a more controlled scenario than real procedures. The time restrictions 

during the intervention resulted in some surgical guides being placed with a considerably 

high degree of error. In addition, the material used for the PSIs showed contrast similar to 

that of the surrounding tissue in CT. For this reason, we calculated the registration between 

pre- and postoperative PSIs based on manually selected points. This step may have 

contributed to the errors recorded during the procedure. The chosen material for printing can 

also be improved, as two PSIs broke while drilling during the experiment. Other similar 

biocompatible materials such as BioMed Clear resin may provide better results. This material 

presents better properties, as it is more rigid and non-brittle and can be used for non-dental 

purposes and long-term contact (USP Class VI). Also, a higher level of experience from the 

surgeons could reduce the risk of fractures. It is important to be aware that, when using PSIs 

or other helping tools during surgery, provisions should be made to revert the procedure to 

the conventional approach in case they break, fall, or do not behave as expected for any 

reason. Surgical protocol should be designed with this possibility in mind. 

Our study presents interesting findings with respect to the manufacture of the PSIs 

and the analysis performed. PSIs were printed in resin using a desktop 3D printer, which, in 

this scenario, presents several advantages over industrial 3D printers. Their price is 

significantly lower than that of the industrial versions while the resulting PSIs are as accurate 

as the ones printed in other commonly used materials [177], [178]. Furthermore, PSIs can be 

designed and printed inside the hospital, without external support, providing faster and easier 

communication between clinicians and designers. This allows monitoring the end-to-end 

process (from design and validation to clinical use). However, the production inside the 

hospital also entails some limitations which need to be considered. You need specially trained 

biomedical engineers who know not only to design 3D models and control the 3D printers but 

also to interpret medical images and understand the clinicians’ needs. The maintenance of the 

lab and workers is also an investment, so the demand must be studied to determine whether 

the in-house production is a better solution. Finally, the clinicians must be involved in the 

design process and their time is a limited resource. 
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Regarding the analysis, previous studies measured the accuracy of PSIs comparing the 

results with other approaches. In a cadaveric study, Sallent et al. [177] analysed osteotomies 

completed following the standard manual technique and those performed with PSIs. 

Similarly, Wong et al. [178] compared the accuracy of PSIs and navigation in periacetabular 

tumor surgeries. While the results from these studies were promising, the total number of 

surgical guides used was low (20 for the first study, 5 per osteotomy; and 12 for the second 

study, 6 per osteotomy). In our study, we increase the number of samples using a total of 72 

PSIs (4 per hemipelvis in 9 specimens). Also, not only did we study the osteotomy 

deviations, but we also assessed the translations and rotations in all directions. Previous 

studies only focused on measuring mean or maximum osteotomy deviations [178] or 

presented the rotations of the osteotomy plane with respect to the anatomical axes, without 

considering the direction of the osteotomy or the shape of the local bone, thus hampering 

interpretation [177]. In our study, translations and rotations are presented in a reference frame 

defined considering the morphology of the bone, hence providing a more meaningful 

interpretation of the results. As the proposed analysis takes into account the shape of the bone 

in each region, it can be extended to other anatomical locations, such as the limbs, where 

PSIs are also commonly used. Moreover, the evaluation of placement errors in directions 

different from the cutting plane normal is relevant in cases where PSIs have purposes other 

than guiding the osteotomy (e.g. attachment of reflective [186] or augmented reality markers 

[129]). 

3.6. Conclusions 

To conclude, when designing PSIs, it is essential to study the shape of the target bone, 

as the accuracy provided by this technology is highly dependent on factors such as 

homogeneity and curvature. PSIs placed in the supra-acetabular, ischial, and pubic regions 

proved to be sufficiently accurate to guide short osteotomies. However, PSIs guiding longer 

osteotomies in the iliac crest and supra-acetabular region presented errors above 5 mm caused 

by incorrect placements. The novel analysis presented in this study provides a comprehensive 

tool for characterizing placement errors. In addition, the design and methodology proposed 

for manufacturing PSIs are as accurate as those of other technologies, yet more appropriate 

for real surgical procedures. 
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4 

COMBINING SURGICAL NAVIGATION 

AND PSIs FOR PRECISE AND LESS 

INVASIVE PELVIC TUMOR RESECTIONS 

4.1. Introduction 

As already mentioned in the previous chapter, pelvic tumor surgeries are challenging 

due to bone’s morphological complexity and proximity to vital structures. In these 

interventions, achieving safe margins is essential as they present high local recurrence rates 

(70% in marginal resections and 90% in intralesional) [187], [188]. However, according to a 

study on simulated models of the pelvis, the probability of obtaining adequate margins 

following the conventional approach is only 52% (95% CI: 37-67) [179]. Consequently, 

several technologies have been introduced to improve resection accuracy and reduce the risk 

of recurrence. 

Computer-assisted navigation has improved precision in complex surgical settings 

[30], [189]–[192]. Many studies have already proved its benefits in pelvic tumor resections 

[190], [191] [193], [194]. Thanks to the real-time visual feedback, tumor and adjacent 

anatomical structures can be identified and located accurately. The preoperative surgical plan 

can be easily translated to the operating room, increasing not only the resection accuracy but 

also the intra-operative confidence [190]. 

The use of navigation requires some preparation of the surgical field [189]. After the 

exposure of bone and tumor, a dynamic reference frame is attached to the patient’s bone to 

account for intra-operative movements. It is then necessary to register preoperative images 

and patient’s anatomy. This image-to-patient registration is usually performed through pair-
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points and surface-points matching. These points are identified in the preoperative images 

and recorded during surgery on the patient using a navigation probe or pointer. The 

registration process is the most critical step to achieve optimal accuracy. If the software 

indicates an error above 1 mm, the process is generally repeated until a lower value is 

achieved. Additionally, correspondence between image and patient is visually verified by 

placing the pointer in anatomical landmarks. This verification is essential, as target 

registration errors can be high even if the fiducial registration error was low [99], [100]. 

Current registration approaches provide acceptable results, but there is still room for further 

improvements. Alam et al. [195] identify the need for registration methods providing higher 

efficiency, accuracy, and robustness in acceptable time frames. They also describe as a 

challenge the detection of reliable landmarks, either manually (which requires medical 

expertise and takes more time) or automatically (which requires large databases for training). 

PSIs are considered an alternative to surgical navigation in some scenarios [177], 

[185], [196]–[198]. They provide similar accuracy [178] while guiding the surgeons towards 

a predefined path without diverting their attention from the surgical field. Also, they can be 

manufactured with a 3D printer at a low cost [174]. However, they do not offer the 

information provided by surgical navigation, such as real-time image guidance, which limits 

their use to osteotomy assistance. Besides, PSIs correct placement cannot be verified other 

than subjectively [178], and incorrect positioning can lead to positive resection margins. To 

overcome this limitation, PSIs are commonly designed with large sizes, covering more bone 

surface to ensure precise fitting into the bone and, thus, accurate osteotomy guidance. 

Both techniques (computer-assisted navigation and PSIs) present better accuracy than 

conventional procedures, but they also show some limitations. Large PSIs alter the surgical 

approach as their sizes imply more bone exposure [177], [184], requiring extensive 

dissections that increase the surgical risks. Similarly, surgical navigation modifies the 

intervention as the registration anatomical landmarks, which are distributed all over the 

hemipelvis, require the exposure of bone regions not necessarily involved in the procedure. 

Furthermore, the rigid fixation of the reference frame becomes cumbersome, since the setup 

must ensure stability [199] and avoid interference in the surgical field [106]. Therefore, it is 

necessary to find less invasive solutions that preserve the surgical approach but, at the same 

time, ensure adequate resection margins.  
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4.2. Objective 

In this paper, we propose combining both techniques to solve their limitations and 

benefit from the advantages they offer. We replace registration anatomical landmarks with 

artificial points included in the PSIs. These PSIs are designed with small sizes to limit bone 

exposure and manufactured with a desktop 3D printer at a low cost. The reference frame is 

also 3D-printed and fixed to the patient with a PSI, simplifying its installation. It is also 

detachable, avoiding surgical interference when not used for navigation. 

We present a study to assess the feasibility of the proposed setup, the precision of the 

reference frame placement in PSIs, and the system’s navigation accuracy for common 

scenarios in pelvic tumor resections. This study has been performed in cadavers, which 

provide a realistic surgical simulation. The results validate this setup and show the best 

configuration of PSIs placement for each resection type and the navigation accuracy expected 

in each scenario. 

4.3. Materials and Methods 

This section explains the methodology followed in the present study to validate each 

of the setup proposals. These include the design and manufacturing of PSIs and navigation 

reference frame with a desktop 3D printer, the reference frame’s attachment to a PSI, and the 

use of navigation combined with small PSIs in a realistic environment. The last subsection 

explains the analysis performed, with data obtained from the cadaveric experiment, to 

evaluate the navigation system’s accuracy in common surgical scenarios for pelvic tumor 

resection. 

4.3.1. Design and validation of the reference frame attachment 

We designed a reference frame in the shape of a prism and a socket for its insertion 

(Figure 4.1). The prism was designed with an isosceles triangular base to fit in a unique 

position in the socket and avoid possible rotations while presenting a simple shape. The 

frame included three branches with snap-fit posts for the attachment of spherical markers. We 

defined their positions considering the constraints for a correct localization with optical 

tracking (distance between markers of at least 40 mm, and differences of at least 3.5 mm 

between segments connecting each pair of markers) [200]. 
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Figure 4.1. Design and validation of reference frame attachment: (a) reference frame; (b) 
socket and coordinate system used for the analysis; (c) setup for validation. 

To reattach the reference frame during an intervention without the need to repeat the 

registration process, the reference frame’s position should be maintained across insertions. To 

verify this assumption, we recorded the reference frame position with respect to the socket 

during 20 insertions. To track the socket position, we added to the design a platform with 

spherical markers attached. We computed the deviations of the reference frame’s pose 

(position and orientation) in every insertion from the mean pose, decomposing these values 

into the translations and rotations present in every axis, defined as shown in Figure 4.1. 

A Polaris Spectra (NDI, Waterloo, Canada) optical tracking system was used to track 

the position of the reference frame and the socket. Spherical optical markers attached to the 

tools reflect the infrared light emitted by the device, which is then captured by the cameras to 

estimate their position with a trueness of 0.170 ± 0.090 mm [201]. 

Both the socket and the reference frame were 3D-printed on a Formlabs Form2 

(Formlabs Inc., Somerville, MA, USA) 3D printer in Dental SG, a Class I biocompatible 
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material, also used for PSIs (ISO Standard from Formlabs Vertex-Dental BV resin: EN-ISO 

10993-1:2009/AC: 2010, USP Class VI). After printing, we followed three postprocessing 

steps: rinsing in isopropyl alcohol (Form Wash), removing supports, and post-curing (Form 

Cure) to maximize mechanical properties. When fabricating surgical guides, the surface in 

contact with the patient should be smooth. Hence, it is recommended to avoid the placement 

of supports in this area. Surgical guides can therefore be printed upside down to leave that 

surface free of supports. However, this means that they are placed inside the socket instead. 

So, it is essential to remove those supports after printing to ensure the correct insertion of the 

reference frame. The attachment of the spherical markers to the posts of the reference frame 

should also be verified after printing. In order to replicate this procedure for our experiment, 

the validation platform was 3D-printed upside down. Supports were thoroughly removed 

from the socket and the reference frame. A space of 0.115 mm between the reference frame 

and the socket walls was included in the design, considering the 3D printer’s tolerance. This 

way, a static insertion was achieved. 

4.3.2. Cadaveric experiment 

To validate our setup’s feasibility, we conducted an experiment with a total of 6 

cadaveric pelvises (three female and three male). Specimens were scanned with a CT slice 

thickness of 1 mm, since this value is a good compromise between accuracy and radiation 

exposure. Previous studies present lower thickness values [177], [178], which can provide 

higher precision for 3D models reconstruction but are difficult to justify in clinical practice. 

A model of the pelvis was extracted for every specimen through a segmentation process using 

thresholding. Four planes were defined in each hemipelvis presenting common osteotomy 

locations: iliac crest (C), supra-acetabular (S), ischial (I), and pubic (P). A PSI was designed 

for each osteotomy plane, presenting a small size to preserve the surgical approach. Each PSI 

included four pinholes to perform point-based registration [26]. C and S PSIs also contained 

the socket to attach the navigation reference frame. A detailed description of the PSIs design 

can be found in chapter 3. The reference frame and PSIs were 3D-printed in Dental SG resin 

on a Formlabs Form2 3D printer. The NDI Polaris Spectra optical tracking system was used 

to obtain the real-time position of the reference frame and the pointer. 

We developed a custom module in 3D Slicer [117], a free and open-source multi-

platform software package widely used for clinical and biomedical applications. We used the 

SlicerIGT kit [202] to develop our customized graphical user interface for surgical navigation 
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and the PLUS toolkit [203] for communication with the tracker through OpenIGTLink. Our 

module allowed the visualization of the models for each case (pelvis, planes, PSIs, and 

reference frame) and recording points for analysis (Figure 4.2). The user could modify the 

models’ visibility. The point of view could also be changed manually or by selecting one of 

the predefined views (lateral, superior-inferior, or anterior-posterior) shown on the left panel 

in Figure 4.2. 
 

 

Figure 4.2. Module developed in 3D Slicer for surgical navigation of each hemipelvis. 

 

Five experienced surgeons participated in the experiment placing PSIs. Surgical 

navigation was performed using the developed software. For each hemipelvis, the experiment 

consisted of the following steps (Figure 4.3): 

1. PSIs placement and fixation with screws 

2. Attachment of the dynamic reference in the C or S PSI 

3. Point-based registration with the C or S PSI 

4. Recording of pinholes from the four PSIs (C,S,I and P) 

5. Navigation of the C or S osteotomy 

6. Recording of points along the navigated osteotomy 
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Figure 4.3. Steps followed for each case during the experiment: (1) PSIs placement and 
fixation; (2) reference frame placement; (3) registration; (4) recording of points in all PSIs; 
(5) navigation of osteotomy; (6) recording of points along the navigated osteotomy. 

Osteotomies were navigated to validate our setup, and points were recorded along the 

osteotomy to visually compare them with the plane displayed in the virtual navigation scene. 

We developed a questionnaire to address the main contributions and possible limitations of 

the proposed setup (Figure 4.4). The survey included questions regarding the reference frame 

installation through the PSI, the use of small PSIs, and the registration with artificial 

landmarks located in the PSIs. We were also interested in the difficulty perceived by 

surgeons regarding the placement of each PSI and the use of surgical navigation and 3D-

printed PSIs. The questionnaire was developed in Google Forms and sent to the surgeons 

after the experiment. 

4.3.3. Analysis of navigation accuracy 

During navigation, the only feedback provided by the system regarding accuracy is 

the fiducial registration error. However, as Fitzpatrick et al. [99] concluded, this value is a 

poor indicator of the error found in the target region. Errors in the target area can only be 

verified visually by comparing the position of the tool in the patient and its position in the 

image or 3D model. Similarly, the placement of the PSIs can only be checked visually. Our 
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work studies the error distribution in the target area using the data collected intraoperatively 

and a postoperative CT, that allowed obtaining the real locations of the PSIs. 

The postoperative CT was acquired for each pelvis with the PSIs still attached. The 

position of the PSIs was extracted from the CTs as well as the bone models. Preoperative and 

postoperative data of the same case were aligned using a model to model registration (based 

on iterative closest points algorithm [182]) between the bone models. We extracted the 

transformation between preoperative and postoperative PSIs as explained in chapter 3. These 

transformations allowed us to characterize the displacement with respect to the planning 

position. 

The data collected during the experiment (recorded points in all PSIs), together with 

the pre and postoperative data, were used to analyze the accuracy provided by the navigation 

system. Our analysis considered different scenarios, defined according to the pelvic tumor 

resection classification by Enneking and Dunham [204] (Figure 4.5). In each scenario, the 

PSIs and the reference frame are placed in different locations. Figure 4.6 presents the 

resulting configurations considered for each of these scenarios. 

All these configurations could be analyzed for every specimen by performing the 

following procedure. As the landmarks for all PSIs were collected in every hemipelvis, we 

can choose the points from one (or more) PSIs to simulate a specific scenario where those 

points are used for registration with the virtual plan. The virtual scene will then show the 

osteotomy planes at a particular position, and those planes would be used to guide the 

osteotomies. However, this position displayed by the navigation scene may not correspond to 

the correct one due to registration errors. These registration errors can arise from navigation 

inaccuracies, fiducial localization errors, and incorrect positioning of PSIs. As we have the 

real position of the PSIs from the postoperative CT (which represents the real scene), we can 

register the navigation scene with the real scene using the collected landmarks from all PSIs. 

That way, we can compare the position of the osteotomies according to that particular 

navigation scene with their real position. Therefore, we can quantify the navigation error for 

that scenario. Figure 4.7 represents these steps graphically. The diagram uses as an example 

the scenario where registration is performed using only the landmarks from the S PSI. 
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Figure 4.4. Questionnaire answered by surgeons. 
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Figure 4.5. Pelvic tumor resection classification by Enneking and Dunham. 

Following this procedure, we analyzed the errors in every configuration. As 

mentioned earlier, we can identify two sources of error in each scenario: PSI placement and 

navigation. As placement errors have already been analyzed in chapter 3, here we focus on 

the errors introduced only by navigation and the ones resulting from the combination of both 

sources (total error). Total errors result from navigation errors (inaccuracies introduced by the 

tracking device or the user when recording the registration points) and incorrect placement of 

the PSIs, making the virtual plan differ from the real scene. In order to extract the navigation 

errors separately, we can assume PSIs were correctly placed. Therefore, we can take the real 

scene as the virtual plan. Figure 4.7 represents the steps for the extraction of the two error 

types. The diagram shows how virtual and real scenes coincide when computing the 

navigation error but differ for the computation of the total error. 

We measured the maximum osteotomy deviation (MOD) for each configuration. That 

is the maximum distance between the osteotomy that would be performed based on the 

navigation scene and the osteotomy defined in the virtual plan. To compute this distance, we 

first extracted the intersection of the osteotomy plane in the virtual plan with the bone, 

generating a 3D model (point cloud). Then we transformed that osteotomy plane to the real 

scene to place it where the cut would be performed in that specific scenario. Once again, we 

extracted the intersection of that plane with the bone. Finally, we computed the maximum 

distance between both models. For that, we computed the distance of every point in one 

intersection model to its closest point in the other intersection model. The MOD was defined 

as the maximum distance obtained from this computation. Figure 4.8 includes a graphical 

representation of the procedure. 

 



51 

 

Figure 4.6. Configurations of PSIs and reference frame (RF) for each scenario considered 
in the analysis. The colored lines indicate the osteotomies involved in each configuration. 
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Figure 4.7. Representation of the steps followed to analyze total and navigation errors in 
every configuration of PSIs, illustrated with the scenario in which only S PSI is used for 
registration. 
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Figure 4.8. Workflow for the computation of maximum osteotomy deviation (MOD). 

 

As navigation can be used for other purposes apart from guiding the osteotomies (for 

instance, to identify the tumor and other anatomical structures), we also computed the error 

distribution across the bone surface. First, all data was centered and aligned with the RAS 

(Right, Anterior, Superior) coordinate system. Then, we extracted the transform between 

virtual and real scenes for every case and applied it to a pelvis model used as a reference. We 

measured the distances between corresponding points of the original and the transformed 

models. Finally, we computed the mean error of every surface point for each configuration. 
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4.4. Results 

4.4.1. Design and validation of the reference frame attachment 

The reference frame was inserted 20 times in the socket. We recorded the pose for 

each insertion and computed the deviations from the mean (calculated from the 20 

repetitions) to report the placement precision. The resulting mean, standard deviation, and 

maximum deviation values for translations and rotations are presented in Table 4.1 for each 

axis defined in Figure 4.1. 

Table 4.1. Descriptive statistics of translation (T) and rotation (R) errors in every axis (x, y, 
z) for the insertion of the reference frame in the socket. 

 Tx Ty Tz Rx Ry Rz 

Mean 0.02 0.02 0.02 0.15 0.22 0.07 

SD 0.01 0.02 0.02 0.12 0.14 0.04 

Max. 0.05 0.05 0.09 0.50 0.57 0.20 

 

Translations present a mean deviation of 0.02 mm and a standard deviation of 0.02 

mm or lower in all axes. Maximum deviations in translations are below 0.10 mm. Mean 

rotations are below 0.25˚, with a standard deviation below 0.15˚ and maximum rotations 

below 0.6˚. The direction of the insertion (z-axis) presents the highest translation and the 

lowest rotations. 

4.4.2. Cadaveric experiment 

PSIs were rigidly fixed to the bone with screws, and the navigation was performed 

successfully. The reference frame was easily inserted in all PSIs, and it was correctly tracked 

during the experiment without interfering with the procedure. The surgeons were able to 

navigate the osteotomies using the tracked tools and the navigation system. 

Table 4.2 collects valuable feedback from the surgeons involved in the experiment. 

Surgeons agree that the use of both techniques requires training but presents an advantage 

due to the reduced sizes of PSIs, the ability to attach and detach the reference frame, and the 

substitution of anatomical with artificial landmarks for registration. They also agree that 

having a tool to verify PSIs placement would be very valuable. 
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Table 4.2. Results from the questionnaire. 

 Individual scores (per surgeon)  

Question 1 2 3 4 5 Avg. score 

1  4 3 3 4 3 3.4 

2  5 5 3 5 5 4.6 

3 C 4 1 2 5 5 3.4 

3 S 3 1 4 3 4 3 

3 I 5 1 4 3 3 3.2 

3 P 4 1 4 3 3 3 

4  5 4 5 4 5 4.6 

5  5 5 5 5 5 5 

6  5 5 5 5 5 5 

7  5 5 5 5 5 5 

4.4.3. Analysis of navigation accuracy: maximum osteotomy deviation 

For every hemipelvis, we extracted the MOD in each region (C, S, I and P) with every 

configuration presented in Figure 4.6. Table 4.3 shows the mean and standard deviation 

values in each osteotomy plane for the different combinations of PSIs used for registration. 

The results are divided into “Total” errors (which result from placement and navigation 

errors) and “Nav” errors (which are only a result of navigation errors). 

The results demonstrate how using multiple PSIs for registration improves navigation 

accuracy, providing the lowest deviation errors. For the total errors in C and S osteotomies, 

using both PSIs for registration gives MODs with a mean value of 5.90 mm in C and 1.65 

mm in S. For navigation errors, we can observe the same behavior, where registration with C 

and S PSIs gives a mean error of 1.29 mm in C and 0.76 mm in S. Therefore, when 

performing type I resections, it is best to use both PSIs. For type I-III resections, deviations 

depend only on the correct placement in C, where the mean error is 8.18 mm. 

Using S and P PSIs shows the highest accuracy for type II(a) resections, with mean 

values of 3.46 mm in S and 2.47 mm in P for total errors and 2.86 mm and 0.83 mm for 

navigation errors. For type II(b) resections, MODs present the lowest values when using S, I, 

and P PSIs for registration. The mean values for the total errors are 3.44 mm in S, 1.88 mm in 

I, and 1.97 mm in P. For navigation errors, these values are 1.32 mm, 0.72 mm, and 0.66 mm, 

respectively. 
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Table 4.3. Mean and standard deviation of the maximum osteotomy deviations in each 
configuration (values are in mm). The lowest values for each osteotomy are presented in 
bold. 

   PSIs used for registration 

Osteotomy Error Type Metric C S I P CS SI SP IP SIP 

C 

Total 
Mean 8.18 7.48   5.90     

SD 4.01 4.79   3.84     

Navigation 
Mean 2.58 5.64   1.29     

SD 2.23 2.50   1.17     

S 

Total 
Mean 9.03 4.73 4.95 6.12 1.65 4.48 3.46 9.70 3.44 

SD 7.67 4.37 3.64 6.62 0.93 3.15 1.90 9.31 2.33 

Navigation 
Mean 4.57 2.60 4.60 6.19 0.76 1.45 2.86 2.06 1.32 

SD 3.56 1.29 3.14 4.57 0.33 1.03 0.74 1.46 0.75 

I 

Total 
Mean  4.27 3.47 9.83  2.12 3.64 4.17 1.88 

SD  1.80 2.34 6.09  0.83 1.67 2.26 0.64 

Navigation 
Mean  1.58 1.36 8.99  1.02 2.95 1.44 0.72 

SD  0.59 0.65 6.10  0.91 1.72 0.87 0.48 

P 

Total 
Mean  2.29 4.48 3.13  4.18 2.47 2.48 1.97 

SD  1.36 4.96 1.60  3.63 1.41 1.62 1.16 

Navigation 
Mean  1.10 4.02 1.37  2.22 0.83 0.93 0.66 

SD  0.81 3.68 0.57  1.85 0.56 0.70 0.45 

 

When using multiple PSIs, high patient-image registration errors can be indicative of 

incorrect placements. In these situations, PSIs can be repositioned until a lower error is 

achieved. As navigation accuracy highly depends on the correct positioning of the PSIs, low 

registration errors can be used to ensure precise navigated osteotomies. To determine which 

registration values are acceptable for navigation, we have selected from total and navigation 

data those scenarios using multiple PSIs for registration. In particular, we have chosen those 

cases presenting the optimal configuration in each resection (registration with C and S PSIs 

for type I, with S and P PSIs for type II(a), and with S, I, and P PSIs for type II(b)). From this 

data, we have extracted those cases where MODs are below 2 mm, and we have analyzed 

their corresponding registration errors. We have also obtained cases with registration errors 

below 2 mm to identify their MOD. The results for each analysis are presented in Table 4.4. 



57 

Table 4.4. Registration errors for maximum osteotomy deviations (MODs) below 2 mm 
and MODs for registration errors below 2 mm. The table presents the number of cases used, 
mean, standard deviation, and 75th quartile for each resection type with their optimal 
registration configurations. 

  Type I Type II (a) Type II (b) 

  C & S S & P S, I & P 

Registration errors for 

MODs < 2 mm 

Number of cases 11 12 7 

Mean 1.90 2.54 2.46 

SD 0.99 1.32 1.40 

75% 2.38 3.67 4.07 

MODs for registration 

errors < 2 mm 

Number of cases 9 8 7 

Mean 1.73 1.23 1.32 

SD 2.46 0.97 0.99 

75% 2.01 1.56 1.70 

 

In cases with MOD below 2 mm, most registration errors are between 1 and 4 mm. 

Mean values are lower than 2 mm in type I resections and below 2.6 mm for type II. 75% of 

the cases in type I resections present registration errors below 2.38 mm, and below 3.67 mm 

and 4.07 mm in type II(a) and type II(b), respectively. Registration errors below 2 mm 

present MODs of 2 mm or lower in 75% of the cases. 

Therefore, in these configurations, registration errors lower or equal to 2 mm ensure a 

precise navigated osteotomy in most cases, with maximum deviations below 2 mm. 

4.4.4. Analysis of navigation accuracy: error distribution 

Apart from measuring the MOD, we analyzed the navigation error distribution across 

the bone’s surface for each configuration. The results are presented in Figure 4.9, where one 

of the hemipelvis from the study is used to represent the distances computed with the data 

from all cases. These values indicate the errors we would find in all the hemipelvis, assuming 

a correct placement of PSIs. 
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Figure 4.9. Navigation error distribution for every configuration of PSIs considered for the 
analysis. Arrows indicate the position of the PSIs. 

The results show how the error is lower in the areas close to the PSIs used for 

registration. When using multiple PSIs, errors are reduced not only in the PSIs location but 

also in the area between them. The configuration CS (registration with C and S) presents the 

best navigation results in the ilium region with errors below 2 mm. As for the acetabular 

region, the SIP configuration presents errors below 2 mm, and below 5 mm in all the 

hemipelvis. 

4.5. Discussion  

The resection of tumors located in the pelvis becomes very challenging due to the 

complex morphology of the bone and the proximity to vital structures. Tools such as surgical 

navigation or PSIs have shown improvements in precision, but they also result in more 

invasive approaches. In this study, we introduce a new, less invasive solution combining both 

tools. The proposed setup has been tested and validated in a realistic environment with 

cadavers. 

As an alternative to the fixation to the patient’s bone, we propose using PSIs for an 

easier and more convenient installation of the navigation’s reference frame, which can be 

attached only when necessary. Our study has evaluated the repeatability of its placement, 



59 

which avoids performing the registration for every new insertion. The identified placement 

error was below 0.1 mm in translation and 0.6 in rotation. These values are negligible 

considering the error introduced by the optical tracking system [205]. 

PSIs also become a valuable tool for registration since artificial landmarks included in 

the PSIs replace anatomical landmarks and surface points, reducing bone exposure and 

solving some of their limitations [106], [190], [206]. Besides, they are easier to identify, 

reducing intra- and interobserver variability in the registration process. Previous studies have 

also replaced anatomical landmarks with bone-mounted fiducial markers improving 

registration results [108], [193]. However, these solutions usually require the implantation of 

titanium pins prior to the preoperative CT and are more invasive. Nevertheless, if registration 

relies on artificial landmarks located in the PSIs, the navigation accuracy is highly dependent 

on their correct placement, which is challenging to ensure as presented in chapter 3. If 

registration is computed from a single PSI, low registration errors can be misleading. 

However, when using multiple PSIs, high registration errors may indicate incorrect 

placements that can then be rectified. Hence, low registration errors can ensure precise 

navigation. We have identified the registration errors associated with precise osteotomies 

when using multiple PSIs. The results show that, in most cases, 2 mm or lower registration 

errors ensure MODs below 2 mm. 

PSIs positions depend on the surgical scenario and the planned osteotomies, but 

thanks to a novel methodology, we could analyze different PSI and osteotomy combinations 

in a single specimen. During the experiment, PSIs were placed in the four most common 

osteotomy regions (C, S, I, and P). We recorded the position of all the artificial landmarks 

present in the PSIs. From the data collected during the experiment with the six cadaveric 

specimens, we analyzed the system’s precision when performing registration with different 

combinations of PSIs for type I, type II, and type I-III resections [204]. The results presented 

in Table 4.3 and Figure 4.9 demonstrate how using multiple PSIs for registration always 

offers the highest precision in the area of interest. These results align with previous studies 

from Fitzpatrick et al. [99] and West et al. [100], who studied how the configuration of the 

landmarks used for registration affects the error distribution in the navigated surgical field. 

They found that low errors can be achieved in the target region if fiducials are widely spread 

and surrounding the area. Ideally, the target would be placed in the centroid of the markers. 

Hence, using multiple PSIs (composing a set of landmarks spread and surrounding the 

navigation area) presents lower errors. When using a single PSI for registration, as all 
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registration landmarks are distributed in the PSI, the errors in that area are low. Inaccuracies 

in the localization of fiducials can result in small translations and rotations close to the 

landmarks. However, these errors increase with distance, so we obtain high errors far from 

the PSI used for registration. 

Therefore, if we consider the scenarios presented in Figure 4.6, both C and S PSIs 

should be used for type I resections, S, I, and P should be combined for type II or, if the 

ischial osteotomy is not performed, only S and P. For type I-III resections, as the PSI in C is 

the only one used, incorrect placement can cause high navigation errors. Therefore, in this 

case, it would be advisable to use additional PSIs in the iliac crest or the symphysis to reduce 

errors and verify correct placement. In this and any other scenarios, PSIs can be used 

exclusively for registration, avoiding their fixation to the bone. 

The proposed setup was tested in cadavers following a realistic surgical approach, 

where surgeons successfully placed PSIs and navigated the osteotomies. Overall feedback 

from the surgeons was very positive. They all agreed that the setup proposal, including the 

reduced size of PSIs, the reference frame’s installation, and the use of artificial landmarks, 

presented an advantage compared to conventional procedures or using either technology 

independently. They also concurred that navigation requires more training and experience 

than PSIs. However, there were some discrepancies regarding the difficulty in PSI placement 

for each region. Although C PSIs are the ones presenting higher placement errors followed by 

S PSIs [207], some surgeons found the placement more challenging in other regions whereas 

others considered all regions equally tricky. These incoherent results highlight the difficulty 

of identifying erroneous placements, a significant limitation of PSIs. Surgeons agreed on the 

usefulness of a verification tool for PSIs placement, which would avoid high errors during 

guidance. In our setup, registration errors can be used for this purpose. 

The MODs obtained considering placement errors are similar to those obtained in 

other studies using only surgical navigation or PSIs. Wong et al. [178] studied the mean 

MODs in supra-acetabular and partial-acetabular resections with both techniques, obtaining 

errors of 3.6 mm with surgical navigation and 2.6 mm with large and multiplanar PSIs. 

Sallent et al. [177] used PSIs in 5 cadaveric specimens obtaining mean MODs of 5 mm in the 

sacroiliac joint, 4 and 3.6 mm in the supra-acetabular region, 2.2 mm in the ischial 

osteotomies, and 0.8 and 1 mm in pubic osteotomies. Fehlberg et al. [106] obtained a median 

deviation of 3.3 mm in a series of 13 patients. 
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Our setup can be replicated by following the indications given for the design of the 

surgical guides [207] and the fabrication of the 3D-printed tools. If Dental SG resin is used 

for 3D printing, it should be stored following the manufacturer’s indications (a cool, dry 

place out of direct sunlight in containers at 10 – 25 ˚C). The orientation of the surgical guides 

during printing should be carefully studied to ensure smoothness in the surface in contact 

with the patient. Supports added inside the socket or in the reference frame should be 

thoroughly removed, and the correct insertion of the reference frame in the socket and the 

optical markers in the posts should be verified before use. Models of the reference frame and 

socket are available at https://dx.doi.org/10.21227/zcbr-k673. 

During navigation, it is essential to ensure adequate lightning conditions in the 

surgical field. Materials presenting similar properties to the optical markers could reflect the 

infrared light emitted by the optical tracker and result in tracking errors. 

4.6. Conclusions 

To conclude, we have proposed and validated a new setup for pelvic tumor resections 

using surgical navigation and PSIs. The novelty of our study relies upon the fact that both 

techniques, 3D printing and image-guided surgery, are combined to provide a less invasive 

setup. This invasiveness is reduced by using small PSIs, which also act as artificial 

landmarks. 

We have also presented a new and more convenient installation of the dynamic 

reference frame using a socket included in the PSI. This installation has demonstrated 

repeatability, which allows the removal of the reference frame without the need to repeat the 

registration step every time it is reinserted. 

A realistic experiment on cadavers allowed us to describe the optimal PSIs 

configuration in three different resection scenarios. We computed the MODs for all cases and 

identified the registration errors minimizing these deviations. Additionally, we studied the 

distribution of the navigation error in the target regions, which to our knowledge, has not 

been previously analyzed. We can conclude that the best results are achieved when at least 

two PSIs are used surrounding the area of interest. Our results show how, with our setup, 

correct PSI placements lead to low navigation errors and high accuracy while providing a less 

invasive surgical approach. 

https://dx.doi.org/10.21227/zcbr-k673
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5 

USING AR TO GUIDE PSIs PLACEMENT IN 

PELVIC TUMOR RESECTIONS 

5.1. Introduction 

The use of PSIs for surgical guidance is widely extended [177], [185], [196], [197]. 

These 3D-printed tools are designed to fit in a particular region of the patient’s bone and 

guide the osteotomies. In contrast to surgical navigation, PSIs do not provide real-time visual 

feedback, but they have reported similar accuracy [178] and allow surgeons to focus on the 

surgical field rather than looking at the navigation display. They are also easier to use, more 

convenient, and faster. 

However, the accuracy of PSIs is subject to the correctness of their placement, which 

highly depends on PSI shape and bone morphology. Finding the correct position in smooth 

and homogeneous regions becomes challenging, and tissue covering the bone can also 

hamper their installation. Moreover, the placement cannot be verified objectively during the 

intervention [178], increasing the risk of high osteotomy deviations resulting from incorrect 

positioning. In the pelvis, the ilium presents a large and homogenous shape, and thus the 

installation of PSIs for tumor resection is more prone to errors [177], [207], [208]. Therefore, 

additional tools assisting PSI placement would be of great value in these surgical scenarios. 

Another technology that is gaining popularity in surgical procedures, including 

orthopedic surgery, is AR [209], [210]. It displays computer-generated elements which 

augment and enrich the visualization of the physical world. Devices such as smartphones or 

head-mounted displays are commonly used for this purpose. Inside the operating room, AR 

mainly focuses on visualizing the tumor and other anatomical structures [129], [136], [147], 

enhancing guidance during resections. The virtual models can be displayed in accordance 
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with the patient’s anatomy by performing a registration step, which is either calculated 

manually [211], using tracking systems [212], [213], through advanced algorithms for surface 

registration [214], or by markers detected with pattern recognition techniques [215]. A recent 

study presented a solution consisting of a 3D-printed pattern that can be detected by an RGB 

(red, green, blue) camera [129]. This pattern is attached to a PSI, whose position in the 

patient is known, and therefore the virtual elements are displayed in place. Several studies 

have proved this solution evaluating feasibility, convenience, and accuracy in different 

surgical scenarios [129], [130], [136]. 

Studies focused on estimating the accuracy provided by these technologies are 

performed in a living subject [194], a cadaver [177], [178], [207], [216], or a phantom [136], 

[179], [197]. Although phantoms provide a less realistic environment, they present several 

advantages apart from avoiding patient risks. They are readily available and can provide more 

consistent results as they offer a controlled environment where the anatomy is maintained. It 

is more difficult to compare results between cases in real surgical settings, as the anatomy 

and other factors change and need to be considered for the analysis. Depending on the 

application, phantoms can be designed replicating the anatomical structures or the 

composition of human tissue in more or less detail. Also, thanks to 3D printing, patient-

specific phantoms can be generated more easily for personalized measurements [217]. 

Several studies have used phantoms to report the accuracy results from CAS, PSIs, or AR in 

pelvic tumor resections [179], [197]. These phantoms consist of a replica of the bone, usually 

made of plastic. However, when evaluating PSIs placement, as the smoothness and 

homogeneity of the bone’s surface and the presence of tissue are essential factors, the results 

provided by these phantoms may not be realistic enough. 

5.2. Objective 

In this study, we propose to use AR as a tool to guide PSIs placement in pelvic tumor 

resections, overlying virtual models of the PSIs on the patient to indicate their planned 

position to surgeons. These models are displayed in place thanks to a 3D-printed AR marker 

attached to a PSI. We assess the accuracy provided by the system on two phantoms, a 

conventional one consisting only of the plastic pelvic bone and a realistic version including a 

layer of silicone simulating tissue. Six pairs of PSIs were designed representing six different 

scenarios for tumor resection in the ilium. Four users placed the PSIs in both phantoms 
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following three different methodologies: freehand, AR with a smartphone, and AR with a 

head-mounted display (HoloLens 2). The results prove the value of using AR to minimize 

placement errors, showing how simulated tissue in the phantom complicates placement and 

underlying the importance of the area where PSIs are installed. 

5.3. Materials and Methods 

We designed a phantom based on the CT image of a patient (Figure 5.1 a). The bone 

model was extracted with the 3D Slicer platform [117] through a segmentation process using 

thresholding and divided with a sagittal plane to keep only the right hemipelvis. Using 

Meshmixer software (Autodesk, Inc., San Rafael, CA, USA), we designed a base for the 

phantom to place it in a similar position to that found in an actual surgery (“floppy lateral” 

[218]). A reference frame was added to the design for navigation. Finally, the bone phantom 

was 3D-printed using the Ultimaker 3 Extended (Ultimaker B.V., Utrecht, Netherlands) 

desktop 3D printer in polylactic acid (PLA). 

 

Figure 5.1. (a) Conventional bone phantom and (b) realistic phantom including a silicone 
layer. (c) PSIs and AR marker placed on the phantom. 

Six scenarios were designed for tumor resections in the ilium (type I according to 

Enneking and Dunham’s classification [204]). Each scenario was composed of two PSIs 
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indicating the osteotomies, one in the supra-acetabular region (S) and one in the iliac crest 

(C). The designed PSIs presented different sizes, shapes, and locations inside the target 

region. All PSIs were created in Meshmixer following the steps described in chapter 3 and 

3D-printed in PLA (Figure 5.1 c).  

Since PSIs are designed based on the bone model, they easily fit into the phantom, 

adapting to the surface like a puzzle. Only imperfections introduced during printing can 

hinder their placement. However, in a real scenario, there are other factors to consider that 

affect placement. As previously mentioned, there is frequently tissue in contact with the bone 

that has not been completely removed. Additionally, errors in the segmentation process can 

generate discrepancies between the virtual model and the patient’s bone. Consequently, the 

surface of the PSIs would no longer match the bone seamlessly. Therefore, to better 

reproduce that real scenario, a silicone layer (EcoflexTM 00-10) was overlaid on the phantom, 

simulating the tissue, and adding complexity to the placement (Figure 5.1 b). The silicone 

was extended across the surface with a brush and cured within 4 hours. 

An AR marker similar to the one described by Moreta-Martinez et al. [129] was used 

to display the virtual models overlaid on the phantom (Figure 5.1 c). This marker presented a 

unique black and white pattern that an RGB camera could recognize. It was 3D-printed in 

PLA with the Ultimaker 3 Extended 3D printer using the dual extruder functionality. We 

added a prism-shaped pillar to the design. Thus, the marker could be attached to the surgical 

guides by inserting it in a socket included in the PSIs. The position of the marker in the PSIs 

and the bone can be known with precision, as this attachment has demonstrated repeatability 

in previous studies [208]. 

Two software applications were developed to display the virtual models with AR, one 

to be deployed in a smartphone (Figure 5.2 a) and a similar one for the Microsoft HoloLens 

2 device (Figure 5.2 b). Both applications were implemented on Unity platform (version 

2019.3), using the Vuforia development kit (Parametric Technology Corporation Inc., 

Boston, MA, USA) for pattern recognition. Details regarding the development of an AR app 

for these purposes have been previously described by Moreta-Martinez et al. [219]. The 

applications included a menu to select the case and buttons to change the visibility and 

opacity of each model. In the smartphone app, this interaction was done on the screen. For 

the HoloLens 2, an interactive panel was shown in front of the user. The applications 

included the visualization of virtual models of the PSIs for that specific case, as well as a 
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model of the bone. The idea was to adjust the placement of S PSIs using the bone model as a 

reference. Once fixed, the planned position of C PSI would be displayed and used as 

guidance. The steps followed for AR guidance are therefore the following: 

1. Placement of S PSI 

2. Placement of AR marker in S PSI 

3. Detection of marker with the AR device and visualization of the virtual models 

4. Adjustment of S PSI so that virtual and physical bone models are visually aligned 

5. Placement of C PSI so that it overlaps the overlayed virtual C PSI 

We designed an experiment to assess the accuracy provided by the system. Four users 

without clinical background placed the PSIs for each of the six cases following three different 

methodologies: freehand, AR guidance with a smartphone, and AR (or Mixed Reality) 

guidance with the HoloLens 2 (Figure 5.3). In order to replicate the setup we would follow in 

the operating room, users held the smartphone with one hand and used the other one to place 

the PSIs. This setup allowed them to move the smartphone freely and change their point of 

view. As the smartphone can be introduced in a sterile case, the surgeons could hold it in the 

same way inside the operating room and maintain asepsis. Users repeated the process with 

the conventional phantom (without silicone) and the realistic phantom version (with silicone). 

We wanted to compare the results for each method and detect whether the addition of silicone 

significantly increased the placement difficulties. We were also interested in analyzing how 

the different shapes and locations of the PSIs affected the results. Additionally, we measured 

the time required for each user to place the PSIs for each scenario. 

To record the position of the PSI during the experiment, we used the Polaris Spectra 

(NDI, Waterloo, ON, Canada) optical tracking system and the SlicerIGT [202] module for 

navigation included in the 3D Slicer software. The reference frame with spherical passive 

markers included in the bone phantom allowed to track its position (Figure 5.3). This 

reference frame was attached to the phantom using screws. Therefore, although the position 

of the reference frame can be known from the design, depending on how well the reference 

frame is fixed, small rotations or translations can be present. Hence, we performed a 

registration step to ensure that the target registration errors were minimized. Initial point-

based registration was calculated from artificial landmarks recorded on the bone with a 

tracked pointer. To ensure an accurate registration, the result was then refined with the 

iterative closest point algorithm (ICP) [182] calculated on points recorded across the surface. 
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The registration was only performed once at the beginning and before adding the layer of 

silicone to ensure an accurate surface registration. This way, the registration used was 

maintained for all cases, methods, and phantom versions. The ICP registration error obtained 

was below 0.1 mm. 

 

Figure 5.2. Screenshots of the AR visualization with the (a) smartphone and (b) HoloLens 
2 during PSIs placement. Specific interactive panels of each device are shown, containing 
visibility and opacity buttons and sliders. 
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During the experiment, we obtained the position of four pinholes present in every PSI 

with the pointer. These points were later used to obtain the transformation of the PSI from its 

planned position to the actual one (planToReal). Figure 5.4 represents the steps followed in 

each scenario for the assessment. 

 

Figure 5.3. Setup for the assessment using (left) the HoloLens 2 and (right) the 
smartphone. The setups include the following elements: (a) optical tracker, (b) reference 
frame, (c) AR marker placed in PSI, (d) conventional, and (e) realistic phantom versions, 
(f) HoloLens 2, (g) smartphone, and (h) pointer. 

When using PSIs, we are interested in minimizing the errors or deviations from the 

planned osteotomy. Hence, we extracted the maximum osteotomy deviation (MOD) for each 

PSI to measure the system’s accuracy. For that, we first found the intersection of the planned 

osteotomy planes with the bone in S and C for each case. Then, we applied the corresponding 

planToReal transform to the planned osteotomy planes and extracted their intersection with 

the bone, obtaining a 3D model (point cloud). Finally, we computed the distances between 

every point in the planned intersection model to its closest point from the actual intersection 
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model. The maximum distance obtained for that case was defined as the MOD. These steps 

are represented graphically in Figure 5.5. 

 

Figure 5.4. Steps followed during the experiment for registration and to record PSIs 
placements in each methodology. 
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Figure 5.5. Computation of the MOD between planned and real osteotomy planes. The real 
osteotomy is defined by the PSI placement performed by the user. 

Finally, we analyzed the statistical difference between the MODs obtained for each 

method (freehand, AR with smartphone and AR with HoloLens 2), phantom (conventional 

and realistic) and case, obtaining the median (Mdn) and interquartile range (IQR). 

5.4. Results 

We computed the MOD for all cases with the conventional and the realistic phantom. 

Table 5.1 presents descriptive statistics of these measurements, where the results for each 

guidance method are presented divided by regions (C and S) and combined. 

The results obtained using the smartphone or the HoloLens 2 present median values 

for MOD below 2 mm in the realistic phantom and below 1 mm in the conventional one. 

These deviations are below 1.6 mm in 75% of the non-silicone cases and below 2.7 mm in 

75% of those with silicone. Without silicone, errors are slightly higher for the C region, while 

they are lower than S when using silicone. The maximum errors recorded are 3 mm in the 

conventional phantom and 5 mm in the realistic phantom. 
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Table 5.1. Descriptive statistics of maximum osteotomy deviations for each phantom. Q25 
and Q75 represent the 25th and 75th percentile. Mdn represents the median. 

  Freehand Smartphone HoloLens 
  C S Total C S Total C S Total 

Conventional phantom  
(no silicone) 

Min 0.27 0.47 0.27 0.28 0.38 0.28 0.45 0.34 0.34 

Q25 1.02 0.96 1.01 0.78 0.77 0.77 0.83 0.83 0.83 

Mdn 1.48 1.81 1.70 1.15 0.95 1.04 1.12 1.01 1.06 

Q75 2.64 2.56 2.56 1.38 1.42 1.42 1.60 1.39 1.54 

Max 7.27 3.45 7.27 2.20 2.52 2.52 2.87 3.00 3.00 

Realistic phantom 
(silicone) 

Min 0.79 0.41 0.41 0.33 0.54 0.33 0.51 0.92 0.51 

Q25 2.37 2.09 2.10 0.94 1.36 1.07 1.01 1.66 1.13 

Mdn 3.70 3.24 3.37 1.22 2.21 1.54 1.40 2.50 1.84 

Q75 10.02 4.13 6.13 2.12 3.01 2.55 2.04 2.89 2.68 

Max 54.03 9.83 54.03 5.00 4.89 5.00 3.89 4.13 4.13 

 

When PSIs are placed freehand, the median value for MODs is 1.70 mm with the 

conventional phantom and 3.37 mm with the realistic one. The C region presents the highest 

deviations, with maximum errors of 7.27 mm without silicone and 54.03 mm with silicone. 

The 75th percentile in C presents an error of 10.02 mm with the silicone phantom, which is 

considerably higher than the 2.64 mm on the non-silicone one. 

We conducted a statistical analysis to identify significant differences between 

methods, cases, and phantoms. The results for each analysis are presented in the following 

subsections. 

5.4.1. Methods comparison 

A Kruskal-Wallis test showed that the method chosen significantly affects the results, 

H(2) = 25.80, p < 0.001. The freehand method presented higher maximum deviations (Mdn = 

2.22, IQR = 1.23 – 3.63) than using the smartphone (Mdn = 1.20, IQR = 0.85 – 1.86) or the 

HoloLens 2 (Mdn = 1.33, IQR = 0.97 – 2.11). Post-hoc Dunn’s test was used to compare all 

pairs of methods. The difference between HoloLens and the smartphone was not significant 

(p = 0.47). However, the differences between using the freehand method and using either 
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HoloLens or the smartphone were significant (p < 0.001 in both cases). Taken together, the 

results suggest that placing the PSIs freehand affects MODs, increasing the risk of high errors 

considerably. 

We also recorded the time taken by each user to place the PSIs in every scenario. The 

Kruskal-Wallis test proved significant differences among methods (H(2) = 10.19, p = 0.006). 

The time required with the freehand method (Mdn = 48.5 seconds, IQR = 30.50 – 48.50) was 

significantly lower than using AR guidance with the smartphone (Mdn = 75, IQR = 68.25 – 

110.25) or HoloLens (Mdn = 78.5, IQR = 62.25 – 106). However, these time values are 

negligible compared to the intraoperative surgical time for these procedures. 

5.4.2. Cases comparison 

Deviations were also compared among cases for the C and S regions. A Kruskal-

Wallis test was calculated, obtaining not statistically significant differences in S, but 

significant differences in C, with H(5) = 33.50 and p < 0.001. The Dunn’s test indicated 

significant differences between cases 1 (Mdn = 2.07, IQR = 1.48 – 5.00) (Figure 5.6 c) and 4 

(Mdn = 1.73, IQR = 1.49 – 2.58) (Figure 5.6 d) with cases 3 (Mdn = 0.97, IQR = 0.64 – 

1.15) (Figure 5.6 a) and 5 (Mdn = 1.11, 0.73 – 1.37) (Figure 5.6 b). If we analyze the results 

from C considering their size and position, we can observe how the highest errors correspond 

to smaller PSIs placed in smoother regions. In comparison, the best results are obtained for 

larger PSIs covering less homogeneous regions. The S region is narrower than C, and 

therefore there are fewer variations in position among PSIs. 

5.4.3. Phantoms comparison 

Finally, we compared the results obtained using the realistic phantom with those from 

the conventional phantom by conducting a Kruskal-Wallis test. Significant differences were 

obtained for the freehand method (H(1) = 18.07, p < 0.001), the smartphone (H(1)= 14.07, p 

< 0.001) and the HoloLens (H(1) = 17.12, p < 0.001). Errors were higher in all cases when 

using the phantom with the layer of silicone. 
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Figure 5.6. Cases with C PSIs presenting significant differences with each other. The 
figures represent the cases with (a, b) lower and (c, d) higher errors. 

5.5. Discussion  

The correct placement of PSIs in pelvic tumor resections is a critical step that 

conditions the results obtained in surgery. However, there is no current solution to guide their 

installation, and surgeons can only rely on their intuition and verify their placement visually. 

External devices providing guidance and allowing an objective verification can therefore 

represent a significant improvement in using PSIs, minimizing errors and increasing 

precision. 
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In this work, we propose the use of AR to guide and verify this placement. Our setup 

is based on 3D-printed AR markers that snap into the PSIs at a particular position. By 

visualizing the bone model and the relative position between PSIs, surgeons can guide their 

placement in the patient. We focus our study on the ilium, the region of the pelvis presenting 

more placement difficulties. Our setup includes two PSIs, one in S and one in C. The AR 

marker is placed in the S PSI since placement errors in this area are lower due to its small and 

characteristic shape. The bone model is used to correct S PSI placement. After this 

adjustment, the planned virtual model of the C PSI is displayed to guide the placement. 

We designed an experiment with four users who placed the PSIs on a phantom 

following three different methods: freehand, AR with a smartphone, and AR with HoloLens 

2. Then, we computed the MOD between the cutting planes defined by the placed PSIs and 

the cutting planes obtained from the preoperative plan. The results demonstrate that placing 

PSIs with AR guidance significantly reduces MOD errors. Specifically, it avoids placements 

far away from their planned position. AR methods presented median values below 2 mm and 

MODs below 5 mm in all cases, while the freehand method recorded higher median values 

(1.70 mm and 3.37 mm) and maximum errors of 54 mm. As for the AR methods, both 

devices presented similar results. Therefore, selecting one over the other is more dependent 

on the surgeon’s personal preferences and convenience. The smartphone can be easily 

inserted into a sterile bag or case such as CleanCase (Steridev Inc., Lansing, MI, USA) [136], 

but it requires the surgeons to hold it, leaving only one hand free. On the other hand, the 

HoloLens 2 does not require holding, but it can generate discomfort in long-term use and is 

more expensive. 

Our study was performed on two phantoms, a conventional one consisting only of a 

plastic replica of the bone and a second one including a layer of silicone to simulate tissue 

and add difficulty to placement. The results obtained show higher errors in all methods when 

using the realistic phantom. In the case of AR methods, this may be a consequence of a 

thicker layer of silicone present in some areas, specifically in S. This explains why, with AR 

methods, the realistic phantom presented higher errors in S, while similar values were 

maintained for both phantoms in C. Nevertheless, the differences between both phantoms are 

especially remarkable in the freehand method, where the median error is duplicated, going 

from 1.70 mm in the conventional phantom to 3.37 mm in the realistic one. This increase can 

be noted in both regions, S and C. Therefore, the results obtained reinforce the idea that using 
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plastic phantoms without any material simulating tissue makes the placement easier and does 

not resemble the real scenario correctly.  

Although the silicone coating served its purpose by adding difficulty during 

placement, the phantom’s design can be further improved. When we poured the silicone, the 

entire surface was covered smoothly. However, in a real setting, the tissue is not evenly 

distributed. Therefore, future studies could improve the design of the phantom to make it 

more realistic by adding small fractions of silicone with different thicknesses unevenly 

distributed. 

A tumor model could also be added to the phantom to provide more realistic 

measurements, as it is used as a reference for placing the PSIs in surgical settings. The 

surgeons can notice that the direction of the osteotomy crosses the tumor or is too deviated 

from it and correct the PSI placement accordingly. However, to simulate this with a phantom, 

the tumor should be included with enough realism to resemble the surgical scenario, where 

tumor margins are not clearly defined. Therefore, we believe including a 3D-printed tumor 

would not be realistic enough and could result in lower deviations than in real surgical 

settings. Additionally, in our study we wanted to measure and compare the deviations of the 

osteotomies with different methodologies and scenarios. In order to minimize the possible 

factors introducing variations in the assessment, the same phantom and reference frame 

registration was used for all the experiments, and the scenarios were simply modified by 

changing the target positions of the PSIs. The introduction of a tumor for each case would 

have implied designing and printing a different phantom for each scenario. Therefore, 3D 

printing inaccuracies would cause variations among phantoms, and registrations errors would 

not be the same, modifying the conditions in all scenarios. Hence, we consider our setup to be 

adequate, although it must be noted that the reported deviations in the freehand method could 

be reduced in a clinical setting. Changes in dimensions and form of the tumor from the 

acquisition of the preoperative image to the moment of the intervention are factors that can 

affect the surgical outcomes when using surgical guidance based on preoperative planning. 

Therefore, it affects similarly when using surgical navigation or PSIs. This is a known 

limitation that can only be solved by using intraoperative imaging. However, these changes 

do not affect the registration step for AR guidance, as it is based on the position of the PSIs in 

the bone. Only changes in the target bone area can prevent from using PSIs. In that case, the 

procedure could be performed following the conventional approach without any guidance. 
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The shape, size and location chosen during PSIs design have shown to be highly 

relevant factors to consider for minimizing placement errors. In our study, those cases 

presenting both small size and homogeneous target area exhibited significantly higher errors 

than those with larger sizes and a more distinct target surface. However, the available target 

area may be limited depending on the surgical case, leaving no choice but to choose a 

homogeneous surface. Regarding size, although larger designs are easier to install in the 

correct location, they are also more invasive [177], [184]. Hence, a trade-off between 

ensuring precision and reducing invasiveness should be found. 

Further testing should be performed in a clinical setup to analyze the placement 

accuracy and validate the system in a real scenario. Nevertheless, using PSIs combined with 

AR inside the operating room has already been tested in previous studies for other purposes 

[129], [136], obtaining satisfactory results. The use of a smartphone or HoloLens does not 

significantly modify the surgical procedure, neither requires additional installation of devices 

or tools inside the OR, unlike other systems such as CAS with an optical tracking system. 

5.6. Conclusions 

In this study, we have presented a guiding tool for PSIs placement based on AR. The 

system has been validated in a phantom designed to provide a more realistic setup than 

conventional ones. The results obtained from this study are promising and demonstrate that 

using AR for guidance can significantly reduce the risk of high placement errors and ensures 

an accurate installation close to the target. We believe that the presented system can 

overcome the current limitations of PSIs — the impossibility of verifying their placement 

objectively — conveniently and effectively. 
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6 

3D PRINTING, SURGICAL NAVIGATION, 

AND AR FOR PRECISE AND LESS 

INVASIVE PALATE TUMOR RESECTIONS  

6.1. Introduction 

Salivary gland tumors account for approximately 5% of head and neck cancers [220] 

and are, in most cases, benign. Only 20% of these neoplasms are malignant, although this rate 

varies depending on the gland of origin [221], [222]. Unlike most head and neck cancers, 

which are squamous cell carcinomas, salivary gland tumors comprise multiple histologic 

entities, each presenting a different clinical behavior [223]. Mucoepidermoid carcinoma is the 

most frequent malignancy, followed by adenoid cystic carcinomas, representing less than 1% 

of all malignancies in head and neck cancers [224]. These tumors can appear in both minor 

and major salivary glands. Most major salivary tumors occur in the parotid glands, while the 

palate is the most common location for minor salivary gland tumors [225].  

Tumors located in the palate are often diagnosed in advanced stages of the disease due 

to indolent growth during early stages, with vague and unspecific symptoms [224], [226]. In 

some cases, this phenomenon leads to extensive involvement of surrounding structures, such 

as the nose, paranasal sinuses, orbits, and even the middle cranial fossa, with the subsequent 

implication of vital structures such as the internal carotid artery, the jugular vein, and cranial 

nerves. 

Regardless of whether it is followed by radiotherapy, surgery is the treatment of 

choice for midface tumors. To date, the surgical management of these tumors consists of 

radical maxillectomies combined with transfacial approaches, which are usually associated 
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with significant functional and aesthetic sequelae. However, achieving safety margins is a 

therapeutic challenge. This is due to the complexity of the anatomical region, the reduced 

field of vision, the restrictive surgical field hindering the access and maneuverability of 

surgical instruments, and the risk of complications (bleeding, nerve injuries, or even 

cerebrospinal fluid leaks) [227]. In addition, middle third tumors are frequently irregular in 

shape and invade neighboring structures. Consequently, it is not uncommon to set suboptimal 

cutting trajectories, which results in a high rate of positive margins. 

In these scenarios, tools facilitating local control during surgical resection and 

confirming adequate margins while minimizing morbidity are capital [228]. 

6.1.1. Computer-assisted surgery in oral and maxillofacial surgery 

In recent years, intraoperative navigation in craniofacial surgery has become an 

effective tool, improving results and safety while minimizing the risk of injuries [25], [229]. 

Surgical navigation initially involved rigid fixation of the region to be treated, a situation that, 

on many occasions, entails significant mechanical limitations for the surgeon. Hence, 

navigation was initially confined to neurosurgery as it provides a rigid and stable frame [30]. 

However, technical advances in image processing and computed tomography allowed the 

development of frameless stereotaxy devices over the years, enabling its use in maxillofacial 

surgery without the need for rigid fixation. 

One of the most critical steps in surgical navigation is image-to-patient registration. In 

oral and maxillofacial surgery, a paired points registration is usually performed using either 

anatomical landmarks or artificial fiducials, including skin stickers [230], dental splints [231], 

or bone-implanted screws [232]. Surface-points matching is also widely applied by collecting 

points in the facial skin surface and aligning them with their corresponding landmarks in soft 

tissue models obtained from preoperative images [230], [233], [234].  

The progressive evolution of intraoperative navigation systems has led to the use of 

this technology almost routinely in the field of neurosurgery (skull-base surgery, vascular 

lesions), otorhinolaryngology (endoscopic sinus surgery, lateral skull-base surgery, 

cerebrospinal fluid leaks), and, recently, orthopedic surgery (hip and knee arthroplasty, spinal 

procedures) [30]. However, the extended application of this technology has not been widely 

evidenced in maxillofacial surgery [235], [236]. In 2015, Dubois et al. [237], [238] presented 

the benefits of surgical navigation for accurate implant positioning secondary to orbital 
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trauma by performing a cadaveric study. Four years later, Wu et al. [239] demonstrated the 

feasibility of using surgical navigation for zygomatic implant placement. Many other studies 

found in the literature have proved the benefits of surgical navigation, especially for complex 

procedures where a personalized approach is required. 

Some applications of CAS have been described in this field, including intraoperative 

navigation for orbital reconstruction [240], [241], and CAD/CAM for orthognathic [242] and 

implant surgery [243]–[245]. Surgical navigation has also been used in tumor removal to 

delineate surgical margins and achieve safe and accurate resections [26], [229], [246], [247]. 

The results are promising, but the clinical adoption is still reduced. The main limitations of 

this approach include complexity, technical support, cost, steep learning curve, or the rigid 

fixation of navigation references [246], [248], which are perceived as an entry barrier. 

Nevertheless, several commercial solutions exist in the market for oral and maxillofacial 

surgery [112], [247], [249]–[254]. Although some studies have presented AR-based surgical 

navigation systems for oral and maxillofacial surgery applications [130], [255], [256], no 

commercial systems are available. 

The application of CAS in the midface, specifically in resections involving the 

maxilla and the middle cranial fossa, can become a valuable tool in complex procedures. 

Additionally, the presence of bone structures that do not modify their contours and volumes 

during the intraoperative process due to surgical maneuvers is an essential advantage for 

navigation [257]. Therefore, these interventions provide an adequate scenario for navigation 

and can highly benefit from this technique. 

6.1.2. Adenoid Cystic Carcinoma 

Adenoid Cystic Carcinoma (ACC) is a rare malignant tumor accounting for 1% of 

head and neck cancers and 10% of salivary gland tumors [258]. It is commonly found in 

palate small salivary glands, from where it spreads slowly but aggressively. These tumors 

settle in the upper palate and maxillary region and tend to local infiltration and perineural 

spread. Consequently, they may behave in an indolent and silent manner until late diagnosis, 

appearing as destructive masses that can even involve intracranial structures. In addition, this 

histologic type is characterized by a high predisposition to systemic dissemination, mainly 

hematogenous (lung, liver, brain, and bone) and lymph nodes. They present a high propensity 

to local recurrence and distant metastasis [224]. The primary treatment consists of surgical 
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removal with clear margins and complementary radiotherapy when needed. Data on the 

efficacy of systemic therapy or radiotherapy in recurrent or metastatic salivary gland tumors 

are limited, with some benefits described in proton-based radiotherapy [259]–[261] or the 

recent systemic use of Lenvatinib [262]. Consequently, an effective primary surgical 

treatment with adequate margins is the best prognostic factor for these patients. 

However, this intervention is highly challenging due to the occasional centrofacial 

tumor location, complex elective surgical approach, limited line of sight, and the need for 

immediate reconstruction. Additionally, the tumor boundaries are difficult to discriminate 

from the normal surrounding tissue.  

In this type of intervention, where complex anatomy is present and high accuracy is 

needed, surgical navigation becomes a valuable tool to improve clinical outcomes. It provides 

guidance that can help achieve accurate safety margins and protect vital structures. However, 

despite its great potential in these clinical applications, there are currently limited studies 

using CAS for midfacial tumor resection. Wei et al. [229] tested surgical navigation in 

patients who underwent surgery near the skull base, including five patients with adenoid 

cystic carcinoma at minor salivary glands of the palate. Their approach was limited by the 

invasive attachment of a reference frame to the patients’ forehead and an image-to-patient 

registration based on non-precise anatomical landmarks, which can significantly reduce the 

navigation accuracy. Tarsitano et al. [246] followed a similar setup for maxillary tumors 

resection, screwing a dynamic reference frame to the patient’s skull. 

6.2. Objective 

The aim of this study is to present and assess the accuracy of three different 

alternatives for surgical navigation in head and neck tumors based on 3D printing, surgical 

navigation, and AR visualization. These alternatives are less invasive than previous solutions 

[229], [246] and more convenient for these procedures than conventional registration 

solutions used in other disciplines such as neurosurgery, as they do not involve fixation of the 

patient’s head. A 3D-printed patient-specific phantom was used for validation and assessment 

of the three navigation systems. One of the proposed solutions was then used to guide the 

tumor resection of a patient presenting a central palate carcinoma invading the nasal fossa 

floor and septum.  
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6.3. Materials and Methods 

6.3.1. Clinical case 

A 62-year-old woman was referred to the Oral and Maxillofacial Unit at our center for 

treatment. The patient presented an exophytic tumor of approximately 3x2 centimeters in the 

middle of the hard palate with normal oral mucosa (Figure 6.1 a). Endoscopy showed a nasal 

extension of the lesion, and biopsy results confirmed an adenoid cystic carcinoma. A CT scan 

showed hard palate bony erosion, invasion for the nasal septum and floor of the right fossa, 

and an intact ipsilateral inferior turbinate (Figure 6.1 e and f).  

 

Figure 6.1. (a) Hard palate midline submucous bulging lesion and (b) palate reconstruction 
with radial forearm free flap (3 weeks after surgery). Resected specimen from (c) palate and 
(d) nasal view. (e) Coronal and (f) axial views of the CT image. 

The chosen procedure consisted of an endoscopic nasal approach, a navigated 

transoral resection of the central palate with at least 2 cm margin (Figure 6.1 c and d), and 
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immediate reconstruction of the central hard and soft palate with a radial forearm free flap 

(Figure 6.1 b). Alternative surgical approaches considered were a Le Fort I osteotomy 

(downfracture of the whole maxilla and resection of the central part) or a IIb maxillectomy 

(Brown classification, sacrificing the intact alveolar process and denture) reconstructed with a 

fibula free flap. Our purpose was to achieve functional rehabilitation, including a tight palate 

seal and maintaining the whole alveolar process of the maxilla. The proposed solution 

presented a more straightforward reconstruction involving only soft tissue, as bone 

reconstruction is not needed in horizontal class a defects. 

The preoperative CT scan was used to extract the 3D anatomical models (bone and 

tumor) and perform the preoperative plan, defining the desired tumor margins for the 

resection. Using Autodesk Meshmixer software (Autodesk, Inc., San Rafael, CA, USA), we 

increased the size of the tumor model 1 cm. The intersection of this model with the bone in 

the palate determined the surgical margins (1 cm margin with a thickness of 1 mm). Before 

image acquisition, five screws were attached to the maxilla above the upper teeth under local 

anesthesia as proposed by Zavattero et al. [263]. This procedure provides unobtrusive, rigid, 

and exact landmarks that are clearly visible on virtual data sets (CT images) as well as during 

the navigation procedure. The position of these screws was identified in the scan for later use 

during intraoperative image-to-patient registration.  

6.3.2. Surgical navigation: simulation 

Based on the anatomical models of the patient, we designed and manufactured a 

phantom in polylactic acid using the desktop 3D printer Ultimaker 3 extended (Ultimaker 

B.V., Utrecht, Netherlands). The phantom was used to simulate the intervention and to test 

the precision of three different solutions for surgical guidance (Figure 6.2). 

The first solution consists in using an optical tracking system (NDI Polaris Spectra, 

CA) for computer-assisted navigation (Figure 6.2 a). We attached a 3D-printed dynamic 

reference frame to a silicone jig fabricated to fit on the patient’s upper left teeth. The dynamic 

reference frame is used to compensate for head movements. This silicone jig consists of a 

mass given the shape of the patient’s teeth during its malleable state. The image-to-patient 

registration is performed using the screws described in the previous section as artificial 

landmarks. 
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Figure 6.2. Solutions for surgical navigation tested on the patient’s anatomical model: (a) 
navigation with an optical tracking system and registration with screws (black arrows); (b) 
navigation with an optical tracking system and registration with a splint; (c) navigation with 
an AR application and registration with a cubic marker. 

A second solution involves the same tracking device, but the reference frame is 

installed by means of a splint (Figure 6.2 b) instead of using a silicone jig. This splint is 

designed from the 3D models of the teeth obtained from the preoperative images, and 3D-

printed in a biocompatible resin (Biomed Clear), using the Formlabs Form2 (Formlabs Inc., 

Somerville, MA, USA) 3D printer. In contrast to the first method, the registration in this case 

is computed with artificial landmarks added on the splint during the design process. 

Finally, the third solution uses AR for surgical navigation (Figure 6.2 c). We 

developed a specific smartphone app to visualize the patient’s anatomy and the tumor 

margins. The application was implemented on the Unity platform (version 2019.3), using the 

Vuforia development kit (Parametric Technology Corporation Inc., Boston, MA, USA) for 

pattern recognition. The application displays the 3D models of the bone, tumor and surgical 

margins (obtained from the preoperative image and planning) and includes buttons to change 

the visibility of the models (modify opacity or hide). In order to display the virtual models in 

the correct position with respect to the patient’s phantom, we attached a 3D-printed marker to 

the splint in a fixed and known position. This AR marker contains a unique black and white 

pattern printed using the double extruder functionality of the Ultimaker 3 extended 3D 

printer. The smartphone’s camera detects this marker and displays the virtual models on the 

screen on top of the patient. Figure 6.2 c shows the appearance of the developed AR 

application. 

The three configurations were tested on the phantom. After performing the 

corresponding registration, each navigation system displayed the position of the surgical 

margins defined preoperatively. Using the optical tracker and the pointer, we collected points 
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(with distances of 1 mm between each other) following the indicated surgical margins. The 

process was repeated three times for each configuration, including the registration step. A 

similar number of points was recorded for each sample (around 100 points). 

Inaccuracies in the registration step would generate errors in the displayed margins. 

Therefore, the collected points would present deviations from the position of the real surgical 

margins. In order to assess the accuracy for each configuration, we computed the distances 

between the collected points (following the margins indicated by each navigation system) and 

the real position of the tumor margins. For that, we obtained the closest point of the resection 

margins (a 3D model or point cloud) to every recorded point and stored the distance. Then, 

we computed the median and quartiles for each solution. Finally, we conducted a statistical 

analysis to identify significant differences in accuracy between methods. 

The surgical margins used as ground truth for evaluating the three methodologies 

were the ones defined during preoperative planning with the preoperative CT (1 cm margin). 

The real position of the tumor margins was obtained during assessment thanks to the rigid 

attachment of a reference frame to the phantom and a registration performed with landmarks 

distributed all over the surface to ensure accurate registration. These landmarks were added 

as conical holes in the bone region and the base of the phantom and differ from those used for 

registration on each configuration. 

6.3.3. Surgical navigation: setup 

Apart from tracking the patient with the 3D-printed dynamic reference frame (Figure 

6.3 b), two different instruments were tracked during surgery: a pointer tool to record points 

and a piezoelectric handpiece for tumor resection. We designed and 3D-printed an adaptor 

with optical markers to fit in the handle (Figure 6.3 c) for handpiece tracking. An additional 

tool was also designed and 3D-printed to fit the instrument at a specific position. This tool 

included six small conical holes for registration. Finally, as the handpiece is composed of an 

interchangeable saw with a non-fixed rotation around the longitudinal axis, we added an extra 

step in the registration procedure. This step consists in recording the position of the saw tip 

and automatically finding the rotation that corrects the orientation of the saw in the 

navigation scene. That is the rotation that minimizes the distance between the virtual tip point 

and the recorded point. The pointer and all 3D-printed tools, including the dynamic reference 

frame, were sterilized before the intervention to maintain the asepsis of the surgical field. 
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Figure 6.3. Surgical navigation setup during the intervention: (a) surgical navigation 
software; (b) 3D-printed patient’s dynamic reference frame; (c) 3D-printed adaptor for 
tracking of the piezoelectric handpiece. 

 

We developed a custom module for surgical navigation in the 3D Slicer platform 

[117], a free and open-source software package for clinical and biomedical applications. We 

used the SlicerIGT kit [202] and the PLUS toolkit [203] to define the graphical user interface 

and manage the transforms sent by the optical tracker through the OpenIGTLink protocol. 

Intraoperative imaging was not used during the procedure. However, our software allowed 

the visualization of the preoperative CT image and the 3D models obtained of the patient 

(bone, tumor, and surgical margins) and the position of the instruments (Figure 6.3 a). The 

three views of the CT (axial, sagittal, and coronal) could be updated in real-time to match the 

position of the instrument’s tip for better guidance. The software also included other 

functionalities, such as modifying the point of view in the 3D view or recording points. 
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6.3.4. Surgical navigation: intervention 

Resection margins were controlled in real-time using the developed software through 

constant visual feedback displayed on a screen adjacent to the surgical field. During the 

intervention, we increased the surgical margin 1 cm from the preoperative segmentation to 

ensure adequate en bloc resection with 2 cm of tissue free of disease. The final resection 

margins were recorded using the pointer. While not used for surgical guidance, AR was 

tested on the patient to validate the AR setup using the splint (Figure 6.4). The smartphone 

was introduced in a sterile case (CleanCase, Steridev Inc., Lansing, MI, USA) so that 

surgeons could hold it close to the patient. 

 

Figure 6.4. Use of the AR app during the intervention. 

After resection, a radial forearm free flap was harvested and placed to reconstruct the 

palate with an adequate seal. A postoperative CT scan was performed a week after surgery to 

assess the surgical outcome. Navigation accuracy was measured as the absolute distance 

between the points recorded intraoperatively and the real resection margins identified in the 

postoperative CT. A secondary CT scan was acquired 15 months after surgery for the 

patient’s follow-up. 
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6.4. Results 

6.4.1. Surgical navigation: simulation 

We analyzed the accuracy provided by each navigation solution on the 3D-printed 

phantom by computing the distances between the collected points during guidance and the 

real resection margins. The results for each configuration are presented in Table 6.1. 

Table 6.1. Mean and standard deviation of the distances between the tumor margins and the 
collected points with each navigation solution. 

Navigation solution Median Q1 Q3 

OTS (registration with screws) 0.57 0.34 0.81 

OTS (registration with surgical guide) 0.61 0.30 0.98 

AR 0.40 0.14 1.29 
OTS: optical tracking system, Q1, Q3: first and third quartiles (25th and 75th percentile) 

 

All methods presented median values below 0.7 mm. Most of the points recorded 

using the optical tracking system for guidance presented deviations from the surgical margins 

below 1 mm. The results obtained when using AR for guidance presented the lowest median 

value (0.4 mm). However, they also presented the highest variation, with an IQR of 0.89 mm 

compared to the ones obtained with optical tracking, where the IQRs for the screws and 

surgical guide configurations were 0.24 mm and 0.37 mm, respectively. 

A Kruskal-Wallis test was performed to explore the differences between each 

configuration proposed for this study. No statistically significant differences were obtained 

(H(3) = 4.27, p = 0.12). Therefore, we can conclude that the three configurations present 

similar accuracy. The configuration using screws for registration was the one presenting 

lower error. Thus, it was the one chosen for the intervention. 

6.4.2. Surgical navigation: intervention 

The selected navigation system (optical tracker with screws for registration) was 

successfully used for guidance during the resection. Surgical instruments were accurately 

tracked with respect to the patient’s anatomy, providing valuable feedback to the surgeons. 
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The registration step was repeated three times during the intervention, obtaining a fiducial 

registration error of 0.77, 0.93, and 0.81 mm. 

The points collected along the surgical margins with the navigation system were 

compared with the real surgical margins identified in the postoperative CT by measuring their 

absolute distance. We separated the analysis into four regions divided by left and right sides 

and posterior and anterior locations. Figure 6.5 displays the results. 

 

Figure 6.5. Distances between the resection margins collected intraoperatively with the 
navigation system and those identified in the postoperative CT. 

 

The mean distances were around 1 mm and below 2 mm in 90% of the samples. The 

posterior region presented higher errors compared to the anterior. The left side showed higher 

deviations than the right one. However, this deviation appears to be caused by the jig, which 

was still in place during the points collection and limited the pointer movements (Figure 6.6). 
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Figure 6.6. Points collected intraoperatively along the resection margins. 

The AR app was also used inside the operating room, where surgeons visualized 

models of the patient’s anatomy overlayed on the camera’s image of an iPhone 6 (Apple Inc., 

Cupertino, CA, USA). The splint was inserted correctly and enabled AR display, where 

virtual models were represented aligned with the patient’s anatomy. 

6.5. Discussion  

The resections of head and neck tumors in deep and less accessible regions represent 

complex surgical scenarios requiring extreme dexterity, as the field of view and instruments 

maneuverability is limited. For middle third tumors such as palate ACCs, the preservation of 

normal bony tissue and surrounding soft tissues should be maximized. Tel et al. [264] 

advocate an open “box resection” where the tumor is resected within a three-dimensional 

volume of healthy tissue. In these scenarios, CAS represents a valuable tool to plan [265], 

guide [266] and verify [246] the resection margins. 
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Although surgical guidance for tumor resections is a routine procedure in 

neurosurgery, the reports in the maxillofacial middle third tumors are scarce. The existing 

CAS applications mainly focus on virtual planning, intraoperative guidance for the free flap 

defect reconstruction, or validation of the reconstruction after trauma, not on the ablative 

procedure. Moreover, most existing commercial systems for surgical navigation use a three-

point clamp (Mayfield clamp or similar) to fix the patient’s skull and prevent head 

movements. Then, a dynamic reference frame is attached to the clamp to define a reference 

system for the patient and perform the image-to-patient registration. This setup is suitable for 

neurosurgery, and it can help achieve high accuracy. However, in the resection of middle 

third tumors, surgeons need free movement of the head to adjust the line of sight with the 

surgical field and enable proper angulation of the saw and surgical tools. Therefore, other 

solutions for tracking and registration need to be found for these procedures. 

Some studies have presented alternative setups for tracking and registration. Malham 

et al. [111] use the SpineMask (Stryker, Leibinger, Freiburg, Germany) to track the patient’s 

back and perform an automatic registration. This device is non-invasive, as it is an adhesive 

surgical tracker designed to be placed on the patient’s back. The device contains markers for 

automatic registration, which are placed surrounding the surgical field. Other studies remove 

the dynamic reference frame from their setup and use conventional optical cameras to detect 

fiducial markers and constantly update the registration. These setups are usually based on 

computer vision algorithms for the detection of adhesive skin markers [267] or anatomical 

features in the bone [268]. Other frameless systems use different devices such as 

hyperspectral cameras to detect skin features [269] or advanced methods such as 3D digital 

image correlation (also called stereo DIC). This last solution presents precise real-time 

tracking at a lower cost and based on small markers. Xue et al. [270] tested it for tracking the 

maxilla after a Lefort I osteotomy. However, it was not evaluated in a clinical setup where 

light conditions and external factors such as blood or saliva can compromise the tracking and 

accuracy of the system. 

Most of the existing alternatives focus on anatomical regions presenting deformations, 

where installing a dynamic reference frame and performing a rigid registration becomes 

inaccurate. Others are designed for specific applications, such as SpineMask, and are not 

applicable for reduced regions like the mouth. Also, we consider the systems based on skin 

markers not adequate for an open transfacial approach. Registration markers must be placed 
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surrounding the surgical field to ensure an accurate registration, but in our scenario, the space 

is limited and a rigid position between markers is difficult to maintain. 

Tarsitano et al. [246] presented a surgical navigation setup for the resection of 

maxillary tumors in a study with twenty patients, obtaining promising results with clear 

margins in 91% of cases. In their setup, a dynamic reference frame was screwed to the 

patient’s skull. The registration was performed first with a point-to-point registration based 

on anatomical landmarks, obtaining a mean error of 2 mm, followed by surface matching for 

refinement. They computed the errors in preoperatively defined target points, finding values 

between 0.30 and 1 mm, and a mean error of 0.47 mm. Wei et al. [229] also used a similar 

setup in 15 patients with tumors involving the skull base, five of them presenting an ACC in 

the palate. In their case, they also installed the dynamic reference frame in the patient’s skull 

but used bony skull landmarks and tooth cusps for registration. The registration errors and the 

resection accuracy in this study were not reported. Although these studies present a feasible 

setup for ACC resection, the installation of the dynamic reference frame is invasive. 

Moreover, the use of anatomical landmarks and surface matching with points in the face 

presents a suboptimal registration for ACC resection. Points used for registration should be 

close to the surgical area and surround it to provide accurate results. Anatomical landmarks 

and tooth cusps are not clearly defined and subject to intra- and inter-observer variability, 

leading to higher errors. 

In our study, we have explored two different configurations for tracking and 

registration in ACC resection. They provide a non-invasive installation of the reference frame 

allowing for head movements and a registration based on artificial landmarks located close to 

the surgical field. The dynamic reference frame is fixed to the patient’s teeth either through a 

silicone jig molded with the shape of the teeth or by means of a splint. The registration 

landmarks for the first solution (jig) consist of screws placed preoperatively. For the second 

solution, registration is performed through conical holes included in the splint. Both 

configurations were evaluated in an anatomical phantom providing equivalent accuracy 

results with no significant differences, and with deviations from the planned surgical margins 

of 0.57 and 0.61 mm respectively. These results are similar to those obtained by Tarsitano et 

al. [246]. 

The jig and screws configuration was finally used in a surgical scenario of ACC 

resection, obtaining deviations from the surgical margin around 1 mm and below 2 mm in 
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90% of the collected points along the surgical margins. Errors were higher in deeper regions. 

This behavior was expected, since accuracy usually decreases in areas further from the 

registration landmarks [99], [100]. The splint was also placed in the patient during the 

intervention for testing. Although the installation of screws in the maxilla has been previously 

described in other works as an unobtrusive and precise method for registration (70), we 

believe that using a splint could provide similar results while presenting a straightforward and 

less-invasive approach. 

We have also proposed an alternative guiding method based on AR. A splint was 

again used for registration, to fix an AR marker in a known position and display virtual 

models of the patient. The precision of this system has been evaluated in a previous study, 

obtaining visualization errors below 3 mm [136]. This solution was also considered in our 

phantom study, where we obtained a 0.4 mm (IQR = 0.89) median deviation from the 

planned surgical margins. 

Previous studies have reported other registration methods for AR visualization. Gibby 

et al. [271] displayed the CT and virtual models indicating trajectories for pedicle screw 

placement in a lumbar spine phantom. They used the OpenSight software for the HoloLens to 

automatically register the data with the phantom. However, a manual adjustment was needed 

to correct the alignment. The pedicle screws were placed with deviations between 1.3 and 

1.53 mm from their planned trajectory. Other studies rely only on manual alignment for 

registration [211] or use additional instruments like electromagnetic or optical tracking 

systems [212], [272]. 

Although all configurations are feasible, we found the AR app to be less convenient 

for this procedure, as the limited line of sight of the surgical field also restricts the 

movements and visibility with the smartphone. The sterilization of the smartphone was easily 

solved by introducing it in the sterile case. However, the need to hold the smartphone, leaving 

only one hand free, can present a limitation. The use of head-mounted displays such as 

HoloLens offers an alternative to the smartphone, although the possible points of view are as 

limited or more than with the phone. Therefore, AR can complement conventional navigation 

by allowing an inspection of the margins before or after surgery but is not adequate for 

resection guidance. The accuracy of the system depends on the quality with which the camera 

sees the AR marker. This factor is highly dependent on lighting conditions and the pose of 

the camera with respect to the marker. The detection is optimal when the camera is close to 
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the marker and looks at it from the front. However, when the camera moves and detects the 

marker from a different angle, some inaccuracies can arise. This inherent holographic 

instability has already been noted by Gibby et al. [271] with the HoloLens. 

6.6. Conclusions 

The resection of an ACC in the palate is very challenging due to the limited visibility 

and the proximity to vital structures. Surgical navigation becomes a valuable tool to ensure 

adequate margins in such complex scenarios while performing a conservative approach. This 

study proposes and evaluates three different navigation setups for ACC resection. All 

configurations aim to provide accuracy with a non-invasive surgical procedure, improving the 

solutions proposed in previous studies [229], [246]. Apart from providing a less invasive 

solution, the novelty of the proposed setups relies on the fact that all configurations, including 

AR guidance, are based on 3D printing to fabricate tools that enable navigation of the patient 

and surgical instruments. The splint, dynamic reference frame, AR marker, and adaptor for 

tracking the surgical instrument are all 3D-printed with desktop 3D printers at a low cost. The 

three solutions were evaluated in an anatomical phantom, where they provided similar results, 

and tested in a surgical case. The configuration using an optical tracker and screws for 

registration was chosen for resection guidance during the procedure. 

Surgeons combined the transoral navigated surgery with a nasal endoscopic approach, 

performing an optimal resection while preserving the whole alveolar process of the maxilla 

and upper teeth. The postoperative CT scans showed adequate resection margins. The 

pathological result was low-grade adenoid cystic carcinoma cribriform type, invading the 

mucosa, hard palate, nasal septum, and nasal floor with clear margins and perineural 

invasion. Head and neck tumor board established surveillance without adjuvant radiotherapy 

and a close follow-up. After two years, the patient is free of disease. 

The results obtained from this surgery showing the accuracy and convenience of the 

proposed setups are promising. Navigation provided the confidence needed to undertake a 

more conservative approach and avoided the complete removal of the maxilla. The proposed 

navigation setup allowed a less invasive procedure compared to previous studies. We believe 

that image-guided surgery and 3D printing can provide a personalized, safe, and conservative 

en bloc resection minimizing the need for reconstruction. 
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7 

DISCUSSION 

Late advancements in imaging techniques and computational power have boosted the 

introduction of CAS inside the operating room to improve precision and safety in surgical 

interventions [88]. Initially, the application of these technologies was restricted to 

neurosurgical procedures. In these interventions, accuracy is crucial to obtain satisfactory 

surgical outcomes and minimize the risks. Also, the surgical field is surrounded by the skull, 

a rigid structure that can be fixated to provide a well-defined and reliable reference frame, 

necessary for precise surgical navigation [30]. 

In the last decades, these tools have been translated to other disciplines such as 

orthopedic [106], [191], and maxillofacial [109] oncology. However, this translation requires 

an adaptation to each surgical scenario. These procedures mainly involve rigid bony 

structures, facilitating the translation of the preoperative plan. However, these structures are 

mobile or cannot be fixed due to the surgical approach. Consequently, new solutions have 

been introduced involving dynamic reference frames and new registration methods. 

Although many solutions have been proposed adapted for each surgical scenario, 

there is still room for improvement. We have to pursue feasible and convenient setups that do 

not impose a more invasive procedure and are accessible. Additionally, more studies should 

be performed to analyze their accuracy and define the optimal setups to ensure precision. The 

aim of this thesis was to tackle the limitations of current solutions and present new 

alternatives that meet these criteria, analyzing the accuracy provided and comparing the 

results with conventional methods. 

We first focused on using 3D-printed PSIs as surgical guides for orthopedic oncology 

procedures. Their application is increasing as they are easily introduced in the surgical room 
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and do not require extra hardware [177], [178], [185], [197], [198]. However, they are 

designed with large sizes to ensure an adequate installation, requiring additional bone 

exposure and, therefore, increasing intraoperative time and invasiveness [177], [184]. Their 

use in the pelvis is of significant interest due to its large and complex shape, with adjacent 

delicate structures [176], [194]. However, no study measures the accuracy they provide in 

realistic scenarios with a sufficiently large number of cases. 

In this thesis, we performed an experimental cadaveric study with a large sample to 

characterize the accuracy of PSIs in the four most common locations for pelvic osteotomies. 

We followed a realistic workflow for preoperative planning and intraoperative procedure. To 

minimize the invasiveness of previous solutions, we reduced the size of PSIs, limiting the 

bone exposure. Additionally, PSIs were fabricated in a biocompatible material with a desktop 

3D printer to make them more accessible, as they present a significantly lower price 

compared to industrial 3D printers. We analyzed the placement errors, computing translations 

and rotations with respect to the planned position. These errors were represented in a local 

reference frame to improve their characterization and interpretation. We also measured the 

osteotomy errors resulting from PSIs incorrect placements. The results demonstrate similar 

accuracy in short osteotomies to previous studies with lower samples, performed with larger 

PSIs in less realistic setups. However, we recorded errors higher than 5 mm for larger 

osteotomies located in the ilium, which are not acceptable for oncologic resections. 

An alternative to the use of PSIs in pelvic oncology is surgical navigation. It allows 

not only to guide osteotomies but also to identify other anatomical structures during the 

procedure, which can also enhance guidance and avoid damaging vital structures [30], [190], 

[191], [193]. However, it introduces additional and expensive devices in the operating room. 

The patient-to-image registration step requires exposure of bone areas not necessarily 

involved in the procedure as anatomical landmarks and large surfaces are used, becoming 

more invasive and increasing intraoperative time [190], [195], [206]. Also, installing a 

dynamic reference frame fixed to the patient’s bone increases the operative time and can be 

obtrusive [106], [199]. 

To overcome these limitations, we propose the introduction of the small PSIs 

presented in our previous work to use them as artificial landmarks, limiting bone exposure. 

We also simplify the reference frame installation by including a socket in the PSIs design to 

introduce the dynamic reference frame, allowing to attach and detach it on request. This 
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solution reduces the invasiveness, as well as the time and the obtrusiveness. We tested the 

accuracy and feasibility of the proposed setup in a cadaveric study. The installation of the 

dynamic reference frame demonstrated repeatability, which allows removing it without the 

need to repeat registration every time it is reinserted. We also analyzed the errors introduced 

by the PSIs and the navigation system combined and separately, defining the optimum 

configurations of PSIs for three common surgical scenarios to achieve high accuracy in the 

surgical area following a non-invasive setup. We concluded that adequate navigation 

accuracy and osteotomy errors below 2 mm could be achieved when at least two small PSIs 

are placed surrounding the target region. The highest errors measured with the data collected 

from the experiment were again a consequence of incorrect placements of PSIs located in the 

ilium. 

The ilium region presents an extensive and regular shape that hinders the correct 

placement of PSIs and can lead to high deviations from the planned position. Whether PSIs 

are used independently or as a tool for surgical navigation, this uncertainty in their placement 

is the most critical source of error [207], [208]. 

To prevent this, we proposed to use AR as a tool to guide PSIs placement. The 

planned position can be displayed on top of the patient’s bone, indicating the surgeon where 

to install the PSI. We developed an AR application based on detecting a 3D-printed optical 

marker placed on a PSI and tested it with four users who placed six pairs of PSIs in the ilium 

(one in the iliac crest and the other in the supra-acetabular region). Users placed the PSIs 

freehand, using a smartphone, and the HoloLens 2. The results demonstrate how AR can 

significantly reduce the risk of high placement errors, ensuring placements close to the target. 

Both devices present similar results, and the selection of one over the other is more subject to 

surgeons’ preferences. Additionally, we performed the experiment in two phantom versions, 

where one was the traditional version 3D-printed in PLA, and the other included a layer of 

silicone simulating tissue to provide realism. The results demonstrated that PSIs are easier to 

place in the non-realistic phantom, which should be considered for further studies focused on 

measuring the precision of these devices. We also studied the differences among cases where 

smaller PSIs located in smoother regions presented higher errors than those with larger sizes 

or placed in more distinct regions. Hence, there exists a trade-off between reducing 

invasiveness and ensuring precision for the design of PSIs. 
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Finally, with the same objective of optimizing the current technique, we wanted to 

apply these same technologies to another discipline where surgical guidance is also of great 

value to achieve an accurate oncological resection with low risks. This is the case of tumor 

resections in deep regions of the mouth where the visibility and access are limited, and vital 

structures are close to the affected area [227], [265], [273]. In these interventions, the 

patient’s head cannot be fixed as surgeons need to move it to access the surgical region. 

Therefore, alternative setups based on dynamic reference frames or new registration 

techniques need to be applied. Some studies have presented solutions based on dynamic 

reference frames screwed to the head [229], [246]. However, these setups are invasive and 

use non-precise registration points. 

For this thesis, we focused on a real clinical case of a patient presenting an ACC in 

the hard palate. In this scenario, introducing surgical navigation enabled a more conservative 

approach and avoided the complete removal of the maxilla, minimizing the need for 

reconstruction. We studied the case and proposed three different non-invasive navigation 

solutions. Two solutions were based on an OTS with different registration methods and one 

on AR. All solutions used 3D-printed tools fabricated with desktop 3D printers to track the 

patient and surgical instruments. The accuracy of each system was measured with a 3D-

printed patient-specific phantom. We obtained similar results for all solutions with errors 

below or close to 1 mm. Finally, one of the solutions based on the OTS was applied for 

surgical navigation during the intervention, although AR was also tested for visualization. 

The results obtained from the postoperative CT demonstrated high accuracy, with errors 

below 2 mm in 90% of the points recorded intraoperatively along the resection margins. The 

surgical outcomes demonstrated clear margins, and after two years the patient was free of 

disease. 

The four studies included in this thesis demonstrate the multiple options 3D printing 

presents in surgical scenarios. We have used 3D printing not only to fabricate surgical guides 

but also to create AR markers, fabricate patient-specific phantoms, create patient-specific 

splints, or manufacture other surgical tools such as reference frames to track the movements 

of the patient or surgical instruments. All these devices have been fabricated using a desktop 

3D printer, obtaining accurate results at a lower cost than industrial 3D printers. These 

printers present an affordable price and can be included in the hospitals for faster production, 

allowing cost-effective on-demand manufacturing [174]. However, 3D printing requires the 



101 

introduction of well-trained engineers in the hospital and the implication of surgeons in the 

production process.  

One factor worth mentioning is that the application of all these systems requires extra 

preoperative time from both engineers and surgeons to plan the surgery, develop the 

software, design the 3D-printed tools, fabricate, and test them. This is a common entry barrier 

for the use of these technologies. However, it presents several potential benefits. 

Intraoperative time is reduced, and the procedure is performed with a higher control [41] 

without increasing the risk of complications [43], [44].  

Although the OTS device used for the studies presented in this thesis (NDI Polaris 

Spectra, CA) is expensive, there is alternative and more accessible hardware such as 

OptiTrack V120:Duo or V120:Trio (Natural Point Inc., Corvallis, OR, US), that can also be 

used with the free, open-source software used for navigation, 3D Slicer. 

This thesis has proposed several solutions that help minimize the invasiveness of 

current setups for surgical navigation. Although these solutions have been applied to two 

specific scenarios, selected for their complexity, similar solutions could be translated to other 

procedures where CAS can improve surgical outcomes. 
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8 

CONCLUSIONS 

The main contributions and conclusions of this thesis are as follows: 

• We proposed a less invasive setup for osteotomy guidance in pelvic tumor resections, 

based on small PSIs fabricated with desktop 3D printers at a low cost. The solution 

was tested in a cadaveric experiment with a large sample following a realistic 

workflow. Their placement accuracy was analyzed for the four most common 

osteotomy locations, obtaining similar results to previous studies with more invasive 

setups. The results obtained from the analysis allowed us to identify the ilium as the 

region more prone to errors in placement. 

• We studied how small PSIs can also be used for surgical navigation with an OTS in 

pelvic tumor resections to reduce the invasiveness associated with its setup. 

Anatomical landmarks and bone surfaces usually exposed for patient-to-image 

registration are substituted with artificial landmarks included in the PSIs, minimizing 

the exposed area. The installation of the dynamic reference frame for patient tracking 

is also optimized by attaching it to the PSIs. We validated the proposed setup in 

cadavers and evaluated its accuracy, defining the optimum PSIs configurations for 

surgical navigation in the three most common scenarios of tumor resection in the 

pelvis. 

• To avoid high placement errors of PSIs in the ilium, we proposed AR guidance. We 

developed an AR application for smartphones and HoloLens 2 that displays the 

correct location of the PSIs intraoperatively. We evaluated its accuracy in a 3D-

printed phantom, comparing the results with freehand placement. The analysis was 

also performed in a realistic phantom version which included a layer of silicone to 

simulate tissue. The results demonstrated how this layer hindered their placement 
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similarly to real scenarios. High deviations were significantly reduced in those cases 

where AR was used, with similar results for both devices.  

• We proposed and tested in a phantom three solutions for surgical navigation in palate 

tumor resection based on OTS and AR. The solutions presented less invasive setups 

compared to previous studies. The tools used to track the patient and instruments were 

fabricated with desktop 3D printers at a low cost. One solution was finally applied in 

a surgical case. The postoperative results demonstrated a high navigation accuracy 

with errors below 2 mm. The proposed solution enabled a less invasive setup and a 

conservative approach with adequate surgical outcomes presenting clear margins. 
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