
DOI: 10.1109/mcom.001.2000853

© 2021, IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works.
Public and Non-Public Network Integration for 5Growth Industry 4.0 Use Cases
Carlos Guimarães*, Xi Li†, Chrysa Papagianni‡*, Josep Mangués-Bafalluy§, Luis M. Contreras¶*,
Andres Garcia-Sazvedro†, Juan Breule*, Diego San Cristobal‡, Jesus Alonso‡, Aitor Zabala‡,
Jani-Pekka Kainulainen*, Alain Mourad*, Manuel Lorenzo**, Carlos J. Bernardos***,
Universidad Carlos III de Madrid, Spain, NEC Europe, Germany, Nokia Bell Labs, Belgium,CTTC, Spain,
Telefónica I+D, Spain, Nextworks, Italy, Ericsson, Spain, INNOVALIA, Spain, Telecaria Ideas S.L., Spain,
InterDigital Europe, UK University of Amsterdam, The Netherlands

Abstract—5G is playing a paramount role in the digital transformation of the industrial sector, offering high bandwidth, reliable and low latency wireless connectivity to meet the stringent and critical performance requirements of manufacturing processes. This work analyzes the applicability of 5G technologies as key enablers to support, enhance and even enable novel advances in Industry 4.0. It proposes a complete 5G solution for two real-world Industry 4.0 use cases related to metrology and quality control. Such a solution uses 5Growth to ease and automate the management of vertical services over a Software-Defined Network (SDN) and Network Function Virtualization (NFV) based 5G mobile transport and computing infrastructure, and to aid the integration of the verticals’ private 5G network with the public network. Finally, a validation campaign (i) assesses the applicability of the proposed solution to support the performance requirements (especially latency and user data rate) of the selected use cases, and (ii) evaluates its efficiency regarding vertical service setup time across different domains in less than 3 min.

I. INTRODUCTION

Up until the advent of 5G, commercial mobile networks followed a one-size-fits-all paradigm towards their network infrastructure, where general-purpose connectivity is provided disregarding the distinct needs of the vertical industries. As such, vertical industries have been using specialized networks customized for their specific applications. With network softwarization, network function virtualization and network slicing, 5G technologies embraced by 5G, a custom-fit paradigm becomes available. Different verticals and logically isolated networks (i.e., network slices) within the same and shared network infrastructure are tailored to the requirements of different vertical services [1]. In doing so, 5G raises novel opportunities for the vertical industries to introduce innovative use cases and facilitates the creation of cross-industry partnerships and fully customized digital ecosystems.

Simultaneously, the next industrial revolution is on the verge, focusing on a digital transformation supported by cyber-physical systems, Internet of Things (IoT) and networks. Industry 4.0 [2] aims to bridge the gap between the physical and the digital worlds. This digitalization of the industry sector opens the way for the factories of the future, characterized by their smartness, flexibility, increasing connectivity, automated processes, and cooperation between all elements in the industrial environment. Production lines can be rapidly and autonomously reconfigured to cope with changing needs, enabling a new evolution on the manufacturing paradigm: from mass production to mass customization and personalization.

This transformation is being highly impacted by 5G and its supporting technologies, which appear as the key enablers for accomplishing and shaping the future of the Industry 4.0 [3]. Although wired connectivity provides the best value in terms of bandwidth, capacity, latency, reliability, and availability, it comes with high costs and provides limited flexibility. The wireless connectivity provided by 5G fulfills the stringent and critical requirements of a vast range of applications, while bringing the benefits of increased flexibility, connections density, and global connectivity [4]. Moreover, the ubiquitous and programmable platform offered by 5G, in combination with emerging technologies like Artificial Intelligence (AI), opens new opportunities in the industrial processes.

This work evaluates the applicability and efficacy of 5G and supporting technologies for realizing the Industry 4.0 vision. In particular, it analyzes the real needs of an industrial vertical whose systems and solutions are related to metrology and quality control processes in manufacturing, thus focusing on two paramount use cases of its product portfolio (Section II). Towards that end, 5Growth, an AI-driven automated and shareable 5G End-to-End (E2E) platform, is set out as an essential part of the proposed solution to support the selected Industry 4.0 use cases (Section III). This work culminates with the proposal of a complete 5G solution to support both use cases, including (i) a preliminary data-plane validation and (ii) an evaluation of the setup and release of the E2E vertical service (Section IV). Finally, the conclusions and future work are given in Section V.

II. 5G AS A KEY ENABLER FOR INDUSTRY 4.0

Industry 4.0 aims to build smart, fully connected and automated factories, where IoT technology, cloud solutions, big data cruncher, and cyber-security components are key ingredients. This brings new challenges to deliver an industrial Internet that integrates all these components while meeting the stringent industrial requirements (e.g., <5ms latency, >1Gbps data rates). This is difficult to achieve with mobile technologies such as 3G and 4G. 5G provides high-quality wireless...
communications, with much faster transmission rate (up to 10-20Gbps peak data rates) and lower latency (less than a few milliseconds), as well as a ubiquitous and programmable platform integrating various distributed networking, computing and storage resources, interconnecting machinery, sensors, processes, products, and workers, within the factory [5].

A. Metrology and Quality Control Use Cases

The applicability of 5G technologies for Industry 4.0 is analyzed with respect to two use cases on metrology and quality control processes. These use cases reflect the actual needs of an industrial vertical, thus shifting from a theoretical perspective to a practical and applied validation.

1) Connected Worker Remote Operation of Quality Equipment (INNO-UC1): Quality control is an important but expensive stage of a product lifecycle, requiring specialized personnel to configure and calibrate quality control machinery used in the process. Specialized workers either travel to the factory or the machine is dispatched to the vertical headquarters. Enabling its remote configuration and calibration significantly reduces service response time and costs, as it alleviates the need for on-site maintenance. Therefore, this use case aims to enable the remote control of a machinery that is used to measure the geometry of physical objects (Coordinate-Measuring Machine - CMM), using a virtual joystick and high-quality live video streams that provide visual feedback of the executed actions (e.g., general view of the CMM or detailed view of the scanned surface). Since the CMM must be configured and calibrated to measure any new type of manufactured piece, rapid customization as envisioned by Industry 4.0 will significantly increase the number of times that specialized personnel needs to access the CMM. Thus, this use case enables significant savings in terms of response time and cost. However, it also imposes stringent requirements in terms of latency to enable real-time control and high data rates to deliver the data generated by the CMM and the video system.

2) Augmented Zero Defect Manufacturing Decision Support System (INNO-UC2): Every time the model of a manufactured piece is changed, the correspondent scanning program needs to be loaded into the CMM. However, as the next piece coming out of the production lines is unknown until they arrive at the scanning station, it is not possible to trigger such operation beforehand (e.g., while the piece is being transported from the production line to the scanning station). This process takes time, which reduces the productivity as well as hinders the possibility of sharing a CMM across multiple production lines. Automating the different stages of the quality control process not only optimizes the productivity of the CMM but also increases the flexibility of the production lines. Accordingly, this use case aims at enabling Automated Guided Vehicles (AGVs), that are responsible for carrying manufactured pieces from the production line to a CMM for quality control, to preemptively notify the object identifier, triggering the corresponding scanning program to be loaded into the CMM. Measurements are then sent to the quality control system. As an example, whenever a new batch of automotive pieces is produced, different types are randomly selected for inspection, therefore they need to be transported by AGVs to the scanning stations. Thus, this use case allows a single CMM to be shared by multiple production lines and to reduce the scanning time for different reference pieces, increasing flexibility and efficiency of the quality control process. However, the automation of this process imposes stringent requirements in terms of latency to enable remote driving of AGVs, Machine-to-Machine (M2M) communication between the AGVs and the CMM, and high data rates to download the scanning programs and to retrieve the results to the quality control system.

B. Keeping Industrial Networks Private

5G will accelerate the digital transformation of industrial environments by enabling private 5G networks, known as 5G non-public networks (NPNs) [6]. A Standalone NPN (SNPNs) constitutes a fully operational 5G network, deployed at the factory premises. It is a totally isolated network without any interaction or dependency from a public network (PN) operated by a Mobile Network Operator (MNO), running on separate infrastructure. Furthermore, Public Network Integrated-Non-Public Networks (PNI-NPNs) leverage on capabilities available at the PN to complement the NPN counterpart, thus being completely or partially dependent on the infrastructure and the functions (e.g., packet core functions) of the MNO. Different degrees of integration are foreseen, namely sharing the Radio Access Network (RAN), sharing both RAN and 5G Core (5GC) control plane, or having the NPN fully hosted and delivered by the PN [7]. Several attributes are considered for the selection of a deployment options [8]:

- **Quality of Service (QoS)定制化.** While the SNPN offers full customization, the more the PNI-NPN solution relies on the PN the more the capability to customize QoS is diluted, up to the point where the QoS is configured by the PN (no customization).
- **Autonomy and Entry Barriers.** The SNPN grants total autonomy, ensuring full network management but increasing the entry barrier. The vertical builds, runs and troubleshoots the entire solution. In a PNI-NPN solution, the NPN depends partially or completely on the PN (up to the point that failures in the PN affect the NPN), including authorized management capabilities exposed by the PN. The greater the dependency, the lower the entry barrier for the vertical.
- **Security.** In a similar fashion, a tighter PNI-NPN integration, increases the dependency on the security mechanisms implemented by the PN.
- **Isolation.** In the SNPN all the information is confined internally to the premises of the vertical. In less dependent PNI-NPN integration only part of the information and control is moved to the PN domain. When fully hosted by the PN, all the information crosses the PN domain. Nevertheless, network slicing enforces any isolation requirement.
- **Service Continuity.** In the SNPN, service continuity is not guaranteed across the PN unless specific agreements are in place. In the case of a PNI-NPN, the continuity is
easily guaranteed e.g., through national roaming agree-
ment.

Due to the nature of the selected use cases, a PNI-NPN approach that eases mobility and inter-site deployments is preferable, since the vertical services span across facilities in different geographic locations. In particular, RAN and 5G service orchestration platform [9] that integrates 5G connectivity with network slicing, virtualization and multi-domain solutions. Custom network slices with substantially different requirements over a shared heterogeneous network infrastructure that belongs to multiple organizations and features edge, cloud, and transport is a complex task. Furthermore, making an efficient use of resources when service demands and network conditions continuously change adds extra complexity. Beyond the logical separation of communications, inter-slice performance isolation is required given the critical nature of communications. Still, synchronizing the operation of highly different traffic flows (e.g., video and control in INNO-UC1) is required. Furthermore, closed control loops in charge of service auto-scaling, anomaly detection, root cause analysis and fast restoration of the communication in case of failure aim to maximize production line availability.

III. 5Growth PLATFORM FOR AUTOMATED VERTICAL SERVICE PROVISION AND MANAGEMENT

5Growth is an AI-driven automated 5G E2E service platform [10] that integrates 5G connectivity with network slicing, virtualization and multi-domain solutions. Custom network slices are instantiated to concurrently support the service requirements of multiple, heterogeneous applications over a shared network infrastructure that not only comprises different types of resources (e.g., at the edge, cloud, and transport) but also spans across multiple administrative domains (e.g., PNI-NPN scenario).

Building on such capabilities, 5Growth is selected as the 5G service orchestration platform to solve the abovementioned architectural and operational challenges and, simultaneously, to exploit the business and technical opportunities. In summary, 5Growth brings the following benefits to the selected use cases, and Industry 4.0 in general: (i) enhanced and abstracted vertical support; (ii) automation, dynamicity, and scalabil-

A. 5Growth System Architecture

5Growth system architecture (Figure 1) enhances the 5G-TRANSFORMER platform on the following five dimensions: usability, flexibility, automation, performance, and security. Its core building blocks, namely the Vertical Slicer (5Gr-VS), the Service Orchestrator (5Gr-SO) and the Resource Layer (5Gr-RL), are inherited from 5G-TRANSFORMER and complemented with two new building blocks, namely the Vertical-oriented Monitoring System (5Gr-VoMS) and the AI/ML Platform (5Gr-AIMLP).
B. 5Growth-based Enhancements to Selected Use Cases

5Growth platform implements a set of architectural, algorithmic, security, and auditability innovations, designed to automate vertical service provisioning and management. These leverage mostly on the 5Gr-VoMS and 5Gr-AIMLP to, respectively, provide relevant data and train the AI models which are then executed in the 5Growth stack to enhance the selected use cases, as follows:

- **Vertical service monitoring** offers real-time monitoring information based on metrics received from the vertical service. As such, verticals have an enhanced view about information based on metrics received from the vertical operations/business support system (OSS/BSS).

1) **5Gr-VS** acts as a single-entry point for verticals requesting the provisioning and management of vertical services, through a simplified and vertical-oriented northbound interface with the vertical operations/business support system (OSS/BSS).

2) **5Gr-SO** provides network service and resource orchestration capabilities to support E2E orchestration of Network Function Virtualization Network Services (NFV-NSs) and their lifecycle management. NFV-NSs are provisioned in the local and/or peering administrative domains according to service requirements and available resources.

3) **5Gr-RL** offers a customizable Software-Defined Network (SDN) and Network Function Virtualization (NFV)-based transport and computing platform supporting a diverse range of computing and networking requirements. It abstracts and handles the configuration of the transport, mobile, storage, and compute resources.

4) **5Gr-VoMS** integrates application-level monitoring probes and provides enhanced monitoring to the remaining building blocks of the 5Growth platform.

5) **5Gr-AIMLP** supports different 5Growth layers to run AI algorithms for their decision-making processes. It handles online or offline training of selected AI models using either data coming from the 5Gr-VoMS or external data.

- **Control-loop stability, smart orchestration and resource control** aim at fully automating vertical services (network slices) lifecycle management and Service Level Agreement (SLA) enforcement. In Industry 4.0 environments, different processes with distinct requirements need to coexist. Assuming that computational and networking demands change over time for one of the vertical services, the impact on the remaining services must be minimized to avoid SLA violations. For example, the slightest misbehavior during the remote calibration of the CMM result in its misconfiguration and, consequently, lead to incorrect measurements. Through 5Growth, optimizations are autonomously applied to ensure the fulfillment of SLAs. Dynamic scaling strategies can be enforced using AI techniques such as Random Trees, Random Forests, or Reinforcement Learning, trained using infrastructure context information (e.g., resource consumption and available resources), Key Performance Indicators (KPIs) and SLAs, and application-level usage information.

- **Security, anomaly detection and forecasting** allow to detect and/or forecast security breaches, intrusions, and anomalies, but also to forecast future demands. An early detection of these events allows preventive actions to be taken to mitigate any impact on the running services, as stalling events of even seconds can incur in high losses. For example, detecting the malfunction of a given infrastructure resource (e.g., compute server or gNodeB) allows preemptive service migration to a different set of resources before the running services are actually impacted. Its implementation can explore AI techniques such as Principal Component Analysis (for security), K-means and hierarchical clustering (for anomaly detection) and Long-Short Term Memory (for forecasting), trained with traffic and mobility patterns, resource-level telemetry data, and application-level usage information.

- **Federation and multi-domain** allow vertical services to be extended towards other peering providers, targeting an efficient PNI-NPN integration. As depicted in Figure 1, multiple levels of interactions are supported by 5Growth at: (i) communication service level; (ii) network slice level; and (iii) network service level. As the radius of operation of both selected use cases spans across multiple geographic locations, vertical services extend outside the local domain using any of the aforementioned interactions, to achieve full connectivity that guarantees the performance KPIs and SLAs. Reinforcement Learning, and specifically Q-Learning, can be applied to achieve profit maximization for the vertical service deployment, relying on data such as the available resources in the local and peering providers, and price of a service.
IV. 5G-BASED TECHNICAL SOLUTION FOR THE SELECTED USE CASES

The complete 5G solution for both use cases is depicted in Figure 2. It comprises two vertical sites, namely the factory where all the machinery is installed and the headquarters where workers remotely control operations, and the PN interconnecting these sites. The 5Growth and the 5G-EVE [13][14] platforms embody the 5G service platforms for the NPN (i.e., vertical premises) and the PN, respectively. 5G-EVE is a European platform for the validation and large-scale experimentation on 5G technology, providing full sets of 5G capabilities, including 5G new radio, backhaul, core and service technologies as well as slicing and orchestration.

A shared RAN and control plane deployment option is envisioned for the private 5G network deployed within the vertical premises (i.e., NPN). This is the preferable option as it reflects a realistic commercial solution for the targeted industrial vertical. It meets the low latency and privacy requirements for the NPN since a private (local) User Plane Function (UPF) operates in the vertical site. Data traffic between devices in the same site (i.e., NPN domain) remains inside the vertical premises, using the local UPF. In turn, data traffic destined to a geographically remote location needs to be transferred via the PN. However, the operation and subscription information of the NPN terminals is stored in the MNO’s domain. Finally, an edge server located in the vertical site hosts the different virtual components, as summarized in Table I.

A. 5Growth – 5G-EVE Approach

Figure 2 presents the high-level architectural components and interactions involved in a vertical service deployment between 5Growth and 5G-EVE platforms. 5G-EVE provides programmatic interfaces to external platforms that enable lifecycle management operations. Service definition is performed manually over the 5G-EVE Portal by the vertical, in order to on-board the Virtual Network Function (VNF) packages and descriptors that define the service (step 1). However, in a commercial setup that involves a PNI-NPN deployment, the vertical would not directly interact with the MNO (5G-EVE in our example). Instead, the vertical would only interact with its local platform, which in turn would relay service definition, on-boarding, and lifecycle management operations, using the interfaces provided by the MNO.

Following the on-boarding step, the vertical requests the creation of the service from the 5Gr-VS of the local 5Growth platform (step 2). The 5Gr-VS leverages the 5G-EVE platform to deploy the vertical service, using the 5G-EVE Portal Application Programming Interface (API) (step 3). 5G-EVE decomposes the vertical service to individual functions, deploying the 5G control plane under the 5G-EVE domain (steps 4a and 6a) and requesting the deployment of the private UPF and remaining VNFs from the 5Growth platform (step 4b). Finally,

![Fig. 2. Integrated Technical Solution](image-url)
the 5Gr-SO orchestrate the virtual resources to implement the NFV-NSs, requesting their instantiation towards the 5Gr-RL (steps 5 and 6b).

B. Preliminary KPIs Validation

A preliminary validation on the applicability of 5G connectivity on supporting the selected use cases is presented in this section. In doing so, the main performance KPIs associated with both use cases are identified and summarized in Table II. Note that the KPIs for each component are provided by the industrial vertical partner that highly relies on the selected use cases for its operations. This validation is fundamental prior to any use case deployment in the operational environment of the vertical (i.e., Technology Readiness Level 6 and above), allowing to identify potential gaps towards supporting the services’ KPIs and to tune the virtual applications and 5G configurations.

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>NETWORK SLICES AND TARGET KPIS REQUIRED BY THE USE CASES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical Service Setup</td>
<td>KPI</td>
</tr>
<tr>
<td>Video System (eMBB slice)</td>
<td>User Data Rate</td>
</tr>
<tr>
<td></td>
<td>Packet-loss</td>
</tr>
<tr>
<td></td>
<td>E2E Latency</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td>Remote Joystick (URLLC slice)</td>
<td>User Data Rate</td>
</tr>
<tr>
<td></td>
<td>Packet-loss</td>
</tr>
<tr>
<td></td>
<td>E2E Latency</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td>AGV Control (URLLC slice)</td>
<td>User Data Rate</td>
</tr>
<tr>
<td></td>
<td>Packet-loss</td>
</tr>
<tr>
<td></td>
<td>E2E Latency</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td>CMM Program Storage (eMBB slice)</td>
<td>User Data Rate</td>
</tr>
<tr>
<td></td>
<td>Packet-loss</td>
</tr>
<tr>
<td></td>
<td>E2E Latency</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td>Quality Control System (eMBB slice)</td>
<td>User Data Rate</td>
</tr>
<tr>
<td></td>
<td>Packet-loss</td>
</tr>
<tr>
<td></td>
<td>E2E Latency</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
</tr>
</tbody>
</table>

1) Experimentation Setup: The validation experiments are performed at the STONIC Laboratory, located in the IMDEA Networks Institute (Spain). STONIC provides 5G non-standalone (5G NSA) (BB630 baseband and Advance Antenna System AIR 6488), and 4G networks (BBU5216 baseband and RRU 2203 with integrated antenna), both by Ericsson. As the industrial equipment (e.g., CMM, video cameras and remote user device) is not 5G enabled, the devices are connected (via Ethernet) to two 5G/4G CPEs (HUAWEI 5G CPE Pro Baloong 5000 and HUAWEI B315s-22) that provide the radio interface to the 5G NSA and 4G networks. Both 5Growth and 5G-EVE platforms are deployed in the Edge Datacenter at STONIC, each managing their own set of computing and networking resources. Management, control and data-plane connectivity between platforms is established through the STONIC network.

2) Benchmark Results: Benchmark results for 5G NSA and 4G are presented in Table III. The results reflect an exemplary data flow path including the CMM or Video Camera → Private UPF → Data Assembler and Robot Link VAs or Video System VA → MNO UPF → 5G-User Plane (5G-UP) → MNO UPF → Operator Device.

Results presented in Table III show that 4G is unable to meet the target KPIs of the required network slices, as defined in Table II, namely in terms of latency and user data rate. In turn, 5G provides an important enhancement on these two metrics and also in terms of jitter, performing close to the required levels. Nevertheless, with the implementation of 5G SA, further enhancements on latency and user data rate are expected. The availability KPI is not assessed, since a good estimation requires the system to run for long periods and preferably on its final deployment location.

In terms of vertical service setup, Figure 3 presents experimental results regarding the instantiation and termination times of the INNO-UCI vertical service. Whenever the vertical service is deployed across both PN and NPN domains (i.e., 5G-EVE and SGrowth, respectively), some extra time is required to complete operations. The main reason for this overhead is that both platforms follow a pooling mechanism (instead of an event-based approach) to check the status of operations on their counterparts. Complementary to the aforementioned results, 5G-TRANSFORMER, the parent platform of 5Growth, deploys federated services, featuring virtual mobile core entities and applications, in ≈270s [15].
V. Conclusions and Future Work
This work analyzes the merits of 5G technologies as key enablers to support, enhance and even enable novel advances in the Industry 4.0 landscape, focusing on two use cases relevant to metrology and quality control. A complete 5G solution is proposed, which comprises not only 5G connectivity on the last networking hop but also exploits the 5Growth platform to ease and automate the creation and management of vertical services following a PNI-NPN approach. The validation campaign shows that 5G performance is close to the required KPIs (especially in terms of latency and user data rate), while the use of the 5Growth platform keeps the service instantiation and termination time low (less than 3min). In the next set of validation campaigns, 5G SA is going to be assessed both in the mid-band (3.5Ghz) and high-band spectrum (mmWave), including a full deployment of both use cases in the vertical premises.

Finally, complete automation of industrial processes, using AI-powered operators that autonomously perform any task, will not only increase the amount of generated data, but also impose more stringent latency requirements, since machines are not limited by the human capability to perceive the environment and operate faster.
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