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ABSTRACT

One of the foremost and challenging subfields of MRI is cardiac magnetic resonance imaging (CMR). CMR is becoming an indispensable tool in cardiovascular medicine by acquiring data about anatomy and function simultaneously. For instance, it allows the non-invasive characterization of myocardial tissues via parametric mapping techniques. These mapping techniques provide a spatial visualization of quantitative changes in the myocardial parameters. Inspired by the need to develop novel high-quality parametric sequences for 3T, this thesis's primary goal is to introduce an accurate and efficient 3D single breath-hold MR methodology for measuring cardiac parametric mapping at 3T.

This thesis is divided into two main parts: i) research and development of a new 3D T1 saturation recovery mapping technique (3D SACORA), together with a feasibility study regarding the possibility of adding a T2 mapping feature to 3D SACORA concepts, and ii) research and implementation of a deep learning-based post-processing method to improve the T1 maps obtained with 3D SACORA.

In the first part of the thesis, 3D SACORA was developed as a new 3D T1 mapping sequence to speed up T1 mapping acquisition of the whole heart. The proposed sequence was validated in phantoms against the gold standard technique IR-SE and in-vivo against the reference sequence 3D SASHA. The 3D SACORA pulse sequence design was focused on acquiring the entire left ventricle in a single breath-hold while achieving good quality T1 mapping and stability over a wide range of heart rates (HRs). The precision and accuracy of 3D SACORA were assessed in phantom experiments. Reference T1 values were obtained using IR-SE. In order to further validate 3D SACORA T1 estimation accuracy and precision, T1 values were also estimated using an in-house version of 3D SASHA. For in-vivo validation, seven large healthy pigs were scanned with 3D SACORA and 3D SASHA. In all pigs, images were acquired before and after administration of MR contrast agent.

The phantom results showed good agreement and no significant bias between methods. In the in-vivo experiments, all T1-weighted images showed good contrast and quality, and the T1 maps correctly represented the information contained in the T1-weighted images. Septal
T1s and coefficients of variation did not considerably differ between the two sequences, confirming good accuracy and precision. 3D SACORA images showed good contrast, homogeneity and were comparable to corresponding 3D SASHA images, despite the shorter acquisition time (15s vs. 188s, for a heart rate of 60 bpm). In conclusion, the proposed 3D SACORA successfully acquired a whole-heart 3D T1 map in a single breath-hold at 3T, estimating T1 values in agreement with those obtained with the IR-SE and 3D SASHA sequences.

Following the successful validation of 3D SACORA, a feasibility study was performed to assess the potential of modifying the acquisition scheme of 3D SACORA in order to obtain T1 and T2 maps simultaneously in a single breath-hold. This 3D T1/T2 sequence was named 3D dual saturation-recovery compressed SENSE rapid acquisition (3D dual-SACORA). A phantom of eight tubes was built to validate the proposed sequence. The phantom was scanned with 3D dual-SACORA with a simulated heart rate of 60 bpm. Reference T1 and T2 values were estimated using IR-SE and GraSE sequences, respectively. An in-vivo study was performed with a healthy volunteer to evaluate the parametric maps' image quality obtained with the 3D dual-SACORA sequence.

T1 and T2 maps of the phantom were successfully obtained with the 3D dual-SACORA sequence. The results show that the proposed sequence achieved good precision and accuracy for most values. A volunteer was successfully scanned with the proposed sequence (acquisition duration of approximately 20s) in a single breath-hold. The saturation time images and the parametric maps obtained with the 3D dual-SACORA sequence showed good contrast and homogeneity. The septal T1 and T2 values are in good agreement with reference sequences and published work. In conclusion, this feasibility study's findings open the door to the possibility of using 3D SACORA concepts to develop a successful 3D T1/T2 sequence.

In the second part of the thesis, a deep learning-based super-resolution model was implemented to improve the image quality of the T1 maps of 3D SACORA, and a comprehensive study of the performance of the model in different MR image datasets and sequences was performed. After careful consideration, the selected convolutional neural network to improve the image quality of the T1 maps was the Residual Dense Network (RDN). This network has shown outstanding performance against state-of-the-art methods...
on benchmark datasets; however, it has not been validated on MR datasets. In this way, the RDN model was initially validated on cardiac and brain benchmark datasets. After this validation, the model was validated on a self-acquired cardiac dataset and on improving T1 maps.

The RDN model improved the images successfully for the two benchmark datasets, achieving better performance with the brain dataset than with the cardiac dataset. This result was expected as the brain images have more well-defined edges than the cardiac images, making the resolution enhancement more evident. On the self-acquired cardiac dataset, the model also obtained an enhanced performance on image quality assessment metrics and improved visual assessment, particularly on well-defined edges. Regarding the T1 mapping sequences, the model improved the image quality of the saturation time images and the T1 maps. The model was able to enhance the T1 maps analytically and visually. Analytically, the model did not considerably modify the T1 values while improving the standard deviation in both myocardium and blood. Visually, the model improved the T1 maps by removing noise and motion artifacts without losing resolution on the edges. In conclusion, the RDN model was validated on three different MR datasets and used to improve the image quality of the T1 maps obtained with 3D SACORA and 3D SASHA.

In summary, a 3D single breath-hold MR methodology was introduced, including a ready-to-go 3D single breath-hold T1 mapping sequence for 3T (3D SACORA), together with the ideas for a new 3D T1/T2 mapping sequence (3D dual-SACORA); and a deep learning-based post-processing implementation capable of improving the image quality of 3D SACORA T1 maps.
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Medical imaging is a primary field of current medical research and practice, and there is a continuous drive to improve medical imaging techniques to provide high-quality and cost-effective healthcare. Medical imaging has progressed tremendously during the past decades, fuelled by new high-tech equipment and digital technology breakthroughs. Some of the modalities that have seen significant improvements are magnetic resonance imaging (MRI), radiography, computed tomography, and ultrasound.

Although MRI is critical in today's clinical practice, it is a relatively recent technology with plenty of room to improve. Nuclear magnetic resonance (NMR), the physical phenomenon used by MRI, was presented by the groups of Edwards Mills Purcell and Felix Bloch in 1946 [1, 2], who won the Nobel Prize in Physics in 1952. Later, Paul C. Lauterbur and Peter Mansfield groups made feasible NMR's practical application to medical imaging in the early 1970s [3, 4], sharing the Nobel Prize in Medicine or Physiology in 2003. MRI is a non-invasive technique with the capability to provide images containing reliable information about anatomy, physiology, and pathology. The main advantages of MRI are the non-ionizing radiation, the low side effects of the contrast agents, and the excellent contrast between soft tissues achieved by using their physical and biochemical properties.

One of the foremost and challenging subfields of MRI is cardiac magnetic resonance imaging (CMR). CMR is becoming an indispensable tool in cardiovascular medicine by acquiring data about anatomy and function simultaneously. For instance, it provides unique information about structural changes in the myocardium, being an alternative to myocardial biopsies and histochemical analysis. Although a powerful technique, CMR is challenging due to cardiac motion, and tremendous efforts have been put into research in cardiac acquisitions, triggering, and post-processing algorithms, motivated by the fact that cardiovascular diseases are the leading cause of worldwide deaths. Groundbreaking developments such as 3-dimensional (3D) techniques, parallel imaging, compressed sensing
(CS), fingerprinting, and artificial intelligence (AI) have continuously advanced the performance and versatility of CMR; however, there is still room to decrease acquisition time, improve image quality and reduce costs. Thus, novel high-quality approaches are welcome for advancing CMR and, ultimately, for better patient care.

1.1. MRI Basics

MRI is derived from NMR, a phenomenon based on the interaction between the nuclear spin and an external static magnetic field. In clinical MRI, the nucleus of the hydrogen atom is the most relevant for imaging due to its abundance in water and fat. It is a single positively-charged proton and is continuously rotating, generating a tiny magnetic field known as the magnetic moment. If a strong external magnetic field (B0) is applied, the magnetic moment of the proton experiences a twisting force (torque), and it starts precessing around the B0 field (Figure 1-1). The precessional frequency is proportional to the B0 field and is known as the Larmor precession frequency ($\omega_0$)

$$\omega_0 = \gamma B_0$$  \hspace{1cm} (1.1)

Where $\gamma$ is a constant named the gyromagnetic ratio, and B0 is the external magnetic field. In this way, all the protons precess at the same Larmor frequency while inside the same B0 field.

![Figure 1-1](image)

Figure 1-1 – Precession of the magnetic moment of the hydrogen nucleus in the presence of an external magnetic field B0. Image from [5].
The protons precess in one of two energy levels, known as nuclear Zeeman levels: an energy level parallel to the B0 field (lower energy, spin-up) and an energy level anti-parallel to the B0 field (higher energy, spin-down). The frequency of electromagnetic radiation required to cause transitions between the two levels is the Larmor precession frequency mentioned above. There are slightly more protons located at the lower energy level than at the higher energy level, and this small difference leads to a net macroscopic magnetization, known as M0, as shown in Figure 1-2. M0 aligns perfectly with the B0 field and is associated with the z-direction.

**Figure 1-2** – Protons in the absence (A) and presence (B) of an external magnetic field B0. A) The protons are randomly aligned – the net magnetization is null. B) The protons align parallel (lower energy, spin-up) or anti-parallel (higher energy, spin-down) to the B0, and a measurable net magnetization M0 is created by the excess of protons in the lower energy level. Image adapted from [5].

Since M0 magnetization is small and parallel to the B0 field, measuring it is practically impossible at equilibrium. A circularly polarized radiofrequency (RF) field (B1) is applied perpendicular to the B0 field with a frequency equal to the Larmor frequency to tip 90 degrees the M0 to the x-y plane (transverse plane), as shown in Figure 1-3. This process also brings the protons into phase coherence, creating the oscillating decaying MRI signal that is detected and measured by a receiver coil (sensitive to magnetization perpendicular to B0) while the protons dephasing occurs. The signal amplitude decays exponentially during the protons
dephasing – free induction decay (FID). The RF pulse flip angle is not always required to be 90 degrees and can be adjusted by changing the pulse's strength and duration; for instance, a flip angle of 180 degrees is often applied. The MRI sequences never aim to measure the FID directly; instead, they use the spin (SE) and gradient (GE) echoes, as described in more detail in section 1.2.

Figure 1-3 – M0 is tipped when a circularly polarized radiofrequency (RF) field (B1) is applied perpendicular to the B0 field with a frequency equal to the Larmor frequency. A) The angle between the z-axis and M, denominated as the flip angle (α), depends on the RF pulse's strength and duration. B) A 90° RF-pulse creates a 90° flip angle. C) A 180° RF-pulse, also known as an inversion pulse, creates a 180° flip angle. Image adapted from [6].

As soon as the excitation process is over, the protons start the relaxation process immediately, relaxing progressively from the x-y plane to the equilibrium M0, shown in Figure 1-4. The relaxation consists of the protons' dephasing and the release of the energy absorbed during the excitation.
Figure 1-4 – Free induction decay process. Immediately after the RF pulse, the spin-spin (T2) and spin-lattice (T1) relaxations start, and eventually, the thermal equilibrium is reached again. Image adapted from [6].

The protons' dephasing is due to differences in their precessional frequencies. These differences arise because of the inevitable inhomogeneities in the B0 field and the interactions between the protons. The protons' interactions make the transverse magnetization decrease gradually to zero following an exponential decay function (Figure 1-5). This process is known as spin-spin relaxation, and the time required to drop the transverse magnetization to 37% is known as the relaxation time T2. The spin-spin relaxation is a very rapid process, reaching a zero transverse magnetization after tens of milliseconds. The efficiency of the spin-spin relaxation depends mostly on the proximity of the protons and molecular motion. Therefore, the T2 value of water is longer than the T2 value of fat as the protons' motion is less constrained.
The spin-spin relaxation does not yield a net loss of energy; a net loss of energy only occurs with the protons' interaction with the surrounding tissues (lattice). The release of the energy absorbed during the excitation to the lattice makes the longitudinal magnetization gradually return to the equilibrium $M_0$; in other words, the protons gradually disperse the extra energy and return to the equilibrium populations in the two Zeeman energy levels (i.e., spin-up or spin-down). This process is known as spin-lattice relaxation, and the time required for the longitudinal magnetization to reach 63% of the equilibrium $M_0$ is known as the relaxation time $T_1$. The spin-lattice relaxation is exponential and takes hundreds of milliseconds to reach the equilibrium $M_0$ (Figure 1-6). The efficiency of the tissue in releasing energy to the surrounding environment determines its $T_1$ value. Water is much less efficient than fat in this process, and therefore, the $T_1$ value of water is much longer. $T_1$ is substantially longer than $T_2$ in human tissues and changes considerably with the magnetic field strength.

**Figure 1-5** – Spin-spin relaxation process for cerebrospinal fluid (CSF) and fat. At 1.5 T, $T_2$ of the fat is $\sim 100$ ms, while $T_2$ of CSF is $\sim 2000$ ms. Image adapted from [6].
The relaxation mechanisms are routinely modified by contrast agents to improve image quality and diagnostic accuracy. Gadolinium is a contrast agent with strong paramagnetic properties, and therefore, it gets much more magnetized in a magnetic field than the human tissue. The main effects of using gadolinium are the improvement of the signal-to-noise-ratio (SNR) of the T1-weighted images and the decrease of the T1 and T2 relaxation times. In clinical practice, the fact that tissues affected by the contrast agent appear with an enhanced signal on the T1-weighted images is beneficial to decision making.

The external magnetic field $B_0$ of the scanner is homogeneous. In this way, all the protons present the same Larmor frequency, which is the frequency targeted by the excitation RF pulse. However, in practice, the RF pulse excites only a slice of protons due to a gradient field superimposed to $B_0$, known as the slice-selective gradient. The slice-selective gradient changes the magnetic field experienced by the protons according to their slice and thus changes their precessional frequency (Figure 1-7).

Figure 1-6 – Spin-lattice relaxation process for fat and cerebrospinal fluid (CSF). At 1.5 T, T1 of the fat is $\sim$200 ms, while T1 of CSF is $\sim$3000 ms. Image adapted from [6].
Figure 1-7 – Effect of the field gradient. **A)** In a constant field, i.e., $B_0$, all protons precess at the same Larmor frequency. **B)** When a field gradient ($G_x$) is added, the protons' precessional frequency becomes position-dependent. Image adapted from [7].

Since the protons' precessional frequencies are different for each slice, RF pulses of specific frequencies can excite specific slices, making it possible to examine all imaging planes without moving the patient. The slice-selective gradient steepness and the RF pulse bandwidth determine the slice thickness (**Figure 1-8**).
The slice-selective gradient modifies the precessional frequency of protons at different slices. When an RF pulse with a specific frequency is applied, only the image slice with that frequency is selected. Image adapted from [7].

The position within the slice from where the signal is coming is still unknown only with the slice selection. Two other gradient fields (the frequency-encoding gradient and the phase-encoding gradient) are applied to determine this position. The frequency encoding gradient is applied after the excitation RF pulse and the phase-encoding gradient, while the MR signal is received. All the protons have the same precessional frequency after the slice-selective gradient, so the frequency-encoding gradient is applied perpendicularly to the slice-selective gradient to modify that precessional frequency. In this way, different columns of the slice have different precessional frequencies and emit signals with those frequencies (Figure 1-9).
However, the same column protons still have the same frequency, which is why the phase-encoding gradient is required. This gradient uses the fact that all protons are in phase after the excitation RF pulse. It is applied during a short time between the excitation and the frequency-encoding gradient to slightly change the protons' precessional frequency according to the magnetic field strength, dephasing the protons according to their position in the column. After switching off this gradient, the precessional frequency gets back to normal, while the protons continue dephased. In this way, protons in the same column emit signals with the same frequency but different phases (Figure 1-10). Hence, the signals coming out of the slice have different frequencies and phases according to the location, encoding spatial information.
Figure 1-10 – Phase encoding. Image adapted from [8].

The raw data collected from the MR signal during a scan are stored in a matrix called k-space. K-space represents the acquired image's spatial frequency domain, and after the k-space is filled, an MR image is reconstructed by applying a 2D Fourier transform.

The data in k-space can be collected linearly – cartesian sampling or non-linearly – non-cartesian sampling (Figure 1-11). In the cartesian sampling, the horizontal axis of the k-space typically stores the frequency-encoding information, and the vertical axis typically stores the phase-encoding information. The number of phase encoding steps determine substantially the duration of the measurement. Non-cartesian sampling follows non-linear trajectories. For instance, in the radial and spiral samplings, the frequency and phase encoding gradients are manipulated simultaneously to allow transversals in the k-space, off the cartesian grid. Some advantages of these strategies include faster acquisition and less sensitivity to motion artifacts than cartesian sampling. On the other hand, the periphery of the k-space is relatively undersampled, which can compromise spatial resolution. The image reconstruction is not as straightforward as in cartesian sampling, as the data points need to be re-gridded in a rectangular matrix before Fourier transformation.
Although the k-space and the image space have the same size, the lines in the k-space do not correspond to lines in the image space, i.e., the bottom lines of the k-space do not correspond to the bottom lines of the image. Instead, the data from the center of k-space (low spatial frequencies) contain signal-to-noise and contrast information, while the data from outer areas (high spatial frequencies) contain image resolution information, i.e., boundaries and edges (Figure 1-12).

**Figure 1-11** – K-space data sampling trajectories. Image adapted from [9].

**Figure 1-12** – K-space and corresponding MR images. A) complete k-space – contains all contrast, signal, and resolution information. B) center of k-space only – contains contrast information, but it lacks resolution. C) outer k-space only – contains information about edges and boundaries, but it lacks signal and contrast. Image adapted from [10].
1.2. Quantitative CMR: Acquisition

Two types of MR sequences are the standard for MRI acquisition: gradient-echo (GE) and spin-echo (SE). Despite the ever-increasing amount of different sequences, GE and SE sequences continue to be the basic models of the structure of MR sequences. For both cases, the sequences start with an excitation RF pulse. This RF pulse has a flip angle of 90° for SE sequences and smaller flip angles for GE sequences. In SE sequences, the protons dephase naturally after 90° excitation until a 180° excitation is applied to reverse the protons phase angle without changing the precessional frequencies. The protons come back into phase after a period equal to the time between the 90° pulse and the 180° pulse, creating the spin-echo and emitting the signal (Figure 1-13).

![Figure 1-13 – Basic sequence spin-echo (SE). Image adapted from [7].](image)

In GE sequences, a very fast dephasing of the transverse magnetization is caused by a negative gradient lobe immediately after the excitation pulse. The magnetic field gradient is then reversed with the application of a positive gradient, which makes the protons that were precessing at a low frequency start precessing at a higher frequency and vice-versa. After some time, the protons are in phase, creating the gradient echo and emitting the signal (Figure 1-14). Based on either SE or GE sequences structure, a vast amount of sequences have been developed to improve MRI performance over the years, mainly driven by the need to speed up acquisitions.
Next, the focus is on describing the sequences relevant to this work: cardiac sequences of T1 mapping, T2 mapping, and T1/T2 mapping. A particular focus is put on sequences that were used in this work.

1.2.1. T1 mapping sequences

T1 mapping provides pixel-wise T1 values by fitting images acquired during the T1 magnetization recovery at different times after application of an inversion pulse [11], a saturation pulse [12], or a combination of both [13].

CMR T1 mapping is complex due to the heart's motion, and several two-dimensional (2D) pulse sequences have been presented in recent years to tackle the problem [14–16]. However, these sequences are designed to acquire only a single slice per breath-hold. The modified Look-Locker inversion recovery (MOLLI) sequence applies an inversion pulse followed by different single-shot steady-state free precession (SSFP) readouts over multiple heartbeats [11]. MOLLI is precise and reproducible; however, it underestimates T1, mainly due to the magnetization transfer effect and imperfect inversion efficiency [15]. To overcome this limitation, saturation recovery single-shot acquisition (SASHA) replaces the inversion pulses with saturation pulses, thus avoiding the underestimation of T1 values due to incomplete
recovery of the signal after the inversion pulse [12]. This approach improves accuracy at the cost of a lower signal-to-noise ratio (SNR). A different 2D saturation recovery sequence design is provided by modified Look-Locker acquisition using saturation recovery (MLLSR), which allows the saturation pulses to be shared between several readouts acquired in different heart beats in order to minimize T1 estimation error and provide high flexibility [17]. Lastly, saturation pulse-prepared heart rate independent inversion recovery (SAPPHIRE) is a hybrid approach that uses inversion and saturation pulses and sits at the midpoint between the advantages and limitations of saturation and inversion schemes [13].

Highly accurate T1 estimates can also be obtained with three-dimensional (3D) pulse sequences based on saturation recovery and developed to fully cover the left ventricle (LV). 3D SASHA combines a 2D SASHA-based pulse scheme with free-breathing imaging for 3D acquisition at 1.5T [18]. A more recent free-breathing 3D T1 mapping sequence provides 3D acquisition at 3T, based on a new pulse scheme that acquires substantially fewer T1-weighted images than 3D SASHA [19]. These 3D saturation recovery approaches offer higher SNR and good spatial coverage at the cost of longer acquisition times. They require navigator-triggered free-breathing and therefore rely on the respiratory navigation performance to achieve good image quality and acceptable acquisition time. Acquisition time is nevertheless in the range of minutes, even when denoising and optimization techniques are used [20, 21]. Such long acquisition time compromises the feasibility of T1 mapping during contrast equilibrium and reduces clinical applicability. Furthermore, these 3D saturation recovery sequences acquire all T1-weighted images in the same RR interval of the saturation pulse, which compromises T1 estimation quality, particularly for long T1s and high heart rates [22].

Independently of magnetic preparation, most proposed T1 mapping techniques are acquired using SSFP readout techniques. At 3T, SSFP sequences have been associated with higher energy deposition and increased off-resonance artifacts [23]. Alternatives to SSFP sequences are spoiled sequences. These sequences use fast low-angle shot (FLASH) imaging readouts to avoid off-resonance artifacts and to eliminate transverse relaxation time (T2) dependence [19, 24, 25]. The main limitation of FLASH schemes is the low SNR compared with SSFP sequences.
**Inversion recovery spin-echo (IR-SE)**

The standard version of the Inversion recovery spin-echo (IR-SE) is an SE sequence with an additional 180° pulse (inversion pulse) applied at the beginning of the conventional SE sequence - before the 90° excitation pulse. The inversion pulse flips the longitudinal magnetization from positive to negative without forming a signal since there is no magnetization in the transverse plane. Then, the longitudinal relaxation starts, and the longitudinal magnetization moves in direction to the equilibrium at the initial orientation. After some time, known as the inversion time (TI), the 90° excitation pulse is applied, starting the conventional SE sequence (Figure 1-15). T1-weighted images with different inversion times yield different image contrast since the amount of longitudinal magnetization flipped into the transverse plane depends on the inversion time. Acquiring T1-weighted images with IR-SE is time-consuming but can be used to compute T1 maps of very high signal-to-noise-ratio (SNR) and accuracy. Nowadays, IR-SE is mostly used as a reference sequence during the development of new sequences or when comparing different sequences.

![Schematic of the Inversion recovery spin-echo (IR-SE) sequence. Image adapted from [26].](image)

**Modified Look-Locker Inversion Recovery (MOLLI)**

Modified Look-Locker Inversion Recovery (MOLLI) was presented in 2004 by Daniel R. Messroghli et al. [11]. MOLLI is an inversion recovery sequence and applies two or three
inversion pulses, depending on the strategy. After the inversion pulses, single-shot SSFP readouts are applied at certain inversion times, acquiring the T1-weighted images. A resting period of three or four heartbeats is required before the inversion pulses to allow recovery of the longitudinal magnetization. The original version of MOLLI consisted of three inversion pulses with three, three, and five readouts, respectively (Figure 1-16). The recovery period before the inversion pulses was four seconds. The optimized MOLLI sequence used nowadays as the gold standard of inversion recovery sequences allows a shorter acquisition time for T1 mapping. A typical implementation consists of two inversion pulses with five and three readouts, respectively, with a recovery period before the second inversion pulse of three heartbeats. This MOLLI implementation is commonly denoted as 5(3)3. The inversion pulses implementation takes into account that the T1-weighted images need to be acquired at the same place in the cardiac cycle to accurately calculate the T1 values. In post-contrast imaging, shorter recovery periods can be used due to the shorter T1 values, decreasing MOLLI's acquisition time.

![Figure 1-16](image-url) – Schematic diagram of the original MOLLI sequence. Eleven T1-weighted images are acquired and then regrouped according to the inversion time. Image from [11].
Saturation Recovery Single-Shot Acquisition (SASHA)

Saturation Recovery Single-Shot Acquisition (SASHA) is a saturation recovery sequence introduced in 2014 by Kelvin Chow et al. [12]. Saturation recovery sequences use 90° pulses (saturation pulses) instead of 180° pulses (inversion pulses), removing the magnetization memory and allowing a direct calculation of true T1s. SASHA applies ten single-shot SSFP readouts to acquire nine T1-weighted images and one proton density image. The proton density image is acquired at the start of the acquisition - without magnetization preparation. Next, the T1-weighted images are acquired with saturation times (TS) uniformly distributed in the RR interval. The saturation times are measured as the time between the saturation pulse and the centerline of the k-space. All images need to be acquired at the same place in the cardiac cycle.

A 3D version of SASHA (3D SASHA) was presented in 2017 by Giovanna Nordio et al. [18]. 3D SASHA is an adaptation of conventional SASHA, aiming to acquire 3D T1 maps of the whole volume of the heart in free breathing. In this way, 3D SASHA uses a 3D segmented k-space acquisition and a 1D hemidiagraphmatic navigator for free-breathing acquisition. The sampling scheme of both SASHA sequences is reasonably similar; the most significant difference is that 3D SASHA acquires only eight T1-weighted images in order to decrease the acquisition time (Figure 1-17). For 3D SASHA, a recovery period of three heartbeats was used for the proton density.

Figure 1-17 – Schematic of the 3D SASHA sequence. First, the proton density images (non-saturated) are acquired, followed by the acquisition of T1-weighted images with different saturation times (TS). Image from [18].
1.2.2. T2 mapping sequences

T2 mapping is very auspicious in detecting the myocardial water content, which is clinically relevant since edema is present in many cardiovascular conditions [27]. To this end, several sequences have been proposed and validated across the years. Although some sequences achieve good results, there are ongoing efforts to improve current T2 mapping sequences' performance on different diseases and their clinical applicability.

The gold-standard sequence to estimate the T2 relaxation time is the T2- turbo spin multi-echo sequence (T2-TSE). TSE sequence is based on the SE sequence and generates a train of echoes by applying a series of 180° pulses after the 90° pulse. The phase-encoding gradient is changed between echoes, which allows the acquisition of several lines of k-space in the same repetition time (TR) interval. The number of echoes in the same TR interval is the echo train length (ETL). The TSE sequence acquisition time is significantly shorter than the acquisition time of the conventional SE sequence. A variation of the SE sequence that can further decrease the acquisition time is the T2- gradient spin-echo (T2-GraSE).

Gradient spin-echo (GraSE)

Gradient spin-echo (GraSE) is a very rapid sequence with image contrast determined by T2, originally developed in 1991 by Koichi Oshio et al. [28]. Its applicability for myocardial edema quantification was demonstrated in 2015 by Rodrigo Fernández-Jiménez et al. [29]. Like the TSE sequence, GraSE consists of several 180° pulses applied after the 90° excitation pulse; however, it applies a series of gradient-echo readouts between the successive 180° pulses. The phase-encoding gradients are changed for each gradient-echo in order to sample the lines of k-space correctly (Figure 1-18). This technique can sample the k-space in a minimal number of excitations and decrease the acquisition time significantly. The T2 relaxation times obtained by T2-GraSE are comparable to the ones obtained by the reference T2-TSE [29], which shows that T2-GraSE is a reliable and faster alternative to T2-TSE.
Some new 2D and 3D sequences try to estimate and quantify the absolute T2 values by fitting a certain number of images with different T2-weighting [30, 31]. In these sequences, each image is acquired independently at a separated heartbeat. They typically apply a preparation module with three or four T2-preparation pulses (T2prep), followed by an imaging part consisting of SSFP readouts. T2-preparation pulses have different echo times (TE) to acquire images with different T2 weightings. These echo times are typically uniformly distributed, from the non-T2-prepared image (TE = 0 ms) to the maximum TE allowed by the loss of signal (around 60 ms) (Figure 1-19).
1.2.3. T1/T2 mapping sequences

Cardiac parametric mapping (T1 and T2 mapping) has shown sensitivity to various cardiac diseases and has the potential to enhance the differentiation between normal and abnormal myocardium. Acquiring simultaneous, co-registered T1 and T2 3D maps increase imaging efficiency by providing complete coverage of the left ventricle and sensitivity to cardiac pathologies within a single acquisition. Obtaining cardiac T1 and T2 maps in a single scan can also boost and facilitate early diagnosis and treatment monitoring with CMR.

Several sequences have been developed to acquire T1 and T2 maps in a single scan. 3D-QALAS (3D-QuAntification using an interleaved Look-Locker Acquisition Sequence with T2 preparation pulse) is a 3D inversion recovery sequence based on spoiled Turbo Field Echo (TFE) [33]. 3D-QALAS performs interleaved T2 and IR prepared acquisitions; in more detail, it performs five acquisitions with T1 and T2 sensitizing phases to model the longitudinal magnetization and estimate the T1 and T2 values (Figure 1-20).
Saturation recovery sequences are also used to acquire simultaneous myocardial T1 and T2 mapping, both in 2D [32] and 3D [34]. These sequences combine saturation pulses and T2-preparation pulses to acquire data to model the longitudinal magnetization using their specific signal model. In the work of Rui Guo et al. [34], T1 and T2 values were estimated separately with two different signal models (Figure 1-21), while in the work of Mehmet Akçakaya et al. [32], the approach was to use a combined signal model to fit the T1 and T2 values (Figure 1-22). The combined signal model is more robust than the two separated signal models, but the accuracy of T1 and T2 depends on each other, making the results more susceptible to modeling imperfections and causing bias on T1 due to the T2-preparation pulse.
**Figure 1-21** – Schematic diagram of the sequence presented in Rui Guo et al. [34]. Five separated images are acquired in an interleaved manner, with the proton density being the first image acquired (Beat 1). The first three images (Beat 1-3) are acquired without T2 preparation in order to estimate T1. The remaining two images (Beat 4-5) are acquired with T2-preparation pulses and a saturation time of TMAX in order to estimate T2. The image acquired without T2 preparation and a saturation time of TMAX (Beat 3) is used for both T1 and T2 estimation. Image from [34].

**Figure 1-22** - Schematic diagram of the sequence presented in Mehmet Akçakaya et al. [32]. The first image acquired is the proton density – without T2 preparation. The remaining twelve images (three are shown) are acquired with different TS and T2-prep TE values. The SSFP imaging pulses effect is shown via the green and red circles in the longitudinal magnetization signal curve. The green circles mark the magnetization at the end of the T2 preparation pulses, while the red circles indicate the magnetization at the k-space center. Image adapted from [32].
1.3. Quantitative CMR: Mapping

The understanding of cardiomyopathies and myocarditis have improved considerably due to the widespread use of CMR. CMR provides a reliable way to visualize cardiac tissue, function, and morphology, improving therapy and prognosis and making it possible to identify the specific type of cardiomyopathy, which is frequently impossible without access to CMR. Although CMR is handy to assess cardiac function and morphology, it is the capability to characterize cardiac tissue that makes it indispensable for visualizing the tissue abnormalities related to cardiac diseases. For instance, the relaxation times are quite sensitive to changes in the myocardial tissue composition and can be quantified through T1 and T2 mapping. The quantification of the relaxation parameters is a fascinating application of CMR since it is a non-invasive way to evaluate disease severity and response to therapy.

Several T1 and T2 mapping sequences have been developed via combinations of pulse acquisitions with signal modeling in order to quantify the relaxation parameters accurately and obtain quantitative relaxation maps that provide pixel-wise information regarding the relaxation parameters. In this section, quantitative myocardial tissue imaging methods are described with a focus on signal modeling.

1.3.1. T1 mapping sequences

After acquiring a series of T1-weighted images that sample the T1 recovery curve, a theoretical signal intensity model is applied pixel-wise to fit the images into a T1 map, which can be described as a color-coded map of the heart displaying the fundamental tissue property T1 in milliseconds. Several T1 mapping sequences have been developed with innovative sampling strategies throughout the years and, consequently, requiring more complex signal models and post-processing. The main difficulties for computing reliable T1 maps are RR interval variability, through-plane cardiac motion, and respiratory motion artifacts. Nevertheless, the results can be improved by taking appropriate measures to improve the images before fitting. For example, T1 map quality can be improved by reducing respiration-induced motion using registration approaches such as non-rigid image registration [35].
Inversion recovery spin-echo (IR-SE)

Measuring T1 via IR-SE is a long process as several images with different TIs and long TR are required. Specifically, at least five images with different TIs should be acquired to estimate the T1 values correctly. Assuming a perfect inversion pulse, the signal (S) at each TI is given by

$$S(TI) = M_0 \left( 1 - 2e^{-\frac{TI}{T1}} + e^{-\frac{TR}{T1}} \right)$$  (1.2)

Where $M_0$ is the net magnetization maximum value, $TI$ is the inversion time, and TR is the repetition time. Assuming that the TR is at least five times longer than T1, allowing a full relaxation of the magnetization to $M_0$, the signal equation can be approximated to

$$S(TI) = M_0 \left( 1 - 2e^{-\frac{TI}{T1}} \right)$$  (1.3)

This equation is the gold-standard to model the signal evolution of inversion recovery experiments for T1 mapping due to its simplicity.

Modified Look-Locker Inversion Recovery (MOLLI)

MOLLI was the first sequence to introduce pixel-wise mapping and obtain accurate T1 maps in a single breath-hold acquisition. It samples the inversion recovery curve for each pixel, acquiring T1-weighted images at multiple inversion times across different RR intervals. The inversion recovery curve follows a three-parameter signal (S) model given by

$$S(TI) = A - Be^{-\frac{TI}{T1^*}}$$  (1.4)

Where TI is the inversion time and T1* (apparent T1), A and B are the parameters for the 3-parameter model estimation. The steady-state free precession (SSFP) readout of MOLLI changes the inversion recovery curve by decreasing the equilibrium magnetization $M_0$, making it impossible to acquire the correct T1 and, therefore, an apparent T1 (T1*) is acquired. In order to correct this imprecision, an equation based on a continuous readout using FLASH [36] is applied.
\[
T1 = T1^* \left( \frac{B}{A} - 1 \right)
\]  
(1.5)

This approximation works exceptionally well for low flip angles and has been used over the years to estimate T1s with MOLLI.

![Image](image.png)

**Figure 1-23** – Pre-contrast T1 map obtained with MOLLI. Acquisition time = 12 seconds.

**Saturation Recovery Single-Shot Acquisition (SASHA)**

SASHA acquires several images with different saturation times to sample the saturation recovery curve and perform a pixel-wise fitting. An image acquired with full magnetization (proton density) is required to estimate the T1s correctly. The T1 measured by SASHA is the real T1, which avoids some of the imprecisions of MOLLI. The saturation recovery follows a three-parameter signal \( S(t) \) model given by

\[
S(TS) = A \left( 1 - B e^{-\frac{(TS-\Delta)}{T1}} \right)
\]  
(1.6)

Where TS is the saturation time (time from the saturation pulse to the center of k-space), \( \Delta \) is the time from the beginning of the readout to the center of the k-space, and T1, A (scaling factor) and B (saturation efficiency) are the parameters for the three-parameter model estimation. The three-parameter model takes into account that the saturation efficiency of the saturation pulse may not be ideal, which increases the accuracy. The drawback of counting with the saturation efficiency to estimate T1 is the loss of precision.
1.3.2. T2 mapping sequences

Cardiac T2 mapping sequences are divided into two major types: i) bright blood T2 preparation pulse-based sequences and ii) dark blood turbo spin-echo sequences (TSE). The sequences of type ii) are TSE and GraSE sequences that acquire multiple echoes to sample the T2 curve. Sequences of type i) are more reproducible in-vivo and are getting more and more clinical recommendations [37]. In these sequences, images are acquired using T2prep pulses with different echo times for acquiring images with different T2 weightings, sampling the T2 curve. In both types, T2 mapping can be performed using a monoexponential decay model given by

$$S(t) = Ae^{-\frac{t}{T_2}}$$  \hspace{1cm} (1.7)

Where A is the scaling factor, and t is the echo time of the T2 preparation pulse for sequences of type i) and the echo time for sequences of type ii).
1.3.3. T1/T2 mapping sequences

Sequences for simultaneous myocardial T1 and T2 mapping have different approaches to sample the magnetization curves. 3D-QALAS calculates the T1 and T2 relaxation times from five measurements by simulating the longitudinal magnetization. The sequence calculates the magnetization of the images with multiple equations according to the theoretical effect of the T1 relaxation, RF pulse acquisition, and T1 and T2 sensitizing phases. In this way, a complex simulated magnetization evolution was used instead of the standard exponential models.

Figure 1-25 – T2 map slice obtained with a 3D T2-preparation pulse-based sequence. Acquisition time = 8.9 ± 1.9 min. Image from [31].

Figure 1-26 – Native T1 and T2 maps acquired simultaneously with 3D QALAS from a patient with a lateral myocardial infarction. Acquisition time = 15 heartbeats. Image from [33].
In the work of Rui Guo et al. [34], the approach of this 3D free-breathing sequence is to use the two standard exponential signal models to estimate T1 and T2. The relaxation parameters are estimated independently with two models: the two-parameter saturation recovery model for T1 and the monoexponential decay model for T2.

![Figure 1-27](image)

**Figure 1-27** – Co-registered slices of T1 and T2 maps showing relaxation parameters estimated with the separated signal models approach. Acquisition time = 7.9 ± 1.4 min. Image from [34].

In the work of Mehmet Akçakaya et al. [32], the approach is to use a combined signal model. The magnetization evolution model is a 4-parameter model that characterizes the effect of the SSFP imaging pulses on the measured magnetization M

\[
M(TS, T2P) = A \left(1 - e^{-\frac{TS}{T1}}\right)e^{-\frac{T2P}{T2}} + B
\]

(1.8)

Where TS is the saturation time, T2P is the T2 preparation time, A is associated with the signal at full-recovery (M0), and B is associated with the effect of the imaging pulses. The main drawback of a model with such amount of parameters is the loss of precision.
1.4. Advanced techniques to improve MRI performance

In addition to the development of new pulse sequences, new techniques have emerged to accelerate acquisition. These techniques accelerate the acquisition by decreasing the amount of acquired data, allowing fast MR imaging. In this way, all these techniques have in common the exploitation of data redundancy by undersampling without significantly degrading the images. Currently, the three techniques that are the main workhorses in speeding up MR acquisitions are SENSitivity Encoding (SENSE) [38], generalized autocalibrating partially parallel acquisitions (GRAPPA) [39], and compressed sensing (CS) [40].

An alternative way to improve MRI performance is through the use of post-processing techniques. The quantitative relaxation maps provide pixel-wise information regarding the relaxation parameters, and post-processing techniques are helpful to improve the resolution and the SNR of the maps. State-of-the-art resampling algorithms and convolutional neural networks (CNNs) are major players nowadays in increasing image resolution and quality. The improvement of relaxation maps through post-processing techniques requires careful scrutiny since the pixels' values provide vital information and should remain unchanged.

**Figure 1-28** – T1 and T2 maps comparing the relaxation parameters estimated with the combined signal model approach against reference sequences. Acquisition time of the combined signal model sequence = 13 heartbeats. Image from [32].
In this section, some of the acceleration techniques that are nowadays used to reduce the acquisition time are described, and an introduction to super-resolution imaging and deep learning based super-resolution is provided.

1.4.1. Acceleration techniques

One of the main limitations of MRI is its long acquisition time in comparison with other imaging modalities. In this way, a considerable amount of effort has been put into developing techniques to accelerate the acquisition.

Parallel imaging techniques are a class of image reconstruction techniques that acquire a reduced number of k-space lines, decreasing the acquisition time considerably. Building on the development of phased array coils years earlier, SENSitivity Encoding (SENSE) was introduced in 1999 by Pruessmann et al. [38], being currently widespread clinically and enabling a reduction of acquisition time up to six times for 2D and nine times for 3D sequences [41]. SENSE is a parallel imaging reconstruction technique performed in the image domain that uses the receiver coil arrays' spatial information for reducing the number of phase-encoding steps.

Compressed sensing was introduced in 2006 by David Donoho [40], while in the same year, Emmanuel Candès et al. described a similar concept [42, 43]. One year later, Lustig et al. showed that compressed sensing can be applied to decrease the acquisition time of MR acquisitions [44], starting a never-ending period of research and breakthroughs in the topic. Compressed sensing can currently exploit the sparsity or compressibility of MR images and accelerate acquisition by undersampling without significantly degrading images. As most MR image information is contained in the k-space center, a variable density incoherently undersampling is applied with more sampling in the center than in the periphery (Figure 1-29). Compressed sensing has been successfully used in several applications, such as speeding up 3D cardiac imaging [45–47].
Compressed SENSE is built on compressed sensing and incorporates components of the parallel acquisition technique SENSE [38]. It solves an inverse problem with a sparsity constraint from data acquired using a balanced variable density incoherently undersampled k-space acquisition scheme with Poisson disc-style distribution. For reconstruction, the image is iteratively optimized according to the noise decorrelation, regularization, and coil sensitivities using a sparsity term based on wavelets transform [48, 49]. Compressed SENSE works in the spatial domain and can be applied in both phase-encoding directions for 3D imaging. Different regularization parameters/denoising levels can be used, varying from a maximum energy loss percentage of 0% to 30%. These regularization parameters establish the balance between data consistency, sparsity constraint, and noise reduction.

All in all, compressed SENSE combines parallel imaging, optimization of reconstruction speed, and automation. Studies showing the feasibility of compressed SENSE have recently been published for T1 calculation in the brain [48], cardiac cine imaging [50], and cardiac T1 mapping [51]. As expected, the method significantly reduced acquisition time, particularly in 3D acquisitions (Figure 1-30).
1.4.2. Super-resolution imaging

Machine learning has been presented recently as a promising topic on cardiovascular magnetic resonance in many ways. Its applications go from image acquisition and reconstruction to image analysis and interpretation, as illustrated in Figure 1-31. Deep learning is a subfield of machine learning that has shown excellent results on topics such as natural language processing and computer vision. The development of powerful computer hardware and new optimized methods has contributed to the increasing deep learning usage. These new developments led to very deep neural networks (several layers) and optimized networks, such as convolutional neural networks for computer vision. Convolutional neural network (CNN) architectures are composed of multiple convolutional layers that process image data. Some of these architectures have been applied to super-resolution.

Figure 1-30 – Single slice T1-FFE images acquired with different compressed SENSE acceleration factors (R). The images show optimum quality for all acceleration factors. Image from [52].
Super-resolution aims to obtain high-resolution images (HR) from low-resolution images (LR) of the same scene. A low-resolution image is, in general, characterized by having small spatial resolution (size) or being somehow degraded (e.g., blurring) and can be given by

$$LR = D(HR; \delta)$$

(1.9)

Where D is the degradation mapping function, and \(\delta\) is the corresponding parameters of degradation, such as noise or the scaling factor. In this way, a degradation mapping function can be applied to convert an HR image to an LR image. The inverse is also possible if the degradation mapping function is available; however, this rarely happens in real-world applications, and a specific LR image can correspond to several possible HR images.

The traditional methods of image interpolation (scaling) that are widely used to resize images in real-world applications are nearest-neighbor, bilinear and bicubic interpolations, and Lanczos resampling [54]. When used for upsampling, these interpolation methods can increase image resolution (size); however, they have side effects (e.g., noise amplification and blurring) and only consider the information present in the input image. An alternative is to use deep learning-based super-resolution techniques. A vast number of deep learning techniques have been developed to obtain the best HR image from an LR image (Figure 1-32), using various types of network architectures and learning principles and strategies,
and achieving state-of-the-art performance on most super-resolution benchmarks and challenges [55].

![Comparison of visual results](image1.png)

**Figure 1-32** – Comparison of the visual results obtained by upsampling LR images (x4) with bicubic interpolation and four deep learning-based super-resolution techniques. Image from [56].

The deep learning techniques are commonly divided into supervised and unsupervised learning. Supervised learning is the most commonly used when there is access to the ground-truths of the training data. Unsupervised learning tries to discover structures through observation without access to the expected results, making the whole process more challenging. In supervised super-resolution models, the ground-truth (target) is the real HR image corresponding to the input LR image (commonly downsampled from the real HR image), and the model is trained with both low and high-resolution images. In general, these models are complex combinations of components such as network architecture, model frameworks, upsampling methods, and learning strategies [55]. The most mainstream network architectures are based on model frameworks of post-upsampling super-resolution in order to compute mostly in low-dimensional space (**Figure 1-33**).

![Post-upsampling super-resolution model](image2.png)

**Figure 1-33** – Post-upsampling super-resolution model framework. Image adapted from [55].
Regarding network design strategies, there is a massive amount applied to super-resolution. Two of the most mainstream and more relevant to this work are residual learning [57] and dense connections [58]. Networks based on residual learning learn residuals instead of detailed mapping, while networks with dense connections have as the input of the layers all the features maps of all the previous layers (Figure 1-34).

![Residual Learning and Dense Connections](image)

**Figure 1-34** – Residual learning and dense connections network design strategies. Image adapted from [55].

**Residual Dense Network (RDN)**

A very deep CNN known as Residual Dense Network (RDN) was introduced in 2018 by Zhang et al. [56]. This network combines the aforementioned model framework and network design strategies to fully use the original LR image hierarchical features and achieve state-of-the-art performance. In other words, this network can make full use of all the local and global features of the image and has shown an excellent performance against state-of-the-art methods on benchmark datasets (Figure 1-35).

![Comparison of Visual Results](image)

**Figure 1-35** - Comparison of the visual results obtained by upsampling LR images (x4) with the RDN and with the bicubic interpolation and five other deep learning-based super-resolution techniques. Image adapted from [56].
Overall, the RDN architecture consists of four main sections: i) the shallow feature extraction net, ii) the residual dense blocks (RDB), iii) the dense feature fusion, and iv) the upsampling net. In i), the first two convolutional layers extract the shallow features; in ii), the set of residual dense blocks is the most critical section and extracts mostly local features; in iii), a dense feature fusion consisting of global feature fusion and global residual learning is performed; and in iv), an upsampling net is applied since the extracted features are in the LR space. The RDN and RDB architectures are illustrated in Figure 1-36.

Figure 1-36 – Residual Dense Network (RDN) architecture (top row) and residual dense block (RDB) architecture (bottom row). Image adapted from [56].
CHAPTER 2

MOTIVATION AND OBJECTIVES

2.1. Motivation

Cardiovascular disease (CVD) is the most common cause of death in the European Society of Cardiology's (ESC) fifty-seven member countries. Considering the most recent year of available data per country, the number of deaths by CVD was 2.2 million in females and 1.9 million in males (Figure 2-1), which represents 47% and 39% of all deaths, respectively. Within the CVD deaths, coronary heart disease (ischaemic heart disease) is the most common cause, accounting for 38% in females and 44% in males of CVD deaths [59].

Figure 2-1 – Cause of deaths in the ESC member countries (excluding Algeria, Lebanon, Libya, and the Republic of Kosovo). Data from the WHO and image from [59].
Although CVD is still by far the most common cause of death overall, the significant improvements in the prevention and treatment of CVDs have made cancer the most common cause of death in a few countries. Some of these countries include the Netherlands, the United Kingdom, and Denmark for females and Portugal, Spain, and France for males [59].

The continuous cutting edge research on CMR has been one of the factors that led to such an improvement in the prevention and treatment of CVDs. CMR is becoming an indispensable tool in cardiovascular medicine by acquiring data about anatomy and function simultaneously. Furthermore, it allows the non-invasive characterization of myocardial tissues via parametric mapping techniques. Parametric mapping techniques provide a spatial visualization of quantitative changes in the myocardial parameters, which improves patient care and treatment by allowing better diagnostic decision making. All in all, parametric mapping provides unique and essential information about the myocardium and is a significant player towards precision medicine. Due to its diagnostic and prognostic usefulness, parametric mapping techniques should be applied in the clinical diagnostic assessment of all patients with heart failure [37].

On the technical side, parametric mapping sequences using new developments such as 3D acquisition, parallel imaging, compressed sensing, and artificial intelligence aim to provide new ways to decrease the acquisition time, improve the spatial resolution, and increase the coverage of the heart. These novel sequences are essential for the standardization of data acquisition and post-processing, and optimization of workflows, which are most likely the next significant future developments in cardiac mapping applicability [37]. In order to turn this into reality, there is the need to develop novel 3D parametric mapping sequences capable of obtaining T1 and T2 values in the shortest acquisition time possible (preferentially in a single breath-hold) without considerably compromising accuracy and precision.

With this in mind, we introduce a new single-breath hold MR methodology by developing and optimizing new parametric mapping sequences capable of obtaining accurate 3D parametric maps in a single breath-hold at 3T. Firstly, we propose and validate the 3D saturation-recovery compressed SENSE rapid acquisition (3D SACORA) imaging sequence, a new single breath-hold 3D T1 mapping technique at 3T. Secondly, we redesign the sequence to test the feasibility of adding the acquisition of T2-weighted images to 3D
SACORA in order to acquire co-registered T1 and T2 3D maps in a single breath-hold, proposing the 3D dual saturation-recovery compressed SENSE rapid acquisition (3D dual-SACORA) imaging sequence. Lastly, we implement a deep learning-based post-processing method (residual dense network) to improve the image quality of the cardiac T1 maps without compromising the correct estimation of T1 values.

2.2. Objectives

This thesis's general objective is to introduce an accurate and efficient 3D single breath-hold MR methodology for measuring cardiac parametric mapping on a 3T clinical scanner. To this purpose, the specific objectives are:

- Research and development of a new 3D T1 saturation recovery mapping technique (3D SACORA) to acquire the entire left ventricle in a single breath-hold at 3T. This approach aims to achieve good quality single breath-hold saturation recovery 3D T1 mapping and stability over a wide range of heart rates (HRs). To meet this objective, a novel acquisition scheme based on pre-pulses and TFE acquisitions is developed to characterize tissue accurately in a very short acquisition time. The novel single breath-hold 3D T1 mapping sequence is validated with phantom and in-vivo experiments. Furthermore, the gold standard saturation recovery sequence 3D SASHA is implemented to serve as a reference.

- Test the feasibility of adding a T2 mapping feature to the 3D SACORA sequence without substantially increasing the acquisition time. Acquiring simultaneous, co-registered T1 and T2 3D maps increases imaging efficiency and improves specificity to different cardiac pathologies. In this way, a modified 3D SACORA sequence called 3D dual-SACORA is proposed to acquire simultaneously 3D T1 and T2 maps while keeping the acquisition time within a single-breath-hold. Experiments in phantom and in-vivo are performed to assess the feasibility of this joint 3D T1/T2 approach.

- Research and implementation of a post-processing method to improve the T1 maps obtained with the 3D SACORA sequence. Although this sequence acquires good quality T1 maps, we hypothesize that artificial intelligence techniques can be applied to improve the T1 maps without compromising the correct estimation of T1 values.
In this way, a residual dense network (RDN) is trained with several high-resolution images with the final goal of improving the resolution and decreasing the noise of the T1 maps. The trained network is compared with the state-of-the-art Lanczos resampling to evaluate its performance on upsampling the T1 maps obtained by 3D SACORA and 3D SASHA.
3.1. Single breath-hold saturation recovery 3D cardiac T1 mapping via compressed SENSE

3.1.1. Pulse sequence design

The 3D saturation-recovery compressed SENSE rapid acquisition (3D SACORA) pulse sequence was designed to acquire the entire left ventricle in a single breath-hold while achieving good quality T1 mapping and stability over a wide range of heart rates (HRs).

3D SACORA consists of three distinct blocks (Figure 3-1). The sequence begins with proton density (PD) images to avoid T1 effects from prior saturation pulses (first block). Full signal recovery is ensured by waiting a minimum of 6 s between the PD readouts [19, 34]. The second block consists of images acquired at saturation time (TS) 1 and at TS1+RR interval (TS3). Finally, the third block of images is acquired at TS2 and at TS2+nRR intervals (TS4). T1 estimation is optimized not only by the PD images, but also by the selection of the acquired saturation time images [60]. TS1 is set to 250 ms to acquire the shortest possible saturation image while maintaining an adequate SNR. For most heart rates, TS2 is set to 500 ms to allow a TS4 similar to the native cardiac T1 (1500 ms at 3T). For high heart rates that make a 500-ms TS2 unfeasible, the sequence automatically computes the longest possible TS2 according to the RR interval derived from the heart rate defined by the user in the acquisition protocol.
Figure 3-1 - 3D SACORA pulse sequence. The sequence performs two turbo field echo (TFE) shots for each 3D image: in the PD image block (first row), the two TFEs are separated by a minimum 6 s magnetization recovery; two images are acquired at TS1 and TS3 (second row); and two images are acquired at TS2 and TS4 (third row). TS1 = 250 ms, TS2 = 500 ms (if allowed by the HR), TS3 = TS1 + RR interval, TS4 = TS2 + nRR intervals (n depending on HR).

TS1 and TS2 ensure consistent sampling at the low saturation time area of the T1 relaxation curve for both low and high heart rates. TS3 is always acquired at the RR interval immediately after TS1, whereas TS4 is calculated to allow acquisition as close as possible to 1500 ms; therefore, TS4 is acquired after n recovery heartbeats computed according to the heart rate. In this way, the design ensures sampling close to the T1s of interest and that TS3 and TS4 are unconstrained by high heart rates, as shown in Table 3-1.
Table 3-1 - Table with the sampling strategy of the saturation times of 3D SACORA for different heart rates (40 – 120 bpm). The saturation times change with the heart rate to cover the low saturation time area of the T1 relaxation curve and to ensure sampling close to the T1s of interest.

3D SACORA uses a spoiled linear turbo field echo (T1-TFE) acquisition (TR/TE/FA = 2.8ms/1.32ms/5°). The 3D sequence covers a volume of 322x322x60 mm with an in-plane resolution of 2.0x2.0 mm and a slice thickness of 10 mm reconstructed to 5 mm (12 slices). Composite radiofrequency (RF) pulses are used to achieve homogeneous saturation across different T1 values [61, 62]. Full image acquisition is accelerated using a k-space shutter and a spatial domain compressed SENSE factor of 4.5 in order to acquire a whole 3D volume in 2 independent TFE shots of echo train length of 76. In this study, compressed SENSE was applied in the spatial domain in both phase-encoding directions with a fixed regularization parameter (maximum energy loss percentage equal to 30%) to keep a good balance between data consistency, sparsity constraint, and noise reduction. The effect of different compressed SENSE factors (1.5, 3, and 4.5) is shown in Figure 3-2, and the effect of different regularization parameters/denosing levels is shown in Figure 3-3.
3.1.2. Image processing

For 3D SACORA, T1 values are estimated by bounded Levenberg-Marquardt fitting using Bloch equations [12]. All sampling points are corrected according to the linear readout, and sampling points TS3 and TS4 are further corrected for the magnetization distortion caused by the readout effects of TS1 and TS2, respectively [63–65]. The T1 curves are fitted to a three-parameter (T1, α, and M0) relaxation model following the signal model described in
**Figure 3-4.** The signal model considers the signal recovery after the saturation pulse and the signal evolution derived from the excitation pulses during the data acquisition. For instance, the magnetization evolution for the pair TS2 - TS4 is given by

\[ M_1 = M_0 \left( 1 - \alpha e^{-\frac{(T_{S2} - T_{acq})}{T_1}} \right) \]  

\( (3.1) \)

\[ M_2 = M_0^* - (M_0^* - M_1)e^{-\frac{T_{acq}}{T_1^*}} \]  

\( (3.2) \)

\[ M_3 = M_0^* - (M_0^* - M_2)e^{-\frac{T_{acq}}{T_1^*}} \]  

\( (3.3) \)

\[ M_4 = M_0 - (M_0 - M_3)e^{-\frac{(T_{S4} - T_{S2} - T_{acq})}{T_1}} \]  

\( (3.4) \)

\[ M_5 = M_0^* - (M_0^* - M_4)e^{-\frac{T_{acq}}{T_1^*}} \]  

\( (3.5) \)

Where TS2 and TS4 are the saturation times, T\(_{acq}\) is the TFE shot length, and \( \alpha \) is the saturation pulse efficiency. T\(_{1^*}\) and M\(_{0^*}\) are the apparent T1 and the magnetization during signal readout using spoiled TFE acquisition and are given by

\[ T_{1^*} = \frac{1}{\frac{1}{T_1} - \frac{1}{TR} \ln(cos \theta)} \]  

\( (3.6) \)

\[ M_{0^*} = M_0 \frac{TR}{TR - T_1 \ln(cos \theta)} \]  

\( (3.7) \)

Where TR is the repetition time and \( \theta \) is the flip angle.
Figure 3-4 - Schematic representation of the magnetization evolution during a 3D SACORA acquisition. M1, M2, M3, M4, and M5 take into account signal recovery after saturation pulse as well as the signal evolution derived from excitation pulses during data acquisition for a single pair of saturation times (TS2 and TS4). T1* and M0* represent the apparent T1 and the magnetization during signal readout using spoiled turbo field echo acquisition. TR = repetition time, θ = flip angle, α = saturation pulse efficiency.

Fitting algorithm and T1 map generation are integrated into the scanner reconstruction pipeline; therefore, the parametric T1 maps for the entire 3D volume are available shortly after acquisition.

3.1.3. Validation

All studies were performed with a Philips Achieva 3T-Tx magnetic resonance imaging (MRI) scanner (Philips Healthcare, Best, the Netherlands) using a 32 channel cardiac coil. The acquisition parameters and T1 maps generation methodology were optimized for in-vivo acquisition and validated with phantom experiments.
Phantom validation

The precision and accuracy of 3D SACORA were assessed in phantom experiments. The phantom consisted of eight tubes filled with distilled water and different concentrations of an MR contrast agent (Dotarem, Guerbet, Paris, France) selected to obtain T1s spanning the range from 355 ms to 1871 ms.

Reference T1 values were obtained using an inversion-recovery spin-echo (IR-SE) sequence with a repetition time of 15 s and 15 inversion times ranging from 100 to 3500 ms. Other sequence parameters were slice thickness = 10 mm and TE = 18 ms. Each image was acquired in approximately 11 minutes.

In order to further validate 3D SACORA T1 estimation accuracy and precision, T1 values were also estimated using an in-house version of 3D SASHA [18]. This 3D SASHA variant used a linear spoiled T1-TFE readout without any respiratory trigger for phantom and in-vivo experiments. In addition to the PD image, eight equally spaced saturation time images were acquired, starting from a minimum saturation time of 120 ms to a maximum saturation time dependent on the heart rate – 709 ms in case of a heart rate of 60 bpm. PD recovery beats were computed automatically according to the heart rate so as to achieve a minimum T1 recovery time of 6 s. Other protocol characteristics were TR/TE/FA = 2.8ms/1.3ms/12°; slice thickness = 10 mm, reconstructed to 5 mm (12 slices); spatial domain compressed SENSE factor = 1.8; in-plane resolution = 2x2 mm; cartesian radial k-space filling; and echo train length = 30. For a heart rate of 60 bpm, the acquisition time was approximately 3 minutes. The bounded three-parameter relaxation model-fitting algorithm and the T1 map generator were integrated into the scanner reconstruction pipeline.

T1 values (mean ± standard deviation) were measured from manually drawn regions of interest (ROIs) in the generated T1 maps.

Passing-Bablok regression and Bland-Altman plots were used to compare the three sequences. The Passing-Bablok regression [66] is a useful statistical procedure to estimate the agreement and bias between two analytical methods, being robust and reasonably insensitive to data outliers. The Bland-Altman plot [67] is a widespread method to assess the
agreement between two analytical methods, making it simple to visualize the differences between the methods' measurements.

To explore the sensitivity of the proposed methodology to heart rate, images were acquired with 3D SACORA and 3D SASHA at simulated heart rates ranging from 50 to 120 bpm. The estimated T1s were then compared against the T1 reference values obtained with IR-SE. As described before, both sequences automatically calculated the PD recovery beats, ensuring the acquisition of fully recovered PD. Furthermore, the TS4 in 3D SACORA was automatically adjusted according to the heart rate to ensure acquisition within the range of T1 values of interest. The precision and accuracy of this approach were measured by the coefficient of variation

$$CV = \frac{SD}{M} \quad (3.8)$$

and relative error

$$RE = \frac{M_{\text{proposed method}} - M_{\text{reference method}}}{M_{\text{reference method}}} \quad (3.9)$$

Where SD is the standard deviation inside the ROI, M is the average value inside the ROI, and reference method is the T1 map obtained from the IR-SE acquisition.

**In-vivo validation**

Seven large white castrated male healthy pigs (mean weight, 40 kg) were scanned with 3D SACORA and 3D SASHA. During 3D SACORA pre-contrast acquisition, the mean heart rate was 73 bpm (range, 55 to 83 bpm). In all pigs, images were acquired before and after administration of MR contrast agent. Scans were carried out under free-breathing conditions. No respiratory navigator approach was implemented because abdominal respiration in pigs produces little chest movement under free-breathing conditions.

The study protocol was approved by the local institutional Animal Research Committee and conducted conforming to the recommendations of the Guide for the Care and Use of Laboratory Animals.
Bulls-eye plots of T1 and coefficient of variation were generated from 3D SACORA and 3D SASHA data according to the American Heart Association (AHA) standard 17-segment model of the LV. For both techniques, the central segment was used to report blood values. The segment values used were the mean values of the seven pigs. These plots were used to provide information about myocardium homogeneity and give a 3D perspective on the estimated T1s.

For 3D SACORA and 3D SASHA, septal T1 values (mean ± standard deviation) were measured from ROIs manually drawn on the septal myocardium. These measurements were used to compare the septal T1 values and coefficient of variation obtained by both sequences.

### 3.1.4. Joint T1 and T2 mapping – feasibility study

In this section, the acquisition scheme of 3D SACORA is modified to obtain T1 and T2 maps in a single breath-hold in order to test the feasibility of developing a sequence based on 3D SACORA for T1/T2 mapping.

**Pulse design and signal model**

As the first step, simple modifications to the acquisition scheme of 3D SACORA were performed. The resulting acquisition scheme can be divided into three blocks (Figure 3-5). In the first block, the proton density images (PD) are acquired to avoid effects from previous saturation pulses. The second block consists of the acquisition of TS1, TS2, and TS2+RRinterval (TS3). TS1 is set to 250 ms. TS2 is the maximum saturation time allowed by the heart rate and is used for T1 and T2 (T2-prep echo time = 0 ms) estimations. TS3 is calculated to be always acquired as close as possible to the native cardiac T1 (1500 ms at 3T), and therefore the amount of recovering beats changes according to the heart rate. The third block is focused on the T2 mapping part of the acquisition. Here, two T2-weighted images are acquired using T2-preparation pulses with echo times of 23 and 50 ms. Thus, there is one less T1-weighted image and two new T2-weighted images in comparison with the T1 mapping scheme of 3D SACORA, resulting in an acquisition time of 17 RR intervals.
(for HR=60 bpm). The relaxation parameters are estimated independently with the 3D SACORA model for T1 and the monoexponential decay model for T2.

![Diagram of the preliminary 3D T1/T2 sequence](image)

**Figure 3-5** - Schematic of the preliminary 3D T1/T2 sequence, flawed by acquiring the T2-weighted images in the same RR interval of the saturation pulse. The sequence performs two turbo field echo (TFE) shots for each 3D image: in the PD image block, the two TFEs are separated by a minimum 6 s magnetization recovery; three images are acquired at TS1, TS2, and TS3 for T1 mapping, while the image of TS2 (T2-prep echo time = 0 ms) and the two images acquired with T2-prep echo times of 23 and 50 ms (bottom row) are used for T2 mapping.

This preliminary 3D T1/T2 sequence is a simple way of modifying the 3D SACORA scheme for acquiring both T1 and T2 maps. However, by design, this acquisition scheme has the drawback of acquiring the T2-weighted images in the same RR interval of the saturation pulse, which for such a rapid acquisition, may not provide T2-weighted images with enough signal for accurate T2 mapping. This limitation is impossible to overcome with this acquisition scheme and signal model, and therefore, this sequence implementation was discarded and not further considered.
In this way, this preliminary 3D T1/T2 sequence was modified to ensure adequate signal for T2 mapping. Hence, the 3D T1/T2 sequence proposed for this feasibility study is designed to acquire T2-weighted images with excellent signal by not acquiring these images in the same RR interval of the saturation pulse, but by acquiring these images with an \( n \) amount of recovery beats depending on the heart rate. This 3D T1/T2 sequence was named 3D dual saturation-recovery compressed SENSE rapid acquisition (3D dual-SACORA). The acquisition scheme can be divided into three blocks (Figure 3-6). In the first block, the proton density (PD) is acquired to avoid effects from previous saturation pulses. The T1 relaxation recovery time between the two readouts of the PD is longer than 6 s to ensure full signal recovery. The second block consists of the acquisition of TS1 and TS2. TS1 is set to 300 ms. TS2 is the maximum saturation time allowed by the heart rate. The third block is focused on the T2 mapping part of the acquisition. Here, TS3 and TS4 are calculated to be always acquired as close as possible to the native cardiac T1 (1500 ms at 3T), and therefore the amount of recovering beats changes according to the heart rate. For a heart rate of 60 bpm, TS3 is 1300 ms, and TS4 is 1603 ms. These two T2-weighted images are acquired with T2-prep echo times of 25 and 45 ms, respectively.

**Figure 3-6** - Schematic of 3D dual-SACORA. The sequence performs two turbo field echo (TFE) shots for each 3D image: in the PD image block, the two TFEs are separated by a minimum 6 s magnetization recovery; two T1-weighted images are acquired at TS1 and TS2, and two T2-weighted images are acquired at TS3 and TS4.
The relaxation parameters T1 and T2 are estimated jointly with a three-parameter combined signal model [32] given by

\[ M(TS, T2P) = A \left( 1 - e^{-\frac{TS}{\tau_1}} \right) e^{-\frac{T2P}{\tau_2}} \]  

(3.10)

Where TS is the saturation time, T2P is the echo time of the T2 preparation pulses, and A is associated with the signal at full recovery (M0). A three-parameter model was chosen instead of a four-parameter model to improve model stability and therefore increase precision.

**Feasibility study**

A feasibility study was performed to assess the potential of the 3D dual-SACORA sequence. Built on the sequence parameters of 3D SACORA, the proposed sequence is a spoiled saturation recovery TFE sequence (TR/TE/FA = 2.41ms/1.17ms/5º) with an echo train length of 91. The sequence covered 300x300x72 mm with a slice thickness of 12 mm reconstructed to 6 mm (12 slices) and in-plane resolution of 2.0x2.0 mm. A spatial domain compressed SENSE of 3.5 with a strong denoising level was applied to acquire the 3D volume in 2 independent TFE shots. The acquisition time was 20 RR intervals (for HR=60 bpm), and the acquired images were reconstructed in real-time on the scanner.

All acquisitions were performed on a Philips Ingenia Elition 3.0T X (Philips Healthcare, Best, the Netherlands) using a 28 channel cardiac coil.

A phantom of eight tubes was built to validate 3D dual-SACORA. The phantom consisted of five tubes for T1 values between 338 and 1819 ms and three tubes for T2 values between 19 and 104 ms. The phantom was scanned with the proposed sequence with a simulated heart rate of 60 bpm. Under the same conditions, reference T1 and T2 values were estimated using an inversion-recovery spin-echo (IR-SE) sequence (TR=10000 ms, 12 inversion times ranging 100-3000 ms) and gradient and spin-echo (GraSE) sequence (TR=1000 ms, 9 echo times ranging 9.8-88 ms). 3D dual-SACORA and reference T1 and T2 values were estimated through non-linear least-square fitting following Bloch equations modeling. Mean and standard deviation were measured from the parametric maps with manually drawn regions of interest. 3D dual-SACORA was compared against the reference sequences with linear
regression analysis. The coefficient of variation (CV) and relative error were calculated for assessing precision and accuracy.

An in-vivo study was performed with a healthy volunteer to evaluate the image quality of the parametric maps obtained with the 3D dual-SACORA sequence. T1 and T2 values (mean ± standard deviation) were measured from ROIs manually drawn on the septal myocardium and blood pool. Reference T1 and T2 mean septal values were estimated using MOLLI (TR/TE/FA = 2.28ms/1.03ms/20°, 5(3)3 variant) and GraSE (TR=1091 ms, 9 echo times ranging 9.3-83.5 ms, FA=90°), respectively.

3.2. Improving image quality via a residual dense network (RDN)

3.2.1. RDN architecture and implementation details

After careful consideration, the selected convolutional neural network to improve the image quality of the T1 maps was the Residual Dense Network (RDN) [56]. As described in section 1.4.2, this network can make full use of all the image hierarchical features (local features and global features) and has shown outstanding performance against state-of-the-art methods on benchmark datasets.

In this study, an RDN architecture (Figure 1-36) [56] following the image super-resolution (ISR) implementation presented in [68] was used; hence the hyperparameters common to all experiments are the following:

- number of residual dense blocks (RDB) = 6,
- number of convolutional layers stacked inside an RDB = 20,
- number of feature maps of each convolutional layer = 64,
- kernel size of convolutional layers (local and global feature fusion = 1 × 1, all the rest = 3 × 3),
- learning rate decay (initial value = 0.0004, decay factor = 0.5, decay frequency = 30)
- flatness of minima (minimum = 0, maximum = 0.15, increase = 0.01, increase frequency = 5)
- patch size of low resolution training data = 40,
 Zero-padding is used for convolutional layers of kernel size of $3 \times 3$ to keep the shape fixed. In the RDB, the rectified linear unit (ReLU) activation function is applied, which is linear if the input is positive and zero if the input is negative, making the network easier to train. Batch normalization (BN) and pooling layers are not used to increase computational performance and maximize the reliability of the pixel information, respectively.

The model was trained with a GeForce GTX TITAN X using Python 3.6.4, Tensorflow 1.13.1, Keras 2.2.4, and ISR 2.1 [68].

3.2.2. Model training and validation

Although the model has shown excellent performance on image super-resolution and denoising against state-of-the-art methods on benchmark real-world image datasets [55, 56, 69], it has not been validated on medical datasets. In this way, the model was initially validated on two benchmark medical datasets, one containing brain MR images and the other containing cardiac MR images, achieving a reasonable assessment of the model's robustness. After this validation, a self-acquired cardiac dataset was prepared, and the model was validated on improving cardiac T1 maps. The training and validation procedures are described in detail in this section.

Benchmark medical datasets

The high-resolution brain MR images used in this work were obtained from the MGH-USC Human Connectome Project (HCP) database (https://ida.loni.usc.edu/login.jsp). The images include different 2D slices obtained from several high-resolution 3D acquisitions. Low-resolution images were obtained by downsampling (x2) the high-resolution images with the Lanczos algorithm [54], as exemplified in Figure 3-7. The low and high-resolution datasets were divided into 1000 images for training, 400 images for validation, and 100 images for testing. The network was trained during 100 epochs with two different loss functions, the
Mean Absolute Error loss function (L1 loss) and the Peak Signal-to-Noise Ratio loss function (PSNR loss). L1 loss is defined as the mean of the absolute differences between the predicted and real values. It is frequently used in super-resolution and image reconstruction because it is robust against outliers, discourages blurring, and provides good convergence [56, 70, 71]. PSNR is defined as the ratio between the maximum power of the signal and the power of the noise of the signal. It is a metric frequently used to measure the quality of images that have been compressed, making it attractive to use a loss function to directly maximize this metric for image enhancement models. Hence, the PSNR loss is theoretically promising and has shown excellent results in image enhancement [72]. The training with L1 loss lasted approximately 15 hours and 54 minutes, with the best result achieved at epoch 70, while the training with PSNR loss took roughly 14 hours and 44 minutes, with the best result achieved at epoch 26.
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**Figure 3-7** – Representative images of the low-resolution (left) and high-resolution (right) 2D brain images used for training the model.

Testing the network with brain images provides information about the implementation's performance in a best-case scenario, with good SNR and several well-defined edges. In contrast, cardiac images tend to be noisier and more challenging than brain images. Therefore, the same network was trained and applied in a cardiac dataset obtained from the HVSMR 2016 challenge (http://segchd.csail.mit.edu/) [73], providing a robust dataset of high-resolution cardiac images with different slice’s orientation and resolution. Low-
resolution images were obtained by downsampling (x2) the high-resolution images with the Lanczos algorithm, as shown in Figure 3-8. The dataset's size was the following for both resolutions: 1000 images for training, 422 images for validation, and 100 images for testing. The network was trained during 84 epochs with L1 loss, lasting roughly 12 hours and 30 minutes, and achieving the best result at epoch 71.

![Figure 3-8](image)

**Figure 3-8** - Representative images of the low-resolution and high-resolution 2D cardiac images used for training the model.

**Self-acquired cardiac dataset**

All images were acquired on a Philips Achieva 3T-Tx (Philips Healthcare, Best, the Netherlands) using a 32 channel cardiac coil. Several different 3D high-resolution acquisitions were performed on pigs to obtain a robust dataset of 2D slices with different orientations and resolutions, including images of healthy pigs and pigs with heart disease. The study protocol was approved by the local institutional Animal Research Committee and conducted in accordance with recommendations of the Guide for the Care and Use of Laboratory Animals.

At this point, two experiments were performed. The first experiment tests the model's performance on images acquired for the self-acquired training dataset, while the second experiment tests the model's effectiveness on improving the T1-weighted images and the corresponding T1 maps. In the first experiment, the datasets consisted of 808 images for training, 200 images for validation, and 100 images for testing. The low-resolution images
were obtained by downsampling (factor of 3) the high-resolution images using the Lanczos resampling (Figure 3-9). Data augmentation was used by applying rotations. The model was trained with L1 loss during 80 epochs (approximately 11 hours and 24 minutes), achieving the best result at epoch 77.

![Low-resolution High-resolution](image)

**Figure 3-9** - Representative images of the image dataset used for training the model. On the right, an acquired high-resolution image. On the left, the corresponding low-resolution image, obtained with Lanczos downsampling.

In the second experiment, the focus was to improve the T1 maps - both resolution and SNR. The datasets were upsized to increase performance, and Rician noise was added to the low-resolution images to simulate noisy MR images and achieve a denoising effect. In this way, more data was acquired, and data augmentation was used by applying rotations and adding Rician noise. As in the previous experiments, low-resolution images were obtained by downsampling (factor of 3) the high-resolution images using the Lanczos resampling (Figure 3-10). Both low and high-resolution datasets were divided into 1060 images for training and 254 images for validation. The RDN was trained with L1 loss during 80 epochs (approximately 14 hours and 45 minutes), achieving the best result at epoch 72.
3.2.3. Testing

Image quality assessment

The datasets prepared to evaluate the model's performance on improving MR images' quality have a subset for testing. This subset's images, which in our experiments are 100 pairs of low-resolution and high-resolution images, are used to compare the model results against a state-of-the-art method. In this way, the testing subset's low-resolution images were upsampled with the trained model and Lanczos resampling [54]. Afterward, these upsampled images were compared with the original high-resolution images using subjective and objective metrics of image quality assessment to evaluate the model's performance quantitatively.

The root mean squared error (RMSE) is a general-purpose metric that estimates the perceived errors of images (RMSE of 0 indicates perfect similarity), providing information about a model's accuracy by comparing directly the pixel values of the ground-truth image with the output image of the model. The RMSE is given by

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (O_i - P_i)^2}$$  \hspace{1cm} (3.11)
Where $n$ is the number of pixels of the image, $O_i$ are the pixel values from the original high-resolution image, and $P_i$ are the pixel values predicted by the model.

The Peak Signal-to-Noise Ratio (PSNR) metric is an objective computational method closely related to the RMSE. It is currently the most used metric to evaluate super-resolution models because it is accurate, widely present in literature, and easy to compute [55]. The higher the values of PSNR, the better the similarity between the compared images. The PSNR is given by

$$PSNR = 10 \log_{10} \left( \frac{L^2}{\frac{1}{n} \sum_{i=1}^{n} (O_i - P_i)^2} \right)$$  \hspace{1cm} (3.12)

Where $n$ is the number of pixels of the image, $L$ is the maximum pixel value, $O_i$ are the pixel values from the original high-resolution image, and $P_i$ are the pixel values predicted by the model.

These two standard metrics assess the image quality through objective computational methods and do not consider the humans' perceptual evaluation. Another standard metric is the structural similarity (SSIM) metric. It is a subjective metric that evaluates the images from the humans' perspective and takes into account luminance, contrast, and structure [74]. This metric provides an accurate perceptual assessment with the drawback of being quite costly. The SSIM values are between 0 and 1, where 1 indicates perfect structural similarity between images. The SSIM index can be given by

$$SSIM(x, y) = \frac{(2\mu_x\mu_y + C_1)(2\sigma_{xy} + C_2)}{\mu_x^2 + \mu_y^2 + C_1(\sigma_x^2 + \sigma_y^2 + C_2)}$$  \hspace{1cm} (3.13)

Where $x$ and $y$ are the two images to be compared (high-resolution image and estimated image), $\mu_x$ and $\mu_y$ are the respective means of the images, $\sigma_x$ and $\sigma_y$ are the respective standard deviations of the images, $\sigma_{xy}$ is the covariance between the images, and $C1$ and $C2$ are constants included to avoid instability.

These three metrics were calculated for the testing subsets (100 images) using images upsampled with the trained model and Lanczos resampling. For both methods, the values obtained from the full subset were averaged to obtain a single value for each metric, obtaining
a complete image quality assessment of the images produced by both the trained model and Lanczos resampling.

**T1 maps assessment**

After showing the performance of the trained models in increasing the quality of MR images, in this part, the goal was to evaluate the quality of the T1 maps estimated through T1-weighted images upsampled by the trained model. In this case, no ground-truth image is available because the only images available are the T1-weighted images acquired with the T1 mapping sequences; therefore, the acquired images were upsampled x3 using both the trained model and the state-of-the-art Lanczos resampling in order to compare the T1 maps obtained by the model with a reference method.

Two T1 mapping sequences early described in this thesis, 3D SACORA and 3D SASHA, were used to test the RDN model. For both sequences, the images of four healthy pigs from the 3D SACORA study (described in section 3.1.3) were used [51], which were acquired on a Philips Achieva 3T-Tx using a 32 channel cardiac coil. The 3D SACORA acquisition parameters were: TR/TE/FA = 2.8 ms/1.32 ms/5°; echo train length = 76; compressed SENSE factor = 4.5; in-plane resolution = 2×2 mm; 12 reconstructed slices (acquisition slice thickness of 10 mm reconstructed to 5 mm). The 3D SASHA acquisition parameters were: TR/TE/FA = 2.8 ms/1.3 ms/12°; echo train length = 30; compressed SENSE factor = 1.8; in-plane resolution = 2×2 mm; 12 reconstructed slices (acquisition slice thickness of 10 mm reconstructed to 5 mm). In Figure 3-11, representative saturation time images acquired with 3D SACORA and the corresponding T1 map are shown.

![Figure 3-11](image-url)  
*Figure 3-11 – Example of the in-vivo images acquired with 3D SACORA and the corresponding T1 map.*
The acquired T1-weighted images were upsampled x3 with the trained model and the Lanczos resampling, and the resulting upsampled images were fitted to obtain the T1 maps following the respective Bloch equations modeling of 3D SACORA and 3D SASHA. The computed T1 maps were visually assessed to evaluate the performance of both methods. ROIs were drawn in the septal myocardium and blood pool of 20 slices (5 per pig) to analyze the effect of the upsampling on the T1 values. The mean T1 and the standard deviation were obtained from the ROIs. Furthermore, line ROIs were drawn crossing the myocardium (Figure 3-12) to elaborate a profile of the pixel values on the edges between myocardium and blood and evaluate the resolution.

![Example of a line ROI crossing the myocardium of a 3D SASHA T1 map (no improvement of the image quality was applied) to obtain the pixel values profile.](image)

**Figure 3-12** – Example of a line ROI crossing the myocardium of a 3D SASHA T1 map (no improvement of the image quality was applied) to obtain the pixel values profile.
CHAPTER 4

RESULTS

4.1. Single breath-hold saturation recovery 3D cardiac T1 mapping via compressed SENSE

4.1.1. Phantom validation

The Passing-Bablok regression plots show good correlation and no significant bias between methods. The 3D SACORA plot (Figure 4-1a) has a slope of 0.99 (95% confidence interval [CI]: 0.98, 1.01) and an intercept of 12.90 ms (95%CI: -6.19, 23.02 ms), whereas the 3D SASHA plot (Figure 4-1b) has a slope of 1.005 (95%CI: 0.997, 1.013) and an intercept of -4.62 ms (95%CI: -11.60, 2.47 ms).

![Figure 4-1 - 3D SACORA and 3D SASHA results from phantom experiments validated against IR-SE. a,b) Passing-Bablok regressions of 3D SACORA and 3D SASHA. c,d) Bland-Altman plots of 3D SACORA and 3D SASHA.](image-url)
The Bland-Altman plots in Figure 4-1 compare reference T1s with T1s estimated by 3D SACORA and 3D SASHA. These plots show good agreement between both methods and IR-SE. For 3D SACORA (Figure 4-1c), the bias was -2.3 ms (95%CI: -18.79, 14.14 ms). For 3D SASHA (Figure 4-1d), the bias was -0.45 ms (95%CI: -8.71, 7.81 ms).

The relative error at different heart rates ranged from -0.016 to 0.032 for 3D SACORA (mean, 0.008; standard deviation, 0.011); for 3D SASHA the range was -0.0095 to 0.039 (mean, 0.008; standard deviation, 0.01) (Figure 4-2a, b). 3D SACORA showed less dependence on heart rate, particularly for pre-contrast cardiac T1 values at 3T; estimated T1 values with 3D SASHA tended to increase with higher heart rate, whereas 3D SACORA T1s seemed to be relatively independent of heart rate. Regarding accuracy, both sequences performed equally well.

Figure 4-2 - Phantom experiments assessing the HR dependency of 3D SACORA and 3D SASHA. a,b) Relative error of 3D SACORA and 3D SASHA at different HRs. c,d) Coefficient of variation of 3D SACORA and 3D SASHA at different HRs.
The coefficient of variation at different heart rates ranged from 0.013 to 0.054 for 3D SACORA (mean, 0.025; standard deviation, 0.011); for 3D SASHA, the range was 0.006 to 0.023 (mean, 0.011; standard deviation, 0.004) (Figure 4-2c, d). Although precision was acceptable with both sequences, 3D SASHA performed slightly better, particularly on short T1s. The coefficient of variation appeared to be independent of the heart rate in both sequences.

### 4.1.2. In-vivo validation

Scans of the seven pigs were performed with 3D SACORA and 3D SASHA before and after MR contrast agent administration. 3D SACORA acquired the 3D T1 map in 15 heartbeats (heart rate, 60 bpm). For both sequences, the final T1 parametric maps were obtained from the scanner shortly after acquisition. Reconstruction, fitting, and image generation took approximately 20s.

Four images from the same animal for each sequence are shown in Figure 4-3: two T1-weighted images, a PD image, and the corresponding T1 map. All T1-weighted images showed good contrast and quality. The TS1 image from 3D SACORA presented some noise, likely due to the short saturation time and relatively high compressed SENSE factor (4.5). No contrast was visible between myocardium and blood pool in the PD images, as expected. The T1 maps correctly represented the information contained in the T1-weighted images.
Bulls-eye plots were calculated for 3D SACORA and 3D SASHA, according to the AHA LV model (Figure 4-4). Bulls-eye plots of mean T1 values (Figure 4-4a, b) showed good homogeneity across the LV myocardium for both sequences. The mean T1 for the whole LV myocardium was 1480 ± 33 ms with 3D SACORA and 1539 ± 54 ms with 3D SASHA. For the blood pool, the mean T1 values were 2126 ± 104 ms and 2306 ± 93 ms, respectively. The difference between the two sequences in mean whole LV myocardium T1 was mainly due to T1 measurements in the lateral and anterior segments. The bulls-eye plots for the coefficient of variation (Figure 4-4c, d) showed good precision in the measurement of T1 values in myocardium and blood for both sequences. The mean coefficients of variation in 3D SACORA were 0.029 ± 0.005 in the whole LV myocardium and 0.033 ± 0.006 in the blood pool; the corresponding values for 3D SASHA were 0.030 ± 0.008 and 0.029 ± 0.005.
Figure 4-4 - Bulls-eye plots of T1 and coefficient of variation (CV) for the whole left-ventricle myocardium with 3D SACORA and 3D SASHA. The central segment corresponds to the blood. a,b) Bulls-eye plots of mean T1 values for both sequences. c,d) Bulls-eye plots of mean CV for both sequences.

Septal T1s and coefficients of variation were measured with 3D SACORA and 3D SASHA in all seven pigs before and after administration of MR contrast agent (Figure 4-5). Native and post-contrast T1 (Figure 4-5a, b) did not differ between the two sequences, confirming good accuracy and precision. Mean septal native and post-contrast T1s measured with 3D SACORA were 1453 ± 44 ms and 824 ± 66 ms, respectively. For 3D SASHA, the mean septal native T1 was 1460 ± 60 ms and the mean septal post-contrast T1 was 824 ± 60 ms. The coefficient of variation plots (Figure 4-5c, d) showed good precision for both sequences in all animals. The mean coefficient of variation for native septal T1 was 0.041 ± 0.010 for 3D SACORA and 0.039 ± 0.010 for 3D SASHA. The post-contrast values were 0.050 ± 0.008 and 0.041 ± 0.008, respectively.
Figure 4-5 - Septal T1 measurements (pre-contrast and post-contrast) obtained from all pigs with 3D SACORA and 3D SASHA. a) Pre-contrast septal T1 and standard deviation for both sequences. b) Post-contrast septal T1 and standard deviation for both sequences. c) Septal coefficient of variation of pre-contrast acquisitions for both sequences. d) Septal coefficient of variation of post-contrast acquisitions for both sequences.

Representative pre-contrast and post-contrast T1 maps of three slices (apex, middle, base) acquired with 3D SACORA and 3D SASHA in two pigs are shown in Figure 4-6. 3D SACORA images showed good contrast and homogeneity, and were comparable to corresponding 3D SASHA images, despite the shorter acquisition time (15s vs. 188s, for a heart rate of 60 bpm).
4.1.3. Joint T1 and T2 mapping

T1 and T2 maps of the phantom were successfully obtained with the proposed 3D dual-SACORA sequence. The linear regression plots (Figure 4-7) showed good agreement between the T1 and T2 values obtained by the proposed sequence, and IR-SE and GraSE, respectively. However, 3D dual-SACORA seemed to underestimate very long T2s.

Figure 4-6 - Pre-contrast and post-contrast T1 maps of three slices (apex, middle, base) acquired with 3D SACORA and 3D SASHA from pigs 4 and 5. a,b) Pre-contrast images from pigs 4 and 5. c,d) Post-contrast images from pigs 4 and 5.

Figure 4-7 – Linear regression plots from the phantom experiments comparing 3D dual-SACORA against IR-SE and T2-GraSE.
The coefficient of variation and relative error are shown in Figure 4-8 for both T1 and T2. The plots show that the 3D dual-SACORA sequence achieved good precision and accuracy for most values. As already seen in the linear regression analysis, the relative error also suggests that the 3D dual-SACORA sequence underestimated very long T2s (104 ms).

![Figure 4-8](image)

**Figure 4-8** - Coefficient of Variation (CV) and relative error of 3D dual-SACORA for both relaxation parameters.

A volunteer was successfully scanned with 3D dual-SACORA (acquisition duration of approximately 20s) in a single breath-hold. T1-weighted images (TS1 and TS2) and T2-weighted images (TS3 and TS4) showed good contrast and quality, as shown in Figure 4-9. As expected, no contrast was visible between myocardium and blood pool in the PD images. Although TS4 has a T2 preparation of 45 ms, the image's SNR and quality were excellent as it was acquired with a recovery beat (TS4 = 1773 ms). The parametric maps accurately represented the information contained in the saturation time images.

![Figure 4-9](image)

**Figure 4-9** - Representative images acquired from the volunteer with the 3D dual-SACORA sequence and the corresponding parametric maps.
Representative parametric maps acquired with the 3D dual-SACORA sequence in the volunteer are shown in **Figure 4-10**. The maps showed good contrast and homogeneity. The mean septal T1 of the three slices was $1443.7 \pm 51.3$ ms, while the mean blood pool was $1799.7 \pm 64.7$. Regarding T2, the mean septal value of the three slices was $51.7 \pm 2.8$ ms, and the mean blood pool was $170.3 \pm 24.7$ ms. As reference values, the septal T1 estimated with MOLLI was $1208$ ms, while the septal T2 estimated with GraSE was $50$ ms.

**Figure 4-10** - Representative parametric maps of three slices (apex, middle, base) acquired with the 3D dual-SACORA sequence.

### 4.2. Improving image quality via a residual dense network (RDN)

#### 4.2.1. Image quality assessment

The RDN model was trained with several different medical datasets to thoroughly evaluate the model's performance with MR images. Firstly, the model was tested with brain images as they have excellent SNR and several well-defined edges. The model was tested with two losses: L1 loss and PSNR loss. The model's training was successful with both losses;
however, the PSNR loss exhibited more erratic variation over the epochs and more difficulty stabilizing than the L1 loss. The L1 loss superiority can also be seen in the comparison between the model and Lanczos resampling results of the testing subset, as shown in Table 4-1. The L1 loss achieved better results on the analyzed metrics than the PSNR loss and the Lanczos resampling.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>RDN L1 loss</th>
<th>RDN PSNR loss</th>
<th>Lanczos resampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (ms)</td>
<td>5,4</td>
<td>5,8</td>
<td>9,1</td>
</tr>
<tr>
<td>PSNR (dB)</td>
<td>32</td>
<td>31</td>
<td>26</td>
</tr>
<tr>
<td>SSIM</td>
<td>0,80</td>
<td>0,81</td>
<td>0,63</td>
</tr>
</tbody>
</table>

Table 4-1 – Table with the averaged metrics calculated from the testing subset (brain benchmark dataset) for the three methods.

Based on these results, the L1 loss was selected as the default loss for the remaining experiments. The images upsampled with the model are far more similar to the original high-resolution images than the images upsampled with Lanczos resampling, as shown in Figure 4-11. The images upsampled with the model show high image quality, excellent resolution, and well-defined edges. Interestingly, the model was able to discriminate and eliminate an artifact present on the low-resolution image, creating an upsampled image free of artifacts.
Figure 4-11 – Visual comparison between the original images (brain benchmark dataset) from the testing subset and the images obtained by upsampling the low-resolution image with the model and Lanczos resampling. The yellow arrow points to an artifact of the low-resolution image that was eliminated by the model.

The model was also tested with a benchmark cardiac dataset to test its performance with cardiac images, which are noisier and have fewer well-defined edges than brain images. The model was trained successfully, similarly to the behavior exhibited with the brain dataset. The model again achieved better metrics than the Lanczos resampling on the testing subset, as shown in Table 4-2. Nevertheless, the difference between the methods was more evident with the brain dataset, as expected, considering the fewer well-defined edges of the cardiac images.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>RDN L1 loss</th>
<th>Lanczos resampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (ms)</td>
<td>3.33</td>
<td>4.49</td>
</tr>
<tr>
<td>PSNR (dB)</td>
<td>29.80</td>
<td>27.30</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.79</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Table 4-2 - Table with the averaged metrics calculated from the testing subset (cardiac benchmark dataset) for the two methods.
Both methods were able to improve the low-resolution images visually, as shown in **Figure 4-12**. The image upsampled with the model seems slightly better than the image upsampled with Lanczos resampling, although the difference is trivial. This minimal difference is most likely related to the relatively low-resolution of the cardiac dataset's high-resolution images.

**Figure 4-12** - Visual comparison between the original images from the testing subset (cardiac benchmark dataset) and the images obtained by upsampling the low-resolution image with the model and Lanczos resampling.

The importance of high-quality, high-resolution images for training the model was demonstrated. Hence, high-resolution cardiac images were acquired purposely for improving the performance of the model. The model was trained successfully and was clearly able to achieve better metrics on the testing subset than the Lanczos resampling, as shown in **Table 4-3**.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>RDN L1 loss</th>
<th>Lanczos resampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (ms)</td>
<td>5.5</td>
<td>7.6</td>
</tr>
<tr>
<td>PSNR (dB)</td>
<td>31</td>
<td>26</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.90</td>
<td>0.81</td>
</tr>
</tbody>
</table>

**Table 4-3** - Table with the averaged metrics calculated from the testing subset (self-acquired cardiac dataset) for the two methods.
A visual assessment of the upsampled images shows that the model produced images considerably better than the low-resolution images and identical to the original high-resolution images, as shown in Figure 4-13. Comparing the model against Lanczos resampling, it produced better quality images than Lanczos resampling, particularly on parts of the images with well-defined edges.

![Image of upsampling comparison](image.png)

**Figure 4-13** – Visual comparison between the original images (self-acquired cardiac dataset) from the testing subset and the images obtained by upsampling a low-resolution image with the model and Lanczos resampling. The yellow arrow points to an area with defined edges, which have a much better resolution with the model than with Lanczos resampling.

### 4.2.2. T1 maps assessment

In the previous section, the feasibility of using the RDN model to improve MR images was demonstrated. In this section, the results achieved while studying the feasibility of applying the model to T1 maps are presented. The model was successfully trained to upsample and denoise the T1-weighted images that are pixel-wise fitted to produce the maps. The trained model was tested in a rapid acquisition (3D SACORA) and a longer sequence that prioritizes the SNR (3D SASHA).
3D SACORA

The T1-weighted images of 3D SACORA were upsampled and denoised using the RDN model and Lanczos resampling. First of all, the model and Lanczos resampling could perfectly upsample the low-resolution images without apparent pixel value change, as shown in Figure 4-14. The model was able to improve the image quality, mainly by denoising and eliminating artifacts. The model's features related to denoising and artifacts correction seem to be more relevant to improve these images than the upsampling.

![Figure 4-14](image)

Figure 4-14 – T1-weighted image acquired with 3D SACORA from pig two and upsampled with the model and Lanczos resampling.

The final goal was to improve the image quality of the 3D SACORA T1 maps, which was achieved for all pigs, as can be visually assessed in Figure 4-15. Visually, the T1 maps obtained by the model are of much better quality than the ones obtained by Lanczos resampling. In this way, the model was able to improve the quality of both the T1-weighted images and the T1 maps.
Analytically, the images obtained with the model also present better results, as shown in Table 4-4. The mean septal T1 of the four pigs is $1459.5 \pm 61.3$ ms for Lanczos and $1460.3 \pm 55.6$ ms for the RDN model, while the blood T1 is $2033.8 \pm 67.3$ ms and $2051.5 \pm 59.2$ ms, respectively. Hence, the RDN model achieved the same T1 values of Lanczos resampling but with better standard deviation (precision).

### Table 4-4 – Mean T1 and standard deviation of the septal myocardium and blood pool of all pigs for Lanczos resampling and the RDN model (3D SACORA).

<table>
<thead>
<tr>
<th></th>
<th>Myocardium</th>
<th></th>
<th>Blood</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lanczos</td>
<td>RDN</td>
<td>Lanczos</td>
<td>RDN</td>
</tr>
<tr>
<td></td>
<td>mean T1 (ms)</td>
<td>std (ms)</td>
<td>mean T1 (ms)</td>
<td>std (ms)</td>
</tr>
<tr>
<td>Pig1</td>
<td>1440,2</td>
<td>59,8</td>
<td>1434,0</td>
<td>50,0</td>
</tr>
<tr>
<td>Pig2</td>
<td>1423,6</td>
<td>55,4</td>
<td>1423,2</td>
<td>49,8</td>
</tr>
<tr>
<td>Pig3</td>
<td>1460,2</td>
<td>63,0</td>
<td>1465,0</td>
<td>58,2</td>
</tr>
<tr>
<td>Pig4</td>
<td>1514,0</td>
<td>66,8</td>
<td>1518,8</td>
<td>64,2</td>
</tr>
<tr>
<td>Mean</td>
<td>1459,5</td>
<td>61,3</td>
<td>1460,3</td>
<td>55,6</td>
</tr>
</tbody>
</table>
The denoising applied with the RDN model seems not to change the pixel values, as corroborated by Figure 4-16. The profile shows that the model could accurately eliminate the noise without changing the signal.

![3D SACORA](image)

**Figure 4-16** – Pixels profile of a 3D SACORA T1 map from pig two, after upsampling by Lanczos resampling and the RDN model.

3D SASHA

The RDN model was also tested with 3D SASHA images, which have different characteristics from the 3D SACORA images since 3D SASHA has a longer acquisition time, and consequently, the images presented higher SNR but also more cardiac motion artifacts. In order to evaluate the robustness of the model across different sequences, the T1-weighted images of 3D SASHA were also upscaled and denoised using the RDN model and Lanczos resampling. The T1-weighted images results show that the model improved the images without modifying the pixel values, being the ability to eliminate the motion artifacts the main advantage of using the model, as shown in **Figure 4-17**.
Figure 4-17 - T1-weighted image acquired with 3D SASHA from pig one and upsampled with the model and Lanczos resampling. The yellow arrow points to motion artifacts that were diminished by the model.

As expected from the improvements visible on the T1-weighted images, the T1 maps obtained with the model were much cleaner than those obtained with Lanczos resampling, as shown in Figure 4-18. Although the SNR of the 3D SASHA images is already excellent, the model could further denoise the T1 maps. More importantly, the model was also able to remove most of the motion artifacts.
Figure 4.18 - T1 maps obtained by fitting the upsampled saturation time images (Lanczos and RDN) for the 3D SASHA sequence. The yellow arrow points to motion artifacts that were diminished by the model.

Analytically, the RDN model also achieved better results than Lanczos resampling, as shown in Table 4.5. The mean septal T1 of the four pigs is $1471.9 \pm 50.9$ ms for Lanczos and $1469.5 \pm 50.4$ ms for the RDN model, while the blood T1 is $2240.0 \pm 74.0$ ms and $2272.7 \pm 70.3$ ms, respectively. In this way, the RDN model was able to improve the standard deviation without considerably changing the T1 values.

### 3D SASHA

<table>
<thead>
<tr>
<th></th>
<th>Myocardium</th>
<th>Blood</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lanczos</td>
<td>RDN</td>
</tr>
<tr>
<td></td>
<td>mean T1 (ms)</td>
<td>std (ms)</td>
</tr>
<tr>
<td>Pig1</td>
<td>1418.4</td>
<td>42.2</td>
</tr>
<tr>
<td>Pig2</td>
<td>1416.2</td>
<td>53.2</td>
</tr>
<tr>
<td>Pig3</td>
<td>1501.8</td>
<td>50.6</td>
</tr>
<tr>
<td>Pig4</td>
<td>1551.4</td>
<td>57.6</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td><strong>1471.9</strong></td>
<td><strong>50.9</strong></td>
</tr>
</tbody>
</table>

Table 4.5 - Mean T1 and standard deviation of the septal myocardium and blood pool of all pigs for Lanczos resampling and the RDN model (3D SASHA).
The T1 values of the T1 maps obtained with both methods were also compared in Figure 4-19. The pixel profile shows that both methods achieved the same T1 values, and no resolution has been lost on the edges myocardium-blood by the denoising applied by the RDN model.

**Figure 4-19** - Pixels profile of a 3D SASHA T1 map from pig three, after upsampling by Lanczos resampling and the RDN model.
5.1. Single breath-hold saturation recovery 3D cardiac T1 mapping via compressed SENSE

3D SACORA (3D saturation-recovery compressed SENSE rapid acquisition) was developed as a new 3D T1 mapping sequence to speed up T1 mapping acquisition of the whole heart. The proposed sequence was validated in phantoms against the gold standard technique (IR-SE) and in-vivo against the reference 3D SASHA sequence.

3D SACORA successfully acquired a whole-heart 3D T1 map in a single breath-hold at 3T, estimating T1 values in agreement with those obtained with the IR-SE and 3D SASHA sequences. Thus, 3D SACORA’s use of 5 saturation times for T1 fitting as well as k-space under-sampling via compressed SENSE enabled very short acquisition times (15s, for a heart rate of 60 bpm) without considerably compromising T1 estimation accuracy or image quality.

3D saturation recovery T1 mapping sequences have been developed recently because they do not require full longitudinal magnetization recovery and produce highly accurate T1 values. Acquisition times with these 3D sequences are however much longer than 20 s, and scans, therefore, cannot be performed under single breath-hold conditions. 3D SACORA was optimized to keep scan time shorter than 20 s without compromising T1 estimation accuracy, image quality, or LV coverage. Conditions established for this optimization included i) allowing enough time for the PD to achieve full magnetization recovery between readouts, ii) limiting the number of turbo field echo shots as much as possible, iii) optimizing trade-off between readout length and the compressed SENSE factor, iv) acquiring T1-weighted images with enough SNR for proper application of compressed SENSE, and v) acquiring a T1-weighted image with a saturation time as close as possible to the native cardiac T1 values at 3T.

3D SACORA is able to acquire a 3D T1 map in 15 heartbeats (heart rate, 60 bpm) at 3T. The main constraint for acquiring T1 maps with a short scan time at 3T is the recovery beats.
required by the proton density. To mitigate this, 3D SACORA was designed to have just two readout shots. This was achieved by combining a shot length of ±210 ms with a compressed SENSE factor of 4.5, providing good image quality without major deterioration or blurring. A compressed SENSE factor of 4.5 guarantees good T1 estimation accuracy and precision, with comparable results to lower compressed SENSE factors, as shown in Figure 3-2. A shot length of ±210 ms is similar to the conventional 2D MOLLI shot length of ±190 ms [11] and shorter than the diastolic time length at very high heart rates (250 ± 59 ms at 128 ± 22 bpm) [75]. The PD readouts were separated by 6 s to guarantee full magnetization recovery. 3D SACORA acquires two T1-weighted images with long saturation times in order to enhance fitting quality for relevant cardiac T1 values at 3T. In addition, these images are ideal for applying compressed SENSE due to their high SNR, whereas T1-weighted images with shorter saturation times tend to be noisier, as shown in Figure 4-3.

3D SACORA and our own implementation of 3D SASHA were validated in phantom experiments. 3D SASHA is the reference sequence for in-vivo experiments in this study and has an acquisition time roughly 13 times longer than 3D SACORA. The phantom results show that 3D SACORA and 3D SASHA acquired 3D T1 maps with high accuracy and precision and in good agreement with IR-SE measurements. However, slight differences were found between 3D SACORA and 3D SASHA in specific cases (Figure 4-2). First, 3D SASHA is more precise than 3D SACORA for short T1s, due to the denser sampling of short saturation time T1-weighted images present in 3D SASHA. Second, 3D SACORA T1 estimation is, by design, less heart-rate sensitive than 3D SASHA. Heart-rate sensitivity in 3D SASHA acquisition is due to its lack of long saturation images, which can undermine T1 estimation quality, especially at high heart rates. Thus, the 3D SACORA sampling strategy was validated over a wide range of heart rates (50 bpm to 120 bpm). For heart rates outside this range, the sequence keeps acquiring saturation times at the low saturation time area of the T1 relaxation curve and close to the T1s of interest, as shown in Table 3-1. This sampling strategy of the saturation times makes 3D SACORA robust for a very wide range of heart rates.

The pig heart is an established model in cardiology due to its similarity to the human heart [76, 77]. In this study, in-vivo data were acquired before and after contrast administration.
The image quality in 3D SACORA was close to that obtained with 3D SASHA despite the much shorter acquisition time. All septal T1 measurements were similar in the two sequences (Figure 4-5a, b), despite the differences in sequence design and protocol. Furthermore, the mean septal pre-contrast T1 of 1453 ms estimated by 3D SACORA is in good agreement with published saturation recovery T1 measurements in pigs at 3T [62]. There was a slight discrepancy between 3D SACORA and 3D SASHA in T1s measured in the lateral and anterior segments of the myocardium (Figure 4-4a, b), probably caused by movement artifacts, which were more frequent in 3D SASHA due to the longer acquisition time.

In pigs, cardiac acquisitions performed in free-breathing are free of major respiratory artifacts [77, 78]. This was crucial for the successful comparison of 3D SACORA with 3D SASHA in a model without respiratory motion compensation (e.g., respiratory navigator [19] or motion correction [79]) or breath-hold acquisition. Nevertheless, the results might be improved by taking appropriate measures to minimize respiratory artifacts. For example, T1 map quality could be improved by reducing respiration-induced motion using registration approaches such as non-rigid image registration [80].

In this study, an in-house version of 3D SASHA [18] for 3T was used. As the reference sequence for the in-vivo experiments, the sampling strategy of the saturation times was similar to conventional 3D SASHA in order to acquire gold standard in-vivo T1 values. In addition, 3D SASHA was implemented with a shorter shot length than 3D SACORA, minimizing the effect of cardiac motion and reducing partial volume averaging, which are especially relevant for high heart rates. This sequence was validated successfully against IR-SE with phantom experiments, and the in-vivo results were in good agreement with published saturation recovery T1 measurements at 3T [19, 62].

Despite the good performance of 3D SACORA in post-contrast imaging, the sequence was primarily designed for pre-contrast imaging. Although post-contrast T1 values obtained with the proposed technique do not differ significantly from those obtained with 3D SASHA, the accuracy and precision of short T1 could be improved by increasing the number of short saturation images. The additional acquisition time could be compensated by decreasing the number of PD recovery beats.
One of the main limitations of this study for validating the novel T1 mapping sequence 3D SACORA is the lack of in-vivo human data. Nevertheless, the pig model is a well-established model for cardiac research, and in-vivo pig acquisitions can be performed under free-breathing conditions without significantly decreasing image quality [76–78]. Additionally, studies of new cardiac acquisitions have been successfully performed on pigs [29, 81–83]. A clinical study will be required to evaluate the performance of 3D SACORA (single breath-hold of 15s, for a heart rate of 60 bpm) in patients with ischemic and non-ischemic cardiomyopathies.

In short, the proposed 3D SACORA sequence acquired pre-contrast and post-contrast T1 maps of the whole heart with good accuracy, precision, and image quality for LV analysis at 3T. The sequence was optimized for speed and can acquire a 3D T1 map in 15 heartbeats for a heart rate of 60 bpm.

Inspired by the performance of 3D SACORA, a feasibility study was performed to assess the potential of modifying the acquisition scheme of 3D SACORA in order to obtain T1 and T2 maps in a single breath-hold. Although this adds a whole new level of complexity, the possibility of using 3D SACORA concepts to acquire simultaneous, co-registered 3D T1 and T2 maps is exciting and could be groundbreaking. In this way, this proposed 3D T1/T2 sequence (3D dual-SACORA) was built on the main concepts of 3D SACORA: an optimized trade-off between readout length and compressed SENSE factor, acquisition of images with enough SNR for correct application of compressed SENSE, and the acquisition of at least one image with an acquisition time as close as possible to the native cardiac T1 values at 3T.

Initially, a preliminary 3D T1/T2 sequence was designed by modifying the least possible the 3D SACORA acquisition scheme and signal model. However, by design, this preliminary sequence may not provide T2-weighted images with enough SNR for accurate T2 mapping, particularly at high heart rates. The T2-weighted images could have such short saturation times that, together with the T2-preparation pulse, could lead to too much signal loss for accurate T2 mapping. This issue is extra challenging in single breath-hold acquisitions, which already have a complex trade-off between SNR and acquisition duration. Hence, after realizing that a simple modification of 3D SACORA was not the best option, this preliminary 3D T1/T2 sequence was modified to ensure adequate signal for T2 mapping. In this way, the
3D T1/T2 sequence proposed in this feasibility study (3D dual-SACORA) was designed to acquire T2-weighted images with an excellent SNR by not acquiring these images in the same RR interval of the saturation pulse, but using recovery beats according to the heart rate, acquiring the T2-weighted images as close as possible to the native cardiac T1 value at 3T (approximately 1500 ms). As the T2-weighted images have different saturation times in the 3D dual-SACORA sequence, the standard exponential signal model to estimate T2 is not applicable; instead, a combined signal model was used to jointly estimate T1 and T2.

The phantom results show that 3D dual-SACORA obtained parametric maps with high accuracy and precision, and in good agreement with the reference sequences. However, the accuracy for very long T2s (104 ms) was considerably lower than the other tested T2 values. This result is tolerable as 104 ms is much longer than the T2 of the myocardium, and it is challenging to predict very long T2s with a T2-preparation time of 45 ms. In general, 3D dual-SACORA tends to underestimate the values of both T1 and T2 slightly. This slight underestimation may come from the fact that T1 and T2 depend on each other, which may cause bias on T1 due to the T2-preparation pulse. Furthermore, the phantom was built with separate tubes for T1 and T2, which may cause additional modeling imperfection in a combined signal model as both relaxation parameters are used for the estimation.

The saturation time images and the parametric maps obtained with the 3D dual-SACORA sequence in the volunteer within a single breath-hold showed good contrast and homogeneity. The T2-weighted images presented excellent quality, showing that the use of recovering beats for acquiring T2-weighted images in saturation recovery sequences is auspicious and a valuable idea. The septal T1 values are in good agreement with published work such as Rui Guo et al. [19] and Kosuke Morita et al. [61], and the septal T2 values with works from Sofia Kvernby et al. [33] and Haikun Qi et al. [79]. Additionally, these septal values agree with the reference values estimated with MOLLI and GraSE, once taken into account the T1 underestimation of MOLLI [15]. Regarding the blood, there is apparently a slight underestimation of the T1 [34, 84], which may be caused by the bias on T1 due to the T2-preparation pulse or the long echo train length.

The preliminary findings of this feasibility study open the door to the possibility of using 3D SACORA concepts to develop a successful 3D T1/T2 sequence. Although 3D dual-
SACORA has room for improvement, the results show that a large study based on the proposed sequence is welcome and can be groundbreaking. To the best of our knowledge, 3D dual-SACORA is the first saturation recovery sequence using recovering beats for acquiring T2-weighted images. With this in mind, future work will be to test and optimize further the proposed sequence and perform a large study.

5.2. Improving image quality via a residual dense network (RDN)

A deep learning-based post-processing method was implemented to improve the image quality of MR images with the end goal of improving the T1 maps obtained with 3D SACORA. In this way, a comprehensive study of the performance of the method on MR images was performed by validating it across different MR datasets and T1 sequences.

After careful research of the several deep learning methods that could be applied to improve the T1 maps of 3D SACORA, the Residual Dense Network (RDN) was selected [56]. This convolutional neural network model has demonstrated outstanding performance on image super-resolution and denoising benchmark real-world image datasets [55, 56, 69], and is considered a state-of-the-art method in single-image super-resolution. Super-resolution aims to obtain high-resolution images from small spatial resolution images or degraded images, such as blurry and noisy images. The possibility of improving MR image quality using super-resolution through the RDN model is appealing and scientifically relevant. In this way, although the focus is on improving the T1 maps of 3D SACORA, the model was used on different MR datasets from various sequences, providing broad information about the model's versatility and performance.

Firstly, the model was validated with benchmark MR datasets, performing an initial feasibility test of the model's performance with MR images. The model was separately tested with a benchmark brain dataset and a benchmark cardiac dataset to perform an image quality assessment of the MR images improved by the model. The model improved the images successfully for both datasets, achieving better performance with the brain dataset than with the cardiac dataset. This result was expected as the brain dataset's high-resolution images presented a better resolution and quality than those of the cardiac dataset. Additionally, the
brain images have more well-defined edges than the cardiac images, making the resolution enhancement more evident.

Secondly, a robust self-acquired cardiac dataset was acquired and prepared for guaranteeing high-quality, high-resolution images for training the model. This experiment aimed to test the performance of the RDN model on self-acquired cardiac images. The results showed improved image quality assessment metrics and visual assessment, particularly on well-defined edges. These results validate the use of these acquired high-resolution images to improve the saturation time images.

Lastly, a larger self-acquired cardiac dataset was used to train the RDN model, and the model was tested on improving the saturation time images and, consequently, the T1 maps. As described before, 3D saturation recovery compressed SENSE rapid acquisition (3D SACORA) has been recently proposed to perform single breath-hold T1 mapping of the left ventricle [51]. Although this sequence acquires good quality T1 maps, the possibility of improving the T1 maps of 3D SACORA without compromising the correct estimation of T1 values would be a breakthrough. In addition to the rapid acquisition 3D SACORA, the longer acquisition 3D saturation recovery single-shot acquisition (3D SASHA) [18] was also used in this study to validate the model in two different 3D T1 mapping sequences, providing information regarding the versatility of the model and opening doors to the application of the model on other parametric mapping sequences. For both 3D SACORA and 3D SASHA, the model improved the image quality of the saturation time images and the T1 maps. The model was able to decrease the noise and eliminate motion artifacts, enhancing the T1 maps analytically and visually. Analytically, the model did not considerably modify the T1 values while improving the standard deviation in both myocardium and blood. Visually, the model improved the T1 maps by removing the noise and motion artifacts without losing resolution on the edges. The enhancement of the saturation time images and T1 maps seemed to be more related to the denoising and artifacts correction than to the upsampling, which may be explained by the already decent resolution of the saturation time images. The capability of the model to learn that the motion artifacts should not be present on the images is an exciting and auspicious result.
In this last experiment, Rician noise was added to the low-resolution images to create noisy MR images and teach the model how to go from noisy to clean MR images. Rician noise was chosen as it has been shown that the noise in magnitude MR images is governed by a Rician distribution, and it is common practice to corrupt MR images with Rician noise to simulate noisy MR images [85, 86].

The image interpolation method used in this study for resampling tasks was Lanczos resampling [54]. Lanczos is a state-of-the-art standard method widely used in real-world applications. Other traditional interpolation methods are also commonly applied, such as nearest-neighbor, bilinear, and bicubic interpolation. Lanczos resampling was chosen for the resampling tasks because recent AI studies with MR images have applied Lanczos resampling as the reference baseline method, with Lanczos achieving better results than the other baseline methods [87, 88]. Generally speaking, Lanczos resampling preserves better the sharp lines with the main drawback of being more computationally expensive.

The loss function used in this study was the L1 loss. The L1 loss is widespread in super-resolution mainly because it is robust against outliers, discourages blurring, and provides good convergence [56, 70, 71]. In the first experiment, the L1 loss was compared against the more complex PSNR loss, which is promising and has shown excellent results in image enhancement [72]. The results showed that the L1 loss achieved better metrics than the PSNR loss in this experiment, and therefore, the L1 loss was used thereafter. The L1 loss provided excellent convergence and good image quality in all experiments, corroborating that the L1 loss is an excellent choice for the RDN model [56, 89].

This study's goal was accomplished as the RDN model improved the 3D SACORA T1 maps' quality considerably without compromising the estimation of T1 values. However, the potential for improvement is hard to predict due to the extreme complexity of the topic. For instance, a reasonable amount of modifications could potentially improve the results, such as increasing the amount and quality of the images of the dataset, changing the type of images of the dataset (e.g., resolution, orientation), changing the resampling factor, choosing a different loss function, choosing a different CNN model, and changing the hyperparameters.

Future work in the short term will focus on using the trained model in different parametric mapping sequences as the model performed well in both 3D SACORA and 3D SASHA,
showing the versatility and robustness of the trained model. In the long run, the goal is to obtain the maps directly from the model, which means that this new model will need to improve the saturation time images and also perform the signal model fitting. Another exciting project is to implement a super-resolution model that uses the k-space data of the MR images. This would potentially improve the results and provide more possibilities for creating the low-resolution images, allowing more straightforward modification of resolution and noise.

In conclusion, a deep learning based super-resolution model was successfully implemented to improve the image quality of the T1 maps of 3D SACORA, and a comprehensive study of the performance of the model in different MR image datasets and sequences corroborated its capability to improve MR images.
CHAPTER 6

CONCLUSION AND FUTURE LINES OF RESEARCH

Groundbreaking developments such as 3D techniques, parallel imaging, compressed sensing, and AI have continuously advanced the CMR field. These developments provide new tools to upgrade and improve parametric mapping sequences, en route to decrease acquisition time, improve spatial resolution, and increase the coverage of the heart. Inspired by the need to develop novel high-quality parametric sequences for 3T, this thesis's main goal was to introduce an accurate and efficient 3D single breath-hold MR methodology for measuring cardiac parametric mapping on a 3T clinical scanner.

This thesis proposed and validated the 3D saturation-recovery compressed SENSE rapid acquisition (3D SACORA) imaging sequence, a new single breath-hold 3D T1 mapping technique at 3T. This sequence was developed by optimizing together several concepts such as 3D imaging, saturation recovery, compressed SENSE, and recovering beats to acquire images as close as possible to the cardiac T1 values at 3T. The sequence provided good quality single breath-hold saturation recovery 3D T1 mapping at 3T and stability over a wide range of heart rates, making it an auspicious and competitive new player in the 3D T1 mapping field.

Following the good results of 3D SACORA, a feasibility study was performed to assess the potential of modifying its acquisition scheme in order to obtain 3D T1 and T2 maps simultaneously in a single breath-hold. The findings of this feasibility study showed that a promising 3D T1/T2 sequence, named 3D dual-SACORA, was successfully developed, and a more extensive study would be welcome to optimize further the sequence and assess its performance thoroughly. Introduced in 3D dual-SACORA, the novel idea of using recovering beats in a saturation recovery sequence to acquire T2-weighted images is particularly unique and can be groundbreaking.

Last but not least, this thesis implemented a deep learning-based post-processing method (RDN model) to improve the image quality of MR images with the end goal of improving
the T1 maps obtained with 3D SACORA. A comprehensive study of the model's performance in different MR image datasets and sequences showed its capability to improve MR images and T1 maps by increasing resolution, reducing noise, and eliminating artifacts. The model was able to take 3D SACORA T1 maps' quality to a whole new level by correcting many of the issues of acquiring 3D T1 maps in a single breath-hold, opening the door to the possibility of using deep learning-based post-processing models to improve MR images on a regular basis.

In short, a 3D single breath-hold MR methodology was introduced for measuring cardiac parametric mapping on a 3T clinical scanner. This methodology includes a ready-to-go 3D single breath-hold T1 mapping sequence for 3T (3D SACORA); the ideas for an upgrade of 3D SACORA, which led to a very promising preliminary 3D T1/T2 mapping sequence (3D dual-SACORA); and a deep learning-based post-processing implementation able to improve the image quality of 3D SACORA T1 maps.

Future lines of research derived from this thesis may involve:

- 3D SACORA was validated in pigs in this work; the next step is a clinical study to evaluate the performance of 3D SACORA in healthy volunteers and patients with ischemic and non-ischemic cardiomyopathies.
- Despite the good performance of 3D SACORA in post-contrast imaging, the sequence was primarily designed for pre-contrast imaging. A 3D SACORA version for post-contrast imaging could be achieved with a minor modification of the acquisition scheme as the accuracy and precision of short T1 could be improved by increasing the number of short saturation time images.
- The PD readouts were separated by 6 s to guarantee full magnetization recovery and be on the safe side; however, decreasing the number of PD recovery beats might be an excellent approach to further decreasing the acquisition time.
- The feasibility study of the 3D dual-SACORA sequence showed that a large study based on this proposed sequence could be groundbreaking, and therefore, future work could include testing and optimizing further this sequence and perform a large study.
- The trained RDN model could be tested in different parametric mapping sequences as the model performed well in both 3D SACORA and 3D SASHA.
• An exciting improvement would be obtaining the maps directly from a super-resolution model, which means that this new model would need to improve the saturation time images and also perform the signal model fitting.

• Another exciting project would be implementing a super-resolution model that uses the 3D SACORA images’ k-space data and benchmark it against the current implementation.

Based on the results described in this thesis, the conclusions can be summarized as follows:

1) This thesis proposed the 3D SACORA imaging sequence, a ready-to-go new single breath-hold 3D T1 mapping technique at 3T. 3D SACORA was optimized to keep scan time around 15 s without compromising T1 estimation accuracy, image quality, or LV coverage.

2) 3D SACORA was carefully validated in phantoms against the gold standard technique IR-SE and in-vivo against the reference technique 3D SASHA. The sequence provided good quality 3D T1 mapping at 3T and stability over a wide range of heart rates, making it an auspicious and competitive new player in 3D T1 mapping at 3T.

3) Following the good results of 3D SACORA, a feasibility study was performed to assess the possibility of adding a T2 mapping feature to the 3D SACORA sequence without substantially increasing the acquisition time. The findings of this feasibility study showed that a promising 3D T1/T2 sequence, named 3D dual-SACORA, was successfully developed, and a more extensive study to validate further this sequence would be valuable.

4) Lastly, a deep learning-based post-processing method (RDN model) was used to improve the image quality of MR images with the end goal of improving the T1 maps obtained with 3D SACORA. The model was able to improve MR images and T1 maps by increasing resolution, reducing noise, and eliminating artifacts. Specifically, 3D SACORA T1 maps' quality was notably improved, opening the door for using deep learning-based post-processing models as a standard MR image enhancement approach.
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