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Abstract—Cyclic block filtered multi-tone (CB-FMT) is a waveform that can be efficiently synthesized through a filter-bank in the frequency domain. Although the main principles have been already established, channel estimation has not been addressed. This is because of assuming that the existing techniques based on pilot symbol assisted modulation (PSAM), implemented in OFDM-like schemes, can be reused. However, PSAM leads to an undesirable loss of data-rate. In this paper, an alternative method inspired by the superimposed training (ST) concept, namely pilot pouring ST (PPST), is proposed. In PPST, pilots are superimposed over data taking advantage of the particular spectral characteristics of CB-FMT. Exploiting the sub-channel spectrum, the pilot symbols are poured in those resources unused for data transmission. This spectral shaping of pilots is also exploited at the receiver to carry out channel estimation, by enhancing the channel estimates that exhibit a low data interference contribution. Furthermore, a frequency domain resource mapping strategy for the data and poured pilot symbols is proposed to enable an accurate estimation in strongly frequency-selective channels. The parameters of the proposed scheme are optimized to minimize the channel estimation mean square error (MSE). Finally, several numerical results illustrate the performance advantages of the proposed technique as compared to other alternatives.
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I. INTRODUCTION

WAVEFORMS based on the filtered multi-tone (FMT) idea [1] have attracted the attention of the scientific community and industry in recent years. This interest is due to the fact that FMT has a better sub-channel frequency confinement provided by the use of prototype filters. Unlike for the well-known orthogonal frequency division multiplexing (OFDM) scheme [2], [3], either the out-of-band emissions can be reduced or the data-rate can be increased by using the same available frequency spectrum. In addition, FMT can be efficiently implemented with architectures based on poly-phase discrete Fourier transform (DFT) filter-banks [4]. There exist different multi-carrier waveforms proposed in the literature, such as filter-bank multi-carrier (FBMC) [5]–[7], universal filtered multi-carrier (UFMC) [8], [9], generalized frequency division multiplexing (GFDM) [10], [11] and cyclic block FMT (CB-FMT) [12], [13]. FBMC [5]–[7] is the waveform with the lowest out-of-band emissions due to the fact that each subcarrier is filtered by a well-localized prototype filter in the frequency domain. However, it possesses intrinsic inter-symbol and inter-carrier interferences (ISI and ICI), making even more complex the channel estimation and equalization processes. In UFMC [8], [9], a pulse shaping filter is applied to a group of conventional OFDM subcarriers. Its main drawback corresponds to the residual tail of the filter, which also provokes an intrinsic ISI and ICI. GFDM [10], [11] and CB-FMT [12], [13] are also block-filtered waveforms, similar to UFMC. However, they both exploit a circular pulse shaping that enables the use of the cyclic prefix (CP) and avoids the ISI and ICI due to multi-path channel. The main difference between these two waveforms is that the former is a non-orthogonal one, similar to FBMC and UFMC, while the latter is fully orthogonal, similar to OFDM. As a consequence of this orthogonality, CB-FMT allows a simple sub-channel pulse design and can reuse those channel estimation and equalization techniques designed for OFDM. Besides, it also exhibits a reduced peak-to-average power ratio (PAPR).

According to [13], the highly complex linear convolutions between data and prototype filters can be replaced in CB-FMT by a cyclic one at each sub-channel. This facilitates a block transmission and an efficient implementation of the convolution operation. It is carried out in the frequency domain via a concatenation of an inner (with respect to the channel) inverse DFT (IDFT), already implemented in OFDM, and a bank of outer DFTs, similarly to single-carrier frequency-division multiple access (SC-FDMA) [14], [15]. Therefore, a closer look at the CB-FMT scheme reveals that it can take advantage of the existing processing blocks of OFDM and/or SC-FDMA. Also, the filtering can be seen as an additional pre/post-coding operation, making it backward compatible to different communication standards based on OFDM, such as the Fourth and Fifth generation of mobile communication systems (4G and 5G) [14], [15].

Channel estimation and equalization are key aspects in the design of current and future communication systems. These tasks must be performed to fully exploit the benefits of many systems, such as reconfigurable intelligent surfaces [16] and communications at millimetre waves [17]. They must be ensured in an efficient way for the coherent detection of multi-carrier waveforms, where the effects introduced by the communication channel must be compensated before demodulation and symbol decision. Pilot symbol assisted modulation...
transmission. While this and remaining ones are exclusively used for data symbol transmission. In order to avoid the error enhancement of the data placed in those resources with a superimposed pilot, coding was also considered.

To the best knowledge of the authors, channel estimation for CB-FMT has never been addressed before. Due to the fact that it is an orthogonal filter bank modulation, it has been assumed that it may reuse all techniques already designed for OFDM and/or SC-FDMA, and particularly those ones based on PSAM. However, a closer look shows that the combination of PSAM and CB-FMT is not the preferable choice. Similarly to SC-FDMA, CB-FMT is based on sub-channel processing. This imposes the use of a RB as a whole for pilot symbols, and consequently a high data-rate loss in practical implementations. On the other hand, the classical ST scheme cannot be directly applied to CB-FMT due to the fact that the allocated power to each sub-channel has not the same value, as a consequence of the filter shaping effect in the frequency domain. Hence, taking into account the power spectrum shape of CB-FMT and the benefits provided by PDST [25], we propose a novel concept denoted as pilot pouring ST (PPST). This proposal establishes a new generic framework for ST techniques, where the power of pilot symbols is determined depending on the amount of power allocated to data symbols at those time-frequency resources, which corresponds to a form of pilot pouring. At the receiver, a weighted average is proposed, where those pilot symbols containing a higher power contribute more to the channel estimation process. Furthermore, under high channel frequency selectivity, a dynamic resource mapping of both data and poured pilots over time is also proposed, in order to be able to effectively track the variations of the channel in the frequency domain.

The main contributions of this paper are summarized as follows:

- **A Novel PPST channel estimation technique for CB-FMT** is proposed. Our proposal brings a new framework to ST [20]. Herein, the allocated power to the pilot symbols at the transmitter is poured in the frequency domain by taking into account the shape of the sub-channel’s frequency response. At the receiver, the use of an additional weighted average in the frequency domain is also proposed, which is capable of improving the channel estimates by selecting or weighing those pilot symbols with a higher allocated power. Unlike PSAM, it does not introduce any data-rate loss. Against ST, it does not decrease the power allocated to data symbols and the interference between data and pilots is reduced.

- **To evaluate the performance of our proposal, the mean squared error (MSE) of the channel estimation is analyzed.** Moreover, the design of the pilot pouring and weighting coefficients is jointly carried out by minimizing the MSE.

- **The use of dynamic resource mapping of both data and poured pilots over the time and frequency domain is also proposed.** This is effective when the channel response is highly frequency-selective.

- **The impact of the usage of PPST on the MSE, symbol error rate (SER) and achievable rate performance is evaluated numerically, showing the advantages of the...**
II. SYSTEM MODEL

The theoretical foundation of CB-FMT is summarized in this section. According to [13], the filter-bank can be efficiently implemented in the frequency domain, where the cyclic convolution is replaced by a dot product between data signals and the prototype pulse coefficients. As a consequence, CB-FMT can be synthesized by the existing well-known OFDM transceiver architecture and some pre/post-processing. Additionally, we present the channel estimation and equalization techniques for CB-FMT that are inherited from OFDM.

A. CB-FMT

A single user system based on a CB-FMT waveform is considered. It is assumed that there is a base station (BS) which is serving a single user equipment (UE), and both of them can transmit and receive data symbols. The transmitter sends \(B\) contiguous CB-FMT symbols to the receiver, which are grouped in one slot. According to [12], the CB-FMT signal can be synthesized by using a circular convolution, instead of a linear one. The \(b\)-th CB-FMT symbol \(x_b[n]\) is given by

\[
x_b[n] = \frac{1}{\sqrt{M}} \sum_{k=0}^{K-1} x_{b,k}[l] g_{[n-(k+1)Q]} \exp\left(j2\pi \frac{nk}{M}\right),
\]

\(0 \leq n \leq M-1, \quad 0 \leq b \leq B-1, \quad M = LN_x,
\]

where \(M\) is the number of samples of one CB-FMT symbol, \(K\) corresponds to the number of sub-channels, \(L\) denotes the number of complex symbols transmitted at each sub-channel, \(x_{b,k}[l]\) is the \(l\)-th complex symbol transmitted at the \(k\)-th sub-channel and \(b\)-th CB-FMT symbol, which belongs to a QAM constellation, and \(g_{[n]}\) denotes the cyclic repetition of the prototype synthesis pulse \(g_l[n]\) with a period \(M\). Note that \((n)_{\text{M}}\) is an abbreviation of \((n,M)\), which is the integer modulo operator that provides the remainder of the ratio \(n/M\).

The circular convolution can be also applied to the analysis filter-bank at the receiver. Assuming a distortion-free and noiseless channel, the output at the \(k\)-th sub-channel and \(b\)-th CB-FMT symbol is obtained as

\[
z_{b,k}[l] = \frac{1}{\sqrt{M}} \sum_{n=0}^{M-1} y_b[n] g_{[n-(k+1)Q]} \exp\left(-j2\pi \frac{nk}{M}\right),
\]

\(0 \leq k \leq K-1, \quad 0 \leq l \leq L-1, \quad 0 \leq b \leq B-1,
\]

where \(y_b[n]\) is the input signal of the receiver for the \(b\)-th CB-FMT symbol and \(g_{[n]}\) is the periodic repetition of the prototype analysis pulse \(g_l[n]\) with period \(M\). Note that \(y_b[n] = x_b[n]\) implies that \(z_{b,k}[l] = x_{b,k}[l]\) with an orthogonal design of the cyclic filter bank.

B. Low-complexity frequency domain implementation

Reference [12] proposed the frequency domain implementation of CB-FMT. It reduces the complexity of both synthesis and analysis stages, especially regarding the filtering operation with respect to the conventional FMT scheme. This complexity reduction can be attained by exploiting the frequency domain, where the cyclic convolution can be replaced by a product.

Assuming that \(M = LN_x = QK\), where \(Q\) is the number of non-zero coefficients of the frequency response of the prototype filter \((g_l[n])\), the \(M\)-point DFT of the transmitted signal obtained in (1) is given by

\[
X_c[k] = \frac{1}{M} \sum_{n=0}^{M-1} x_b[n] \exp\left(-j2\pi \frac{nk}{M}\right),
\]

\(0 \leq c \leq M-1, \quad 0 \leq b \leq B-1,
\]

\[
G_l[k] = \frac{1}{M} \sum_{n=0}^{M-1} g_{[n]} \exp\left(-j2\pi \frac{nk}{M}\right),
\]

\(0 \leq c \leq M-1, \quad 0 \leq b \leq B-1,
\]

\[
S_{b,k}[c] = \frac{1}{\sqrt{L}} \sum_{l=0}^{L-1} x_{b,k}[l] \exp\left(-j2\pi \frac{cl}{L}\right),
\]

\(0 \leq c \leq M-1, \quad 0 \leq b \leq B-1,
\]

where \(G_l[k]\) is the frequency response of \(g_l[n]\) (\(M\)-point DFT) and \(S_{b,k}[c]\) corresponds to the \(L\)-point DFT of the data block \(x_{b,k}[l]\). According to [12, 13], (3) can be rewritten as

\[
X_c[k] = S_{b,k}[c] G_l[k] G_l[k], \quad 0 \leq c \leq B-1, \quad kQ \leq c \leq (k+1)Q-1,
\]

\(0 \leq k \leq K-1,
\]

due to the fact that \(G_l[0] = 0\), \(c \notin (0, Q-1)\).

Figure 1 summarizes the different blocks required for the efficient frequency domain implementation of CB-FMT at the transmitter, which consists in performing an \(L\)-point DFT (out DFT) to data at each sub-channel, and cyclically extending them from \(L\) to \(Q\) points. Then, the sub-channel data are weighted by the \(Q\) coefficients of the prototype filter in the frequency domain. Finally, an \(M\)-point IDFT (inner IDFT) is applied to obtain the signal to be transmitted.

At the receiver, the analysis filter-bank can be implemented in the frequency domain too. From (2), the received signal
Fig. 1. Block diagram of the synthesis filter-bank of CB-FMT using the frequency domain implementation.

Fig. 2. Block diagram of the analysis filter-bank of CB-FMT using the frequency domain implementation.

\[ y_b[n] \] is substituted with the \( M \)-point IDFT of its frequency response, and hence, the following is obtained

\[ z_b, k[l] = \sum_{c=0}^{M-1} Y_b[c + kQ] G_r[c] \exp\left(\frac{2\pi cl}{L}\right), \quad (7) \]

0 \leq b \leq B - 1, \quad 0 \leq k \leq K - 1, \quad 0 \leq l \leq L - 1,

where \( Y_b[c] \) and \( G_r[c] \) are the frequency response of \( y_b[n] \) and \( g_r[n] \) (\( M \)-point DFT), respectively. Figure 2 summarizes the efficient implementation of CB-FMT at the receiver, where an inner \( M \)-point DFT is performed to the received data, and these results are weighted by the \( Q \) non-zero coefficients of the frequency response of the prototype pulse at each sub-channel. Then, a periodic repetition with period \( L \) is applied to every sub-channel, followed by an outer \( L \)-point IDFT.

From (6), we can see that the power of data symbols is shaped by the frequency response of the prototype filters, and hence, their average power can be obtained as

\[ \mathbb{E}\left[|X_b[c]|^2\right] = |G_r[c + kQ]|^2, \quad 0 \leq b \leq B - 1, \quad (8) \]

\[ kQ \leq c \leq (k + 1)Q - 1, \quad 0 \leq k \leq K - 1, \]

where it has been assumed that the average power of complex data symbols is normalized to one. Figure 3 plots the spectrum of a CB-FMT signal, where it can be observed that each sub-channel is shaped by the prototype pulse in the frequency domain. Due to the use of a well-localized pulse in the frequency dimension, the out-of-band emission is effectively reduced. Moreover, as a consequence of this frequency confinement performed over each sub-channel, a portion of spectrum with very reduced power has appeared between contiguous sub-channels, which will be denoted as spectrum hole.

C. Comparison among CB-FMT, OFDM and SC-FDMA

Reference [12] highlighted that OFDM is a particular case of CB-FMT, where both schemes have an inner \( M \)-point IDFT/DFT in common described in (3). However, OFDM does not require an outer \( L \)-point DFT/IDFT nor an additional filtering.

Hence, (4) and (5) should be substituted by \( G_t[c] = 1 \) and \( S_{b,k}[c] = s_{b,k}[c] \) for \( 0 \leq c \leq M - 1 \), respectively. Besides, SC-FDMA is a particular case of CB-FMT where the size of the outer DFT/IDFT is constrained to \( L = 12 \) when used in 4G and 5G standards, and the additional filtering is also removed \( G_t[c] = 1 \) for \( 0 \leq c \leq M - 1 \).

D. Channel effects in CB-FMT

The backward compatibility feature of CB-FMT allows it to be straightforwardly implemented using an existing OFDM and/or SC-FDMA system (e.g. 4G and 5G), by adding some additional processing blocks at both transmitter and receiver. It also enables CB-FMT to obtain all the benefits of OFDM.
After analogue-to-digital conversion, the discrete time received signal remains quasi-static for, at least, one CB-FMT symbol sufficiently long to guarantee that the channel impulse response is equalized. This advantage is not applicable to all subcarriers of one particular sub-channel of interest must be separated into $B$ pairs of sub-channel and time indices as $A = \{(k, b) | k \in \{0, \ldots, K - 1\}, b \in \{0, \ldots, B - 1\}\}. \quad (15)$

where $A_d$ and $A_p$ are the subsets that contain the pairs of sub-channel and time indices for the data and pilot symbols, respectively, and their cardinalities are $|A_d| = K \times B^p$. \quad (16)

$A_p \subseteq (K \times B) - (K^p \times B^p), \quad (17)$

where $K^p$ and $B^p$ refer to the number of sub-channels and the number of CB-FMT symbols conveying pilot symbols, respectively. Equation (16) shows the inefficiency of PSAM in those waveforms based on sub-channel processing, where all subcarriers of one particular sub-channel of interest must be.
be emptied of data in order to allow the transmission of pilot symbols. At the receiver, the channel is firstly estimated at the pilot positions in the time-frequency resource grid, where typically a LS method is applied. Then, the estimated channel is interpolated across both the time and frequency dimensions in order to obtain the channel estimates at the whole resource grid ($\mathcal{R}$). For the interpolation stage, the existing techniques in the literature [28], [29] are adopted. Details related to channel interpolation are not provided since this is out of the scope of this work.

On the other hand, ST has been proposed as an alternative to PSAM, since it is capable of maintaining the performance and reducing the overhead due to pilot symbols. ST assumes that the power is uniformly allocated to all subcarriers [20], [23], [24], and pilot symbols are superimposed to data ones in each resource. Hence, both of them have the same set of pairs of sub-channel and time indexes ($\mathcal{S}$). At the receiver, after performing the LS procedure, the channel estimates are averaged over the time and/or frequency dimensions in order to reduce the self-interference produced by data symbols and also noise effects. Then, a channel interpolation is required, similar to what is done in PSAM. Additionally, before performing the equalization, the superimposed pilot symbols must be removed from data. This ST technique cannot be straightforwardly applied to CB-FMT, because the power of each subcarrier is different due to the filtering process that is performed in order to reduce the out-of-band emissions.

Hence, the most straightforward way to obtain the channel estimates for CB-FMT consists in applying PSAM, as given by 4G [14] and 5G [15], due its similarity to OFDM and SC-FDMA. However, PSAM can be particularly inefficient for CB-FMT. In the next section, we propose a more efficient technique for this purpose based on the ST idea, adapted to the characteristics of this waveform.

### III. Pilot Pouring Superimposed Training (PPST) for CB-FMT

In this section, the proposed channel estimation technique for CB-FMT, denoted as PPST, is described. According to [12] and as shown in Fig. 3, CB-FMT exhibits certain subcarrier frequencies where the power spectral density is very low, due to the use of the prototype filter at each sub-channel in order to provide a better frequency confinement. Consequently, the average power of the symbols placed at each subcarrier is directly shaped by the frequency response of this prototype filter as shown in (6), leading to some spectral holes at the edge bands of each sub-channel. Therefore, we propose the use of PPST as an alternative to the classical ST, where the power of the superimposed pilot symbols are adapted according to the frequency response of the prototype filter, taking advantage of the spectral shape of the signal. This will bring the advantage of much less interference between data and pilots. At the receiver, it is also described how to effectively perform an additional weighted average at each sub-channel in order to further mitigate the data-interference during channel training. The optimum values for the pilot pouring and weighted average coefficients are obtained with the criterion of minimizing the MSE of channel estimation, which is analytically derived. Finally, it is described how to map data and pilot symbols over the spectrum for the case of highly frequency-selective channels, to effectively track the selectivity of the channel in the frequency dimension.

Figure 4 plots the block diagram of CB-FMT based on OFDM with the proposed PPST. At the transmitter, the pilot symbols are poured into the output signal of the pre-processing block, and hence, the superimposed data and pilot symbols are transmitted by using the well-known OFDM transceiver. At the receiver, we perform the PPST channel estimation at the output of the OFDM block. Then, the superimposed pilot symbols are removed, in a similar manner as the classical ST, and they are post-equalized. Finally, a post-processing is required to recover the transmitted complex symbols.

#### A. Pilot pouring at the transmitter

At the transmitter, data and pilot symbols are summed up to build $X^{ST}_{bn}[c]$ which is given by

$$X^{ST}_{bn}[c] = X_b[c] + W_T[c] X^n_p[c],$$  \hspace{1cm} (18)

$$0 \leq c \leq M - 1, \hspace{0.5cm} 0 \leq b \leq B - 1,$$

where $X^n_p[c]$ is the pilot symbol, $W_T[c]$ denotes the pilot amplitude allocation coefficient and $X_b[c]$ corresponds to the
data symbols given in (6) at the $e$-th subcarrier and $b$-th CB-FMT symbol. It is assumed that the power of the pilot symbols is also normalized to one. Besides, $W^T[e]$ is constrained to

$$W^T[e] = 0, \quad e \leq \frac{Q}{2} \text{ or } e \geq M - \frac{Q}{2},$$

(19)

in order to avoid the superposition of pilot symbols at both edges of the band. In this way, the low out-of-band emissions feature of CB-FMT is kept unaltered. Additionally, note that the focus in this work is on the amplitude of the pilot pouring coefficients $(W^T[e])$, while the phase component has not got any restriction and could be adjusted to take into account other requirements.

Considering (8), it is proposed not to uniformly allocate the power to the ST pilot symbols in the spectrum. In turn, the ST pilot symbols power is poured according to the power spectrum of the transmit prototype pulse and, in particular, pouring more power into the existing data spectrum holes. The values for $W^T[e]$ that yield an accurate channel estimation are determined by the optimization problem described in Subsection III-C.

B. Channel estimation at the receiver

At the receiver, following (13), the signal at the output of the inner DFT can be modelled as


(20)

Applying the LS criterion to (20), the estimated channel for each time-frequency resource can be obtained as

$$\hat{H}_b[e] = \frac{Y_b[e]}{W^T[e] X_b[e] X_b^T[e]} + V_b[e],$$

$$0 \leq e \leq M - 1, \quad 0 \leq b \leq B - 1,$$

(21)

According to [20], [24], [25], an arithmetic average is a must for channel estimation techniques based on classical ST. In this way, several contiguous time-frequency resources of the grid are averaged in order to reduce the effect of noise and cancel self-interference generated by data symbols, as far as possible. Note that this operation requires that the channel’s frequency response remains quasi-static for all time-frequency resources to be averaged. Hence, we firstly propose to perform an arithmetic average over the $B$ CB-FMT symbols (time dimension) as

$$\tilde{H}[e] = H[e] + \frac{1}{B} \sum_{b属于H_b} Y_b[e],$$

$$0 \leq e \leq M - 1,$$

(22)

where it has been assumed that the coherence time of the channel impulse response is at least equal to the duration of one slot

$$H[e] = H_b[e], \quad 0 \leq b \leq B - 1, \quad 0 \leq e \leq M - 1,$$

(23)

and the corresponding MSE of the channel estimation at the $e$-th subcarrier is given by

$$\text{MSE}_e = \frac{E_e^T[e]}{B},$$

(24)

whose derivation is detailed in Appendix A. It can be seen that the quality of the channel estimates is not the same for all subcarriers. It depends on the frequency response of the prototype filter used at the transmitter and the power of the poured pilot symbols. Note that, the MSE of classical ST [20] is a particular case of (22), where the pilot pouring coefficients $(W[e])$ and the frequency response of the prototype filter $(G_t[e])$ have the same value for any subcarrier.

Taking into account (22), $\tilde{H}[e]$ cannot be directly employed for the computation of equalizers $D[e]$, due to the fact that the channel estimates corresponding to the mid band at each sub-channel suffer a high MSE, and thus, the performance of the system would be significantly degraded. In order to obtain a more accurate channel estimation and improve the performance of the equalizers, an additional weighted average in the frequency domain for each spectrum hole is proposed (see Fig. 5), where the estimated channel at each subcarrier, obtained in (22), is weighted by $W^R[e]$, $0 \leq e \leq M - 1$ as

$$\tilde{H}^R[k] = \sum_{e属于H_k} W^R[e] \tilde{H}[e], \quad 0 \leq k \leq K - 2,$$

(25)

$$0 \leq W^R[e] < 1, \quad \sum_{e属于H_k} W^R[e] = 1, \quad 0 \leq k \leq K - 2,$$

(26)

where the set $H_k$ denotes the sub-carrier indexes corresponding to the $k$-th spectrum hole, and it is assumed that the channel’s frequency response remains flat at each spectrum hole as

$$H[e] = H[k], \quad e \neq e_j, \quad \forall e_i, e_j 属于 H_k.$$  

(28)

Hence, the MSE of the channel estimation performed in the $k$-th spectrum hole after the weighted average is given by

$$\text{MSE}_k = \sum_{e属于H_k} \left( w^R[e] \right)^2, \quad 0 \leq k \leq K - 2,$$

(29)

$$\text{MSE}_k = \sum_{e属于H_k} \frac{E_e^T[e]}{B},$$

(30)

where the fact that data and pilot symbols and noise are uncorrelated random variables among different subcarriers is considered. The values of the weighted average coefficients to minimize the MSE are determined in Subsection III-C.
C. Minimization of the MSE of the channel estimation

The optimum power allocation for the pilot pouring and the weighted average coefficients in the frequency domain can be obtained by minimizing the MSE given in (26). Without loss of generality and for the sake of notation, we describe the optimization problem for one particular spectrum hole of interest \((\forall k \in \{0, \ldots, K - 2\})\) as

\[
\min_{W^p[c], W^w[c]} \sum_{c \in \mathbb{C}_k} \left| \frac{W^p[c]}{W^w[c]} \right|^2 \left[ |G_k[c - kQk]|^2 + \sigma_c^2 \right],
\]

s.t. \(0 < W^p[c] < 1\), \(\sum_{c \in \mathbb{C}_k} W^w[c] = 1\), \(0 < |W^w[c]|^2 \leq \eta^2\).

where \(\eta^2\) denotes the maximum allowed power per subcarrier and it is obtained as

\[
\eta^2 = \max \left\{ |G_k[c]|^2 \right\}, \quad 0 \leq c \leq M - 1.
\]

According to [30], the optimization problem described in (30) is strictly convex with respect to \(W^p[c]\) and quasi-convex with respect to \(W^w[c]\). The former is due to the fact that it is the well-known square function, while the latter is due to the existence of poles in the function. However, given the restriction of \(0 < |W^w[c]|^2 \leq \eta^2\), all the poles can be avoided and (30) is also convex with respect to the pilot pouring coefficients. Hence, it is possible to obtain \(W^p[c]\) and \(W^w[c]\) that guarantee the minimum value of MSE of the channel estimation. Typically, the pilot pouring and weighted average coefficients can be efficiently determined by using the well-known bisection method [31].

Inspecting (24)-(30), the optimization problem will jointly decide the parameters to be used at both transmitter and receiver sides to reduce the MSE. At the transmitter, it will allocate more power to the pilot symbols placed at spectrum holes of the CB-FMT signal. Consequently, the MSE at these spectrum holes will be low, not only due to high power of the poured pilot symbols \((W_k[c] \uparrow\) at the numerator of (24)), but also because the spectrum holes only experience a very low data interference \((G_k[c] \downarrow\) at the numerator of (24)). Then, at the receiver, the coefficients of the weighted average \((W_k[c]\) will select/enhance those channel estimates obtained at the spectrum holes, which correspond to those with a low MSE.

Furthermore, note that our proposed pilot pouring technique at the transmitter can be applied to any multi-carrier waveform that does not exhibit a uniform power among subcarriers, such as UFMC and GFDM. However, these non-orthogonal waveforms require an additional processing to obtain accurate enough channel estimates, due to the presence of intrinsic ISI and ICI.

D. Channel estimation for strongly frequency-selective channels

In the previous subsections, it was assumed that the channel’s frequency response remains flat for each sub-channel of the CB-FMT signal (see (28)), in order to be able to perform a weighted average in the frequency domain. However, when the channel is strongly frequency-selective, the quality of the channel estimates after the weighted average may be seriously compromised.

In order to effectively estimate the frequency-selective channel in the frequency domain, the distance of any two contiguous spectrum holes should be decreased. This corresponds to a reduction of the bandwidth of the prototype filter \((Q \downarrow\) and an increase on the number of sub-channels \((K \uparrow)\), to obtain more channel estimates in the frequency domain \((H^w[k]\), \(0 \leq k \leq 0 - 2\)). Moreover, it is also proposed to shift the sub-channels in the frequency domain at each new CB-FMT symbol transmission, and therefore, the spectrum holes are placed at different subcarriers in each consecutive CB-FMT symbol. At the receiver, the channel estimation at each spectrum hole for every CB-FMT symbol is obtained, and those estimates from different CB-FMT symbols are merged to obtain \(H^w[k]\).

The B CB-FMT symbols in one slot are split into \(N_F\) sub-slots consisting of \(F\) CB-FMT symbols each \((B = N_F F)\). At the transmitter, after the pilot pouring block, the data with the superimposed pilot symbols are frequency shifted as

\[
X^{ST}_b[c + f Q] = X^{ST}_b[c], \quad f = \text{mod}(b, F),
\]

\[
0 \leq c \leq M - 1, \quad 0 \leq b \leq B - 1,
\]

where it is ensured that the fraction between \(Q\) and \(F\) is an integer number by design. Note that the frequency shift pattern performed at the \(F\) CB-FMT symbols of one sub-slot is repeated for the \(N_F\) sub-slots. Then, \(X^{ST}_b[c]\) is fed to the \(M\)-point IDFT and transmitted.

At the receiver, from (21), the channel estimates for each CB-FMT symbol \((H_k[c], 0 \leq b \leq B - 1\) are obtained. However, the arithmetic average in the time dimension is only performed in those CB-FMT symbols that have the same frequency shift pattern as

\[
\tilde{H}_f[c] = \frac{1}{N_F} \sum_{b=0}^{N_F} H_b[c], \quad 0 \leq f \leq F - 1.
\]
Fig. 6. Channel estimation for strongly frequency-selective channels when $F = 3$, where the spectrum holes and their corresponding poured pilots are shifted in the frequency dimension for each CB-FMT symbol at the transmitter. Then, accurate channel estimates can be obtained at different subcarriers at the receiver.

\[ \mathcal{B}_f = \{ iF + f \mid 0 \leq i \leq N_f - 1 \}, \quad 0 \leq c \leq M - 1, \]  
where the set $\mathcal{B}_f$ provides the indexes that correspond to the $f$-th CB-FMT symbol of each sub-slot. Then, a weighted average over the frequency dimensions is performed as,

\[ \tilde{H}_f^W[k] = \sum_{c \in \mathcal{H}_{k,f}} W_f^c \tilde{H}_f^c, \quad 0 \leq k \leq K - 2, \]  

\[ 0 < W_f^c < 1, \quad \sum_{c \in \mathcal{H}_{k,f}} W_f^c = 1, \quad 0 \leq k \leq K - 2, \]  

\[ \mathcal{H}_{k,f} = \{ kQ, \ldots, (k+1)Q - 1 \} \]  

where the new set $\mathcal{H}_{k,f}$ takes into account that each CB-FMT symbol of the sub-slot has a different frequency shift.

Finally, the channel estimates from different CB-FMT symbols are merged as

\[ \tilde{H}_f[kF + f] = \tilde{H}_f^W[k], \quad 0 \leq k \leq K - 2, \quad 0 \leq f \leq F - 1, \]  

Figure 6 plots a practical example of PPST designed for a frequency-selective channel, for the particular case of $F = 3$.

In this section, it will be detailed how to implement our proposed PPST in a realistic link, taking into account the required signalling and the additional complexity when compared to the traditional PSAM technique.

IV. IMPLEMENTATION REMARKS

A. Signalling

In order to perform our proposed PPST, the parameters $W_f^c$ and $W_f^R$ must be obtained and shared between the BS and the UE before data transmission. In Fig. 7, this signalling process is detailed. The UE transmits a synchronization frame in order to let the BS estimate the SNR and perform time and frequency synchronization, which are required in any system. For our particular case of PPST, according to (30), the pilot pouring and weighted average coefficients can be obtained by the BS according to the estimated noise power ($\sigma^2_v$), the selected filter $G_f^c$ and bandwidth of the prototype filter ($Q$), which are design choices known beforehand by both entities. Then, these parameters are reported to the UE, and hence, both entities can transmit their data frames using PPST. Furthermore, these parameters may be changed during the transmission. In such case, either the UE may send a request for new parameters or the BS may directly update them.

We can see that the additional overhead induced by reporting the pilot pouring and weighted average coefficients is negligible when compared to the amount of transmitted data rate. Besides, in order to further reduce this overhead, a set of $W_f^T[c]$ and $W_f^R[c]$ may be previously computed and stored in memory (offline mode) for different values of noise power ($\sigma^2_v$) and for some chosen prototype filters. These different sets may be also tagged with an index to ease their identification. During the phase of sharing or updating, only these indexes should be exchanged, reducing overhead.
B. Complexity

The additional complexity required by PPST proposal, as compared to PSAM, mainly corresponds to the solution of optimization problem described in (30) in order to obtain the pilot pouring and weighted average coefficients. According to [31], the complexity of the bisection method can be estimated by the number of iterations required to achieve a given error or tolerance \((I(\epsilon))\). Hence, performing some straightforward manipulations and assuming that all sub-channels use the same prototype filter, the number of required iterations for (30) is

\[
I(\epsilon) = Q \left( T^f(\epsilon) \times R^p(\epsilon) \right) \geq Q \left( \log_2 \left( \frac{2}{\epsilon} \right) \times \log_2 \left( \frac{1}{2} \right) \right).
\]

(39)

where \(T^f(\epsilon)\) and \(R^p(\epsilon)\) are the estimated number of iterations for the pilot pouring and weighted average coefficients, respectively.

Given these coefficients, they are exploited in data transmission, and hence, an additional number of operations is required to configure the transmitted waveform in comparison to PSAM. At the transmitter, the pilot pouring corresponds to a power scaling required in any communication system. Instead of multiplying by the same scaling factor to all subcarriers as in PSAM, each subcarrier has a different value. However, there is no increase in the number of required products. At the receiver, our proposal requires a weighted average which involves 2M additional real products and sums for each CB-FMT symbol.

V. PERFORMANCE EVALUATION

In this section, several numerical results are provided in order to show the performance of the proposed PPST technique for channel estimation as compared to traditional PSAM, when both schemes are implemented in CB-FMT.

A summary of the simulation parameters is given in Table I. The channel model adopted for the simulation corresponds to the tapped delay line (TDL) model proposed by the 3GPP to evaluate 5G performance [32]. In order to show the benefit of our proposal, PSAM technique (16) is set as the reference case to be compared with, making use of the demodulation reference signals (DM-RS) given in 5G [15]. Specifically, the configuration Type 1 (C1) pilot pattern is chosen for the frequency domain, while for the time dimension the number of chosen multi-carrier symbols depends on the Doppler frequency [33]. In our particular case, one and two multi-carrier symbols out of every fourteen were chosen for \(f_d = 35\) Hz and \(f_d = 300\) Hz, respectively (denoted as 5G-C1-1 and 5G-C1-2).

The SNR of the received signal can be defined as

\[
\text{SNR} = \frac{E[|y[n]|^2]}{\sigma_n^2},
\]

(40)

In order to provide a fair SER comparison between PSAM and our proposed PPST, an effective SNR can be defined when assessing the performance of data transmission, in order to take into account that PSAM and ST do not imply the same data-rate since they are using different pilot overheads. The effective SNR can be expressed as

\[
\text{SNR}_{\text{eff}} = \xi \mu \text{SNR},
\]

(41)

where \(\mu\) is the efficiency of the system due to the use of pilot symbols, and the sub-index \(\xi\) is a token that can be either PSAM or PPST. For the case of PPST, \(\xi = 1\), while for PSAM, \(\mu_{\text{PSAM}} = 13/14\) and \(\mu_{\text{PPST}} = 12/14\) for 5G-C1-1 and 5G-C1-2, respectively. Note that the effective SNR is only used when SER is compared in Figs. 9a-9c.

A. Mean squared error (MSE) performance

Figure 8 shows the MSE of the channel estimation at pilot symbols positions (before interpolation (BI)), and the whole time-frequency resource grid (after interpolation (AI)). Note that a cubic interpolation method is chosen for both time and frequency dimensions. Moreover, the analytical results obtained from (29) are included to check their accuracy.

Figure 8a shows a comparison in terms of MSE of the estimated channel between our proposed PPST technique and PSAM for a channel with a delay spread of 39 ns, \(f_d = 35\) Hz and \(Q = 38\). Our proposal significantly outperforms PSAM for all values of SNR when \(B = 4\), and for low and moderate values of SNR when \(B = 1\). This verifies that averaging in both time and frequency domains is capable of reducing the effect of noise and interference effects. Note that the averaging in time domain can be also implemented in PSAM. However, it requires the additional transmission of more pilot symbols for a given slot, and hence, the data-rate is decreased even further, decreasing the effective SNR and worsening the error performance of data transmission, as shown in Sub-section V-B.

The saturation of the MSE for our proposal at high SNR is due to the presence of the residual interference introduced by data symbols. Nevertheless, its value is low enough to allow data detection, as illustrated later. On the other hand, the MSE of PSAM is mainly determined by the noise power (\(\sigma_n^2\)).

![Fig. 7. Signalling in PPST to exchange the pilot pouring and weighted average coefficients.](image-url)
In the frequency dimension to capture its variability in this dimension, and hence, not only $Q$ is reduced in order to increase the number of PPST pilot symbols in the frequency domain, but also these pilot symbols must be shifted in the frequency domain from one multi-carrier symbol to the next one, as shown in Fig. 6. It can be seen that the performance for $F = 3$ is better than for $F = 2$ due to the fact that the former provides a higher number of channel estimates at different positions in the frequency dimension. However, even though the number or PPST pilots has been increased, the performance of our proposal has worsened as compared to the previous case, especially for low and medium values of SNR, since the delay spread has significantly increased from 39 to 634 ns. For high values of SNR, the saturation of the MSE has been improved for $F = 2$ given that the averaging factor in the time dimension is increased to $N_T = 3$.

In Fig. 8c, a comparison in terms of MSE of the estimated channel between our proposal and PSAM for a delay spread of 39 ns, $\Delta_d = 300$ Hz and $Q = 38$ is shown. Our proposed scheme, with both BI and AI, significantly outperforms PSAM for low and moderate values of SNR. In addition, for the particular case of high SNR in PSAM, the quality of the estimated channel is significantly degraded due to the Doppler effect, since the channel estimates may be easily outdated if there are not enough pilot symbols in the time dimension. On the contrary, our proposal pours the pilot symbols at the spectrum holes of each CB-FMT symbol, and hence, the channel is frequently updated without impacting the data-rate. Even though both schemes have the same MSE after interpolation, our proposal outperforms PSAM in terms of SER and achievable rate as shown in the following subsections.

### B. Symbol error rate (SER) performance

In this subsection, the SER performance comparison between PSAM and PPST for QPSK and 16-QAM constellations is illustrated.

In Fig. 9a, a comparison in terms of SER of our proposal and PSAM schemes under the same conditions described in Fig. 8a is provided. It can be seen that the performance for $B = 4$ is better than for $B = 1$ due to the fact that an additional averaging in the time domain results in a better channel estimation and consequently, a better SER performance. Moreover, our proposed PPST scheme outperforms PSAM for all values of SNR with a gain of 2.1 dB for the case of QPSK and $B = 4$ because of the channel estimates are updated more frequently over time in PPST than in PSAM, without sacrificing data-rate. For the particular case of 16-QAM, PPST only significantly outperforms PSAM for medium and high SNR values because the averaging process is even more crucial to reduce the undesirable effects of noise and interference.

In Fig. 9b, a comparison in terms of SER of our proposal and PSAM schemes under the same conditions described in Fig. 8b is shown. It can be observed that the performance with the choice $Q = 28$ is better than with $Q = 16$ for any scheme. The reason behind is that higher values of $Q$ provide a better protection since data symbols are spread over a higher number of subcarriers by using the outer bank of
DFTs. This makes the system more robust against deep-fading affecting some particular subcarriers which appears in high delay spread channels, as shown in [4], [12]. Moreover, for the particular case of $Q = 28$, our proposal outperforms PSAM approximately by 1.7 dB for both constellations and medium values of SNR, given that the channel also remains quasi-static during $F$ CB-FMT symbols.

In Fig. 9c, a comparison of SER between PPST and PSAM schemes under the same conditions described in Fig. 8c is provided. Our proposal outperforms PSAM for all values of SNR with a gain of 2.3 dB and 1.6 dB for QPSK and 16-QAM, respectively. This remarkable performance of PPST comes from the fact that the channel is constantly estimated and updated, since the PPST pilot symbols are poured at every multi-carrier symbol. On the contrary, in PSAM, the pilot symbols are only transmitted once for every seven multi-carrier symbols, following the configuration suggested by the standards. Hence, the estimated channel must be reused until the estimation is updated, what degrades performance in moderate to high mobility scenarios. The fact that PSAM does not work well in fast-varying scenarios has already been reported when OFDM is combined with MIMO [34].

C. Achievable rate performance

In this section, an achievable rate comparison of PSAM and PPST is given. Assuming Gaussian signalling, the achievable rate can be obtained as

$$ R = \mu_s \log_2 (1 + \text{SINR}) \, [\text{bps/Hz}] , $$

where

$$ \text{SINR} = \frac{1}{\sigma^2 + \frac{1}{b} \sum_{k \in H} |G[k]c|^2 + |W^\dagger c|^2} \| \text{MSE}_k \| , $$

and

$$ \text{MSE}_k = \mathbb{E} \left[ e_k \right] $$

where $c$ denotes the expected value. The interference term is caused by the channel estimation error and it is obtained following [20], [24]. This mismatch in the estimation process impacts on the computation of the equalizer coefficients ($D[k]$), and hence, degrades the overall performance of the system. In the particular case of PPST, the channel estimation error also generates an additional negative effect on data symbols in the process of pilot subtraction, as detailed in [20]. Furthermore, the resources required to report the pilot pouring and weighted average coefficients are not taken into account, due to the fact that they are negligible when compared to data rate, as it was shown in Section IV.

Figures 10a-10c show the comparison of achievable rates between PPST and PSAM under the conditions described in Figs. 8a-8c, respectively. Again, it is noted that the performance of our proposed PPST is superior when compared to traditional PSAM. Especially, for the particular case of $f_d = 300$ Hz (Fig. 10c), the performance of PPST is significantly better than the one of PSAM, given that the overhead induced by pilot symbols in PSAM (5G-C1-2) reduces data-rate for highly time-varying channels, as already mentioned in former sub-sections.

VI. CONCLUSION

In the present work, it was analysed how to efficiently perform channel estimation for CB-FMT. A novel approach referred to as PPST was proposed, which is a generalization of the classical ST technique. Unlike classical ST, it is able to work in a multi-carrier system whose subcarriers are experiencing different values of allocated power.
Achievable rate \([\text{bps/Hz}]\)

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>Achievable rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.5</td>
</tr>
<tr>
<td>2.5</td>
<td>3.5</td>
</tr>
<tr>
<td>3</td>
<td>3.5</td>
</tr>
<tr>
<td>4</td>
<td>4.5</td>
</tr>
<tr>
<td>4.5</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Furthermore, it is capable of avoiding the data-rate reduction penalty that is present when considering traditional PSAM. In this proposal, pilot symbols are allocated and their power is poured over data in a ST fashion, taking advantage of the spectral holes left by the prototype filter in the frequency domain. Besides, at the receiver, an additional weighted average in the frequency dimension is proposed in order to weight each channel estimate, enhancing only those which come from pilot symbols with a higher allocated power, and hence, reducing the intrinsic interference produced by data symbols and noise.

The MSE analysis of the channel estimation when applying PPST is provided. The minimization of the MSE allows to obtain the optimal values of pilot pouring and weighted average coefficients. The numerical evaluation of MSE, SER and achievable rate performance in different channel scenarios provided evidence of the superiority of the proposed PPST technique compared to traditional PSAM implemented with CB-FMT, using a pilot pattern given in 5G. Therefore, CB-FMT combined with PPST is a viable alternative to traditional OFDM when spectral confinement and reduced PAPR are important requirements.

**APPENDIX A**

**DERIVATION OF THE MSE OF THE CHANNEL ESTIMATION**

In this appendix, the details on how to obtain the MSE of the channel estimation at each subcarrier of CB-FMT with PPST are provided.

The estimated channel is modelled as

\[
\hat{H}[c] = H[c] + \Delta[c], \quad 0 \leq c \leq M - 1,
\]

where \(\Delta[c]\) is the channel estimation error at \(c\)-th subcarrier, and according to (22), it is given by

\[
\Delta[c] = \frac{1}{B W^2} \sum_{b=0}^{B-1} \frac{1}{W^2} \sum_{c'=c}^{c+Q-1} \sum_{b'=0}^{B-1} X_{b'}[c'] + \sum_{b'=0}^{B-1} V_b[c].
\]

The MSE of the channel estimation at the \(c\)-th subcarrier can be obtained as

\[
\text{MSE}_c = \mathbb{E}[(\Delta[c])^2] = \frac{1}{B W^2} \sum_{b=0}^{B-1} \mathbb{E}[[X_b[c]]^2] \times
\]

\[
\times \mathbb{E} \left[ \left| H[c] \sum_{b=0}^{B-1} \frac{1}{W^2} X_{b'}[c'] + \sum_{b'=0}^{B-1} V_b[c] \right|^2 \right],
\]

\[
0 \leq c \leq M - 1.
\]

Due to the fact that the channel’s frequency response \(H[c]\), transmitted symbols \(X_{b'}[c']\) and noise \(V_b[c]\) are uncorrelated random variables, and the power of pilots is normalized to one, (46) can be simplified to

\[
\text{MSE}_c = \frac{1}{B W^2} \sum_{b=0}^{B-1} \mathbb{E}[[X_b[c]]^2] \times \mathbb{E}[[V_b[c]]^2] + \sigma_e^2
\]

\[
= \frac{1}{B W^2} \left( G_b[c - k Q] \right)^2 + \sigma_e^2,
\]

\[
0 \leq k \leq K - 1,
\]

where the squared value of the channel’s frequency response \(H[c]\), the power of data symbols \(X_{b'}[c']\) and the superimposed pilot symbols \(X_{b'}[c]\) are normalized to one.
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