Fall Detection and Activity Recognition Using Human Skeleton Features
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ABSTRACT Human activity recognition has attracted the attention of researchers around the world. This is an interesting problem that can be addressed in different ways. Many approaches have been presented during the last years. These applications present solutions to recognize different kinds of activities such as if the person is walking, running, jumping, jogging, or falling, among others. Amongst all these activities, fall detection has special importance because it is a common dangerous event for people of all ages with a more negative impact on the elderly population. Usually, these applications use sensors to detect sudden changes in the movement of the person. These kinds of sensors can be embedded in smartphones, necklaces, or smart wristbands to make them “wearable” devices. The main inconvenience is that these devices have to be placed on the subjects’ bodies. This might be uncomfortable and is not always feasible because this type of sensor must be monitored constantly, and can not be used in open spaces with unknown people. In this way, fall detection from video camera images presents some advantages over the wearable sensor-based approaches. This paper presents a vision-based approach to fall detection and activity recognition. The main contribution of the proposed method is to detect falls only by using images from a standard video-camera without the need to use environmental sensors. It carries out the detection using human skeleton estimation for features extraction. The use of human skeleton detection opens the possibility for detecting not only falls but also different kind of activities for several subjects in the same scene. So this approach can be used in real environments, where a large number of people may be present at the same time. The method is evaluated with the UP-FALL public dataset and surpasses the performance of other fall detection and activities recognition systems that use that dataset.

INDEX TERMS Fall detection, deep learning, human skeleton.

I. INTRODUCTION

Human activity recognition has attracted the attention of researchers in recent years. A significant number of works has been reported in the literature related to these topics [1], [2]. Many such studies show that this is an interesting field to apply machine learning approaches [3]. Some of the activities that can be detected using different techniques and sensors include walking [4], running [5], standing [6], sitting [7], jumping [8] and falling [9].

In this context, the detection of falls has special relevance because of the number of daily life applications it includes. It is well known that the risk of falling increases with age. Falls are considered one of the main causes of serious (or even fatal) injuries with a higher incidence in older people [10]. They often cause painful injuries that are costly because they are difficult to treat and heal. In 2015, fatal falls by the elderly had an approximate cost of 754 million dollars in the United States alone [11].

Some approaches use sensors for fall detection, such as accelerometers, barometers, inertial sensors, and gyroscopes. These kinds of sensors can be embedded in smartphones, necklaces, or smart wristbands to make them “wearable”
devices. Other sensors are placed on the waist or on the chest [12] of subjects, to simplify the detection of a fall. However, they have the disadvantage that the devices have to be placed on the subjects’ bodies. It can be uncomfortable and is not always feasible as this type of sensor must be worn constantly [13], [14].

Other applications use depth images obtained by Kinect-like cameras and depth sensors [15], [16], which provide the distance to the detected object using an infrared sensor (IR) [17]. Some researchers have used the fusion of images from video-cameras with data from environmental sensors (infrared, ultrasonic, etc) such as [18]–[21]. All these kinds of systems allow the segmentation of the human body on the image and they provide contactless and non-intrusive monitoring, which is an advantage for practical deployment and users’ acceptance and compliance, compared with other sensor technologies, like wearable devices [22].

Using a computer vision approach, falls can be recognized by processing the images and detecting the movement of the human body by means of different machine learning algorithms such as K-nearest neighbor [23], Recurrent Neural Networks (RNNs) [24], Convolutional Neural Networks (CNNs) [25] and Support Vector Machines (SVMs) [26]. The main advantage of these solutions is that they are contactless, non-intrusive, and many subjects could be monitored in the scene at the same time.

This paper presents a vision-based approach for fall detection and activity recognition. The main contribution of the proposed method is to detect falls only by using images from a standard video-camera without the need to use depth (such as Kinect cameras) or environmental sensors. A novel aspect it that it carries out the detection using human skeleton estimation for features extraction. The use of the human skeleton detection opens the possibility for detecting not only falls but also different kinds of activities for several subjects in the same scene. So this approach can be useful for real environments, where a large number of people may be acting at the same time.

The proposed approach has been validated with the public multi-modal UP-FALL dataset presented in [27]. Four different machine learning algorithms have been tested. The results outperform by a significant margin those obtained by other methods tested on the same dataset [27].

The rest of the paper is structured as follows. Section II presents some fall detection approaches that can be found in the literature and describes briefly the UP-FALL dataset, which is the start point of this work. Section III details the proposed fall detection and activity recognition approach. Section IV shows the experimental results and a comparison with previous results for the UP-FALL dataset. Finally, Section V summarizes the main conclusions and future work.

II. FALL DETECTION DATASETS AND RELATED WORK

In this section, several approaches for fall detection described in the literature are discussed. After that, the UP-Fall dataset, which has been chosen to test the proposed approach and compare it to other reported methods, is also described.

A. FALL DETECTION APPROACHES

A considerable number of applications and datasets for fall detection have been reported in the literature. For example, SDUFALL [28] presents a dataset obtained with a Kinect camera. It includes five daily living activities and falls performed by ten young women and men. Actions are simulated and they include some changes such as carrying/not carrying an object, lights on/off, changes of position and direction relative to the camera. The authors report an accuracy of 79.91%. Other works, which use the same dataset, report similar or better accuracy. For example, [35] proposes a fall detection approach aiming to build a support system for elderly people living alone in their homes using depth videos, showing a 100% accuracy for falls and 80% for the absence of falls. In [36] they reach a fall detection accuracy of up to 92.98% based on a depth camera and using human shape and motion. [37] presents a human skeleton based fall detection method for industrial settings using LSTM and show that the proposed method is more efficient in detecting falls compared to using raw skeletal data.

The work presented in [29] shows two datasets recorded with two Kinect cameras simultaneously from two different points of view. In the first dataset (EDF), 10 subjects performed 2 falls for each of eight directions in each point of view. They also recorded five more different actions that could be like falling: picking up something, sitting on the floor, laying, tying shoelaces, do plank exercise. The second dataset (OCCU) is focused on collecting occluded falls. Five subjects performed 60 occluded falls and similar different actions as in the first dataset.

URFALL [30] is a dataset that was generated by collecting data from an IMU inertial device connected via Bluetooth and 2 Kinect cameras. Five volunteers were recorded doing 70 fall sequences. Some of these are fall-like activities in typical rooms. There were two kinds of falls: falling from a standing position and falling from sitting on a chair. Each record contains sequences of depth and RGB images for two cameras and raw accelerometer data. The authors used a threshold-based fall detection method and report an accuracy of 94.99%. Other work using this dataset include [35] achieving 100% accuracy for falling activities and 82.50% for non-falling, while [38] reports an accuracy of 97.33% detecting falls based on the integration of two data sources. Object detection (Yolo) and a human posture detection model (OpenPose) are used for pre-processing to obtain key points and position information of a human body. Meanwhile, [39] presents a method based on prominence maps showing an accuracy of 99.67% accuracy in the detection of URFALL falls. Prominence detection uses a two-stream convolutional neural network that extracts global and local features to generate the prominence maps.

The work presented in [31] provides a dataset containing RGB-D and body-worn motion-capture data for a person...
Among different sensing modalities (IR, EEG, IMU, video cameras, etc.), the proposed system has been implemented on a high precision and robustness of the NTU RGB-D reference dataset. The authors present five different human falls. This data was collected with 17 healthy young adults without physical impairment using a multimodal approach, i.e., wearable sensors, ambient sensors and vision devices. Table 6 shows results reported in [27] UP-FALL.


Table 1 summarizes the main characteristics of these datasets.

**B. BASELINE RESULTS: UP-FALL DATASET**

The work presented here uses the UP-Fall dataset (https://sites.google.com/up.edu.mx/har-up/) for direct comparisons against other techniques. The dataset is multimodal with data captured using five Mbientlab MetaSensor wearable sensors (IMU), one electroencephalograph (EEG) NeuroSky MindWave headset and six infrared sensors (IR). It also includes data obtained from two Microsoft LifeCam Cinema cameras (CAM) placed at 1.82 m above the floor, one for a lateral view and the other for a frontal view. UP-FALL includes six simple human daily activities (walking, standing, lifting an object, sitting, jumping and lying down) and five human falls (falling forward with hands, falling forward with knees, falling backward, landing sitting on an empty chair and fall sideways), as indicated in Table 2. The instances of non-fall activities outnumber falls (approximately in a ratio of 3.5:1) so as to make it more representative of the sporadic nature of fall events.

There are two separate challenges associated with the dataset. First, fall detection as a binary classification problem to distinguish between a fall (any of classes 1 to 5) and a non-fall (any of the remaining classes). Secondly, what in the original paper [27] and those that also use this dataset generally called ‘activity recognition’; a multi-class classification problem of detecting each of the 12 classes in Table 2 separately. To avoid any confusion, we have kept the same terminology, although ‘activity recognition’ is normally used for a much wider range of actions.

The original work on [27] evaluates four different well-known machine learning (ML) methods for the fall detection and activity recognition problems: Random Forest (RF), Support Vector Machine (SVM), Multi-Layer Perceptron (MLP) and k-Nearest Neighbors (kNN). They used different combinations of sensing modalities:

1. Infrared sensors (IR).
2. Wearable IMUs (IMU).
3. All wearable IMUs plus the EEG headset (IMU+EEG).
4. All infrared sensors, all wearable IMUs and the EEG headset (IR+IMU+EEG).
5. Video cameras (CAM).
6. All infrared sensors and video cameras (IR+CAM).

Subjects performed six simple human daily activities and five different human falls. This data was collected with 17 healthy young adults without physical impairment using a multimodal approach, i.e. wearable sensors, ambient sensors and vision devices. Table 6 shows results reported in [27] UP-FALL.

In the original work on [27] evaluates four different well-known machine learning (ML) methods for the fall detection and activity recognition problems: Random Forest (RF), Support Vector Machine (SVM), Multi-Layer Perceptron (MLP) and k-Nearest Neighbors (kNN). They used different combinations of sensing modalities:

1. Infrared sensors (IR).
2. Wearable IMUs (IMU).
3. All wearable IMUs plus the EEG headset (IMU+EEG).
4. All infrared sensors, all wearable IMUs and the EEG headset (IR+IMU+EEG).
5. Video cameras (CAM).
6. All infrared sensors and video cameras (IR+CAM).
### TABLE 1. Vision-based datasets for fall detection.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Camera Type</th>
<th>Subjects</th>
<th>Fall Types</th>
<th>Other Activities</th>
<th>Trials</th>
<th>Variants</th>
<th>ML Method</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDUFall [28]</td>
<td>1 Kinect</td>
<td>10</td>
<td>Fall to the floor</td>
<td>Sitting, walking, squatting, lying, bending</td>
<td>6 actions</td>
<td>Carrying, not carrying, light on, light off, position and direction changes</td>
<td>Bag of words model built upon curvature scale space features</td>
<td>Accuracy: 79.91%, sensitivity 81.91%, specificity 76.62%</td>
</tr>
<tr>
<td>EDF-OCU [29]</td>
<td>2 Kinect depth</td>
<td>5 to 10</td>
<td>Falls in 8 different directions</td>
<td>Laying, picking up, sitting (floor), tying shoelaces, planking exercise</td>
<td>5 actions/20 times</td>
<td>Different directions and occluded falls</td>
<td></td>
<td></td>
</tr>
<tr>
<td>URFall [30]</td>
<td>2 Microsoft Kinect</td>
<td>5</td>
<td>From standing, from sitting on a chair</td>
<td>Lying, walking, sitting down, crouching down</td>
<td>70 sequences</td>
<td>Support vector machine, k-nearest neighbor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LARSEN [31]</td>
<td>8 Infra-red cameras</td>
<td>8</td>
<td>Moving, sitting, walking, jacking</td>
<td></td>
<td>12 sequences</td>
<td>With occlusions</td>
<td>Hidden markov model</td>
<td></td>
</tr>
<tr>
<td>TST v2 [32]</td>
<td>1 Microsoft Kinect v2</td>
<td>11</td>
<td>From front, backward, to the side</td>
<td>Sitting, grasp an object from the floor, walking lying</td>
<td>264 sequences</td>
<td></td>
<td>Depth frame</td>
<td></td>
</tr>
<tr>
<td>PKU-MMD [33]</td>
<td>3 Microsoft Kinect v2</td>
<td>66</td>
<td>Drinking, waving hand, putting on the glassed, hugging, shaking...</td>
<td></td>
<td>6 sequences</td>
<td>10 interaction actions</td>
<td>Regression RNN, Regression SVM, Bidirectional LSTM, S-T attention LSTM</td>
<td>P1-Score: 52.6%, 13.1%, 33.3%, 31.6%</td>
</tr>
<tr>
<td>NTU RGB-D [34]</td>
<td>3 Microsoft Kinect v2</td>
<td>Multiple actors</td>
<td>Fall to the floor</td>
<td>120 actions</td>
<td>Captured from 155 different camera viewpoints</td>
<td>S-T LSTM, Part-Aware LSTM, RNN, CNN, FSNet</td>
<td>Accuracy: 57.9%, 26.3%, 44.9%, 61.8%, 62.4%</td>
<td></td>
</tr>
<tr>
<td>UP-FALL [27]</td>
<td>2 cameras</td>
<td>17</td>
<td>Forward using hands, forward using knees, backwards, sideward, sitting</td>
<td>Walking, standing, sitting picking up an object jumping Laying</td>
<td>3 repetitions</td>
<td>Random forest SVM, NN, k-nearest neighbor</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7) All wearable IMUs, EEG headset and video cameras (IMU+EEG+CAM). One of their findings is that using video-only (CAM) data gave poor results compared to the other modalities. These were improved significantly when using a convolutional neural network (CNN). kNN produced the best activity recognition results for the video sensors (CAM) with accuracy of 34.03% and F1-Score of 15.19%.

### III. PROPOSED METHOD

This work focuses on improving the performance of fall detection and activity recognition using only the video data, as in practical applications such as assisted living and public space monitoring, the use of wearables and other sensor modalities may not be feasible. The main hypothesis is that the results can be improved significantly by using articulated bodies (sketches) extracted from the video, even when using the same ML methods used by the baseline. The workflow developed for this study is shown in Fig. 1.

#### A. FEATURES EXTRACTION PROCESS

1) HUMAN SKELETON DETECTION

Human pose detection is done by using AlphaPose [45], an open source method for multi-person pose estimator
available from https://www.mvig.org/research/alphapose.html. It uses RGB images as input, then performs pose detection with a pre-trained model (COCO dataset), outputting for each processed image. For each detected person, there is an overall detection score plus a set of 17 keypoints or joints, with an individual joint score $s$ and coordinates $(x,y)$, which when joined form a skeleton. With these 51 ($17 \times 3$) attributes, the characteristics are obtained to train a classifier to detect falls. It should be noted that the method presented here is not dependent on AlphaPose and any pose estimation method that estimates joint positions can be used. In this manner, a sequence of RGB images is converted into a sequence of (skeleton) joints and scores which forms the vector features used to learn to distinguish the different actions. Fig. 1 summarizes the proposed approach. Typical examples of skeleton detection are shown in Fig. 2. To allow a direct comparison with other works, the data from CAM1 (side view) of the UP-FALL dataset has been chosen for the experiments.

2) PRE-TRAINING FILTERING
Before any training is undertaken, the skeleton sequences are pre-processed to first remove empty frames. Secondly, in some images other people appear, in addition to the volunteer carrying out the action and to whom the action ground-truth action label applies. Such people can be passers-by or other volunteers not involved in the action. A typical example is shown in Fig. 3. It was found that the main actor can be identified by choosing the skeleton with the highest overall score and in that way eliminating all the others from the training process.

B. DATA-DRIVEN MODELS
The results of the proposed approach have been validated using the same experimental methodology described in [27]. Experiments were performed using 70% of the UP-FALL dataset for training and the remaining 30% for testing. Similarly, ten rounds of cross-validation were carried out with four classification methods: Random forest (RF), Support Vector Machine (SVM), Multilayer Perceptron (MLP) and K-Nearest Neighbor (KNN). Table 3 shows the parameters settings for each ML model, which are the same used in [27].

C. EVALUATION METRICS
To allow a direct comparison, this work uses the same performance metrics used in [27], i.e. accuracy, precision, sensitivity, specificity and F1-score. Where:

![Fig 1: Workflow for activity recognition.](image1)

![Fig 2: Typical examples of skeleton detection.](image2)

![Fig 3: Typical example of pre-training filtering.](image3)

**TABLE 2.** UP-FALL Activities and their corresponding IDs.

<table>
<thead>
<tr>
<th>Activity ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Falling forward using hands</td>
</tr>
<tr>
<td>2</td>
<td>Falling forward using knees</td>
</tr>
<tr>
<td>3</td>
<td>Falling backwards</td>
</tr>
<tr>
<td>4</td>
<td>Falling sideways</td>
</tr>
<tr>
<td>5</td>
<td>Falling sitting in empty chair</td>
</tr>
<tr>
<td>6</td>
<td>Walking</td>
</tr>
<tr>
<td>7</td>
<td>Standing</td>
</tr>
<tr>
<td>8</td>
<td>Sitting</td>
</tr>
<tr>
<td>9</td>
<td>Picking up an object</td>
</tr>
<tr>
<td>10</td>
<td>Jumping</td>
</tr>
<tr>
<td>11</td>
<td>Laying</td>
</tr>
<tr>
<td>20</td>
<td>Unknown activity</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Features:</th>
<th>Label:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1, y_1, s_1$</td>
<td>Falling forward using hands</td>
</tr>
<tr>
<td>$x_2, y_2, s_2$</td>
<td>Falling forward using knees</td>
</tr>
<tr>
<td>$x_3, y_3, s_3$</td>
<td>Falling backwards</td>
</tr>
<tr>
<td>$x_4, y_4, s_4$</td>
<td>Falling sideways</td>
</tr>
<tr>
<td>$x_5, y_5, s_5$</td>
<td>Falling sitting in empty chair</td>
</tr>
<tr>
<td>$x_6, y_6, s_6$</td>
<td>Walking</td>
</tr>
<tr>
<td>$x_7, y_7, s_7$</td>
<td>Standing</td>
</tr>
<tr>
<td>$x_8, y_8, s_8$</td>
<td>Sitting</td>
</tr>
<tr>
<td>$x_9, y_9, s_9$</td>
<td>Picking up an object</td>
</tr>
<tr>
<td>$x_{10}, y_{10}, s_{10}$</td>
<td>Jumping</td>
</tr>
<tr>
<td>$x_{11}, y_{11}, s_{11}$</td>
<td>Laying</td>
</tr>
<tr>
<td>$x_{12}, y_{12}, s_{12}$</td>
<td>Unknown activity</td>
</tr>
</tbody>
</table>

**TABLE 3.** Parameters settings for each ML model.

- RF
- SVM
- MLP
- KNN
• True positives (TP): “Fall” detected as “Fall”.
• False positives (FP): “Not Fall” detected as “Fall”.
• True negatives (TN): “Not Fall” detected as “Not Fall”.
• False negatives (FN): “Fall” detected as “Not Fall”.

\[
\text{accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \quad (1)
\]

\[
\text{precision} = \frac{TP}{TP + FP} \quad (2)
\]

\[
\text{recall} = \frac{TP}{TP + FN} \quad (3)
\]

\[
\text{specificity} = \frac{TN}{TN + FP} \quad (4)
\]

Finally, \(F_1\)-Score is calculated as shown in Eq. 5 and is used to evaluate with a single value the combination of both precision and recall.

\[
F_1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \quad (5)
\]

IV. EXPERIMENTAL RESULTS

A. FALL DETECTION

Fall detection is performed using binary classifiers. The inputs are the images from the CAM1 set, so as to compare it directly with other reported work on UP-FALL. There are 220,660 images of which 49,544 correspond to falls and 171,116 to non-falls. 2D skeleton coordinates for each image are then obtained with AlphaPose, although any pose estimation outputting 2D or 3D articulated body coordinates could be used. The data samples are separated assigning 70% for training (154,462 samples) and 30% (66,198 samples) for testing, the same split used in comparable work. The original twelve class labels are converted so that the five types of falls are coded as “Fall” and the rest as “Not Fall”. Four classifiers are trained separately (RF, SVM, MLP and KNN). Performance evaluation is carried out using ten rounds (k-fold = 10) of cross-validation using random 70:30 partitions of the whole dataset. Each pose frame is processed independently to detect whether it represents a fall. Table 4 shows...
the results obtained by the four classifiers. The best results are obtained with RF reaching a mean accuracy of 99.34\% and an $F_1$-Score of 98.52\%. Considering the four models (see Table 4), the average accuracy is 98.59\%, average precision 96.94\%, average recall 96.80\%, average specificity 99.11\% and average $F_1$-Score is 98.87\%. This compares very favorably with the results reported in [27] and even in more recent works using the same dataset [46] where they get an $F_1$-Score of 96.6\% with their best model.

FIGURE 4. Confusion matrices for fall detection for RF, SVM, MLP and KNN respectively.

As pointed out earlier, UP-FALL defines as Activity Recognition the task of classifying a finer grain of 12 separate cases (or activities, including an 'unknown' class) as shown in Table 2. As before, the input is the set of CAM1 images that are converted into pose frames through AlphaPose. As was the case for fall detection, the dataset is randomly partitioned 10 times, into 70\% for training and 30\% for testing, following the scheme used in [27]. For each fold and each classifier, metrics are computed and their means and standard deviations are calculated.

Table 5 shows the results obtained by the four classifiers. SVM has the best performance for accuracy and sensitivity while for all the other metrics, the best results are obtained by the RF classifier, which also shows more uniformity in its results.

Fig. 5 shows the confusion matrix for the best classifier. It can be seen that RF activities 8 (sitting) and 10 (jumping) are detected with an accuracy of 100\% and the rest of the activities are recognised with accuracies between 90.67\% and 99.77\%.

It is possible to see from the confusion matrix that the first 5 activities, defined as falls in UP-FALL (Table 2), are confused with activity 11 (laying). This is because in the present work the analysis is carried out for each frame individually and not for sequences of frames. This means that in a fall, when a person is about to lie on the floor it is very difficult to distinguish between such actions from a
TABLE 4. Performance (mean ± standard deviation) obtained for each model of the proposed fall detection system. Best results are shown in bold.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>Specificity (%)</th>
<th>F₁-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>99.34 ± 0.03</td>
<td>98.23 ± 0.17</td>
<td>98.82 ± 0.10</td>
<td>99.48 ± 0.05</td>
<td>98.52 ± 0.08</td>
</tr>
<tr>
<td>SVM</td>
<td>98.81 ± 0.07</td>
<td>98.15 ± 0.19</td>
<td>96.50 ± 0.27</td>
<td>99.47 ± 0.05</td>
<td>97.32 ± 0.17</td>
</tr>
<tr>
<td>MLP</td>
<td>97.39 ± 0.10</td>
<td>93.87 ± 0.85</td>
<td>94.57 ± 1.15</td>
<td>98.21 ± 0.29</td>
<td>94.21 ± 0.27</td>
</tr>
<tr>
<td>KNN</td>
<td>98.84 ± 0.06</td>
<td>97.53 ± 0.15</td>
<td>97.30 ± 0.24</td>
<td>99.29 ± 0.04</td>
<td>97.41 ± 0.16</td>
</tr>
<tr>
<td>Average</td>
<td>98.59 ± 0.06</td>
<td>96.94 ± 0.34</td>
<td>96.80 ± 0.44</td>
<td>99.11 ± 0.11</td>
<td>96.87 ± 0.17</td>
</tr>
</tbody>
</table>

TABLE 5. Performance (mean ± standard deviation) obtained for each model of the activity recognition system.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>Specificity (%)</th>
<th>F₁-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>99.45 ± 1.02</td>
<td>96.60 ± 0.48</td>
<td>88.99 ± 0.56</td>
<td>99.70 ± 0.50</td>
<td>92.34 ± 0.39</td>
</tr>
<tr>
<td>SVM</td>
<td>99.65 ± 0.01</td>
<td>93.85 ± 0.65</td>
<td>87.29 ± 0.83</td>
<td>99.79 ± 0.01</td>
<td>90.20 ± 0.59</td>
</tr>
<tr>
<td>MLP</td>
<td>98.93 ± 0.17</td>
<td>85.39 ± 1.60</td>
<td>71.44 ± 2.30</td>
<td>99.34 ± 0.11</td>
<td>73.95 ± 1.84</td>
</tr>
<tr>
<td>KNN</td>
<td>99.60 ± 0.01</td>
<td>91.65 ± 0.55</td>
<td>84.17 ± 0.81</td>
<td>99.76 ± 0.01</td>
<td>87.35 ± 0.63</td>
</tr>
<tr>
<td>Average</td>
<td>99.41 ± 0.30</td>
<td>91.87 ± 0.84</td>
<td>82.97 ± 1.13</td>
<td>99.65 ± 0.16</td>
<td>86.46 ± 0.86</td>
</tr>
</tbody>
</table>

TABLE 6. Activity recognition performance (mean ± standard deviation) obtained for ML models of the UP-FALL in [27]. Best results are highlighted in bold.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>Specificity (%)</th>
<th>F₁-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAM</td>
<td>RF</td>
<td>32.33 ± 0.90</td>
<td>14.45 ± 1.07</td>
<td>14.48 ± 0.82</td>
<td>92.91 ± 0.09</td>
<td>14.38 ± 0.89</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>34.40 ± 0.67</td>
<td>13.81 ± 0.22</td>
<td>14.30 ± 0.31</td>
<td>92.97 ± 0.06</td>
<td>13.83 ± 0.27</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>27.08 ± 2.03</td>
<td>8.59 ± 1.69</td>
<td>10.59 ± 0.38</td>
<td>92.21 ± 0.09</td>
<td>7.31 ± 0.82</td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>34.03 ± 1.11</td>
<td>15.32 ± 0.73</td>
<td>15.54 ± 0.87</td>
<td>93.09 ± 0.11</td>
<td>15.19 ± 0.52</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>31.96 ± 1.17</td>
<td>13.64 ± 0.92</td>
<td>13.73 ± 0.52</td>
<td>92.79 ± 0.08</td>
<td>12.67 ± 0.62</td>
</tr>
</tbody>
</table>

single frame. However, when using classifiers that provide an estimation of probability for each class for each detection, it might be possible to identify and possibly ignore these ambiguous cases. Also, sequence-based classification such as LSTM (Long Short Term Memory) might be able to resolve these more difficult cases.

For activity detection, in comparison with the results obtained by [27] (Table 6), better results were obtained in all the metrics by all four classifiers. An improvement in the metrics accuracy of between 65.25% and 71.85% has been obtained. As this work uses the same four classifiers, it can be inferred that the use of skeletons has led to these significant improvements.

It is important to highlight that the activity recognition method proposed here delivers state-of-the-art results for UP-FALL, even surpassing the results using Convolutional Neural Networks (CNN) in [27] (accuracy = 95.1% and F₁-Score = 71.2%), with which they obtain the best results of their paper. Fig 6 compares the confusion matrices of our best model and the CNN in [27].

Also, the method proposed exceeds the results of the Challenge UP:Multimodal Fall Detection competition [44]. Three of the four ML-models presented here exceed the results of the winning entry [43] in that competition for all the performance metrics. That work combines multiple portable inertial sensors, accelerometer and gyroscope, to recognize activities and detect falls. Their accuracy and F₁-Score are 98.03% and 82.47%, while in the proposed approach they are 99.45% and 92.34%, respectively.

The main advantages of the proposed approach are: 1) It shows that human activity can be recognised by means of the posture of a person on a video image. The posture can be defined by a set of features (key points) that represents the main joints of the human skeleton. The approach obtains the features vector from only one frame or image, and it shows a very high performance compared to other state-of-the-art methods; 2) The feature vector (the joints of the skeleton) is easily interpretable by humans. It opens a way to perform many pre-processing steps before actually using the classification model. For instance, if there are many people in the scene, the classification model could be applied to only the skeletons detected with high confidence by the feature extraction method. 3) The approach can also be useful to perform multi-person activity recognition in the same scene (frame). This attribute is not discussed much in the literature, and some referenced works ([27], [30]) do not consider this scenario.

On the other hand, the main limitations of this approach are the following: 1) The results have not been contrasted with methods used for tracking. The approach does not exploit temporal consistency, although this enhancement could be implemented in the future; 2) The application is slower compared to the methods referenced above, because it consists of three steps: 1) the person detection implemented mainly by a CNN, 2) the feature extraction step (the human skeleton joints), and 3) the application of the classification model. These three steps make the proposed approach slower than other previously mentioned methods (e.g. [27], [30]), which use only one step.

To assess the efficiency and robustness of this approach, additional experiments have been performed with another public dataset (URFall [30]) and with other classification...
models (Adaboost [47] and XGBoost [48]). Table 7 shows these results. As can be seen, for the same classification models (SVN, KNN) used in [30], our approach shows better results ($F_1$ - Score: over 97%) vs. ($F_1$ - Score: over 94%). Besides, if we apply our approach with different classification models, the results are also better than [30]: for Adaboost and XGBoost the $F_1$ - Score is over 98%.

V. CONCLUSION

In this paper, a camera-vision-based fall detection and activity recognition system with four classifier models is presented (RF, SVM, MLP and KNN). Pose estimation is proposed as a feature extraction mechanism that allows RGB images to be described by sets of human skeletons and considering the most prominent skeleton per image. The method is evaluated using a single-camera RGB modality from the UP-FALL publicly available dataset and demonstrates superior performance against other fall detection and activity recognition systems on the same data and comparable results against methods that use all the modalities of the UP-FALL dataset.

The main advantage of this work recognises human activity using a person’s posture on a video image. The posture can be defined by a set of features (key points) representing the main joints of the human skeleton. The approach obtains the features vector from only one frame or image. It shows a high performance compared to other state-of-the-art methods. This approach also allows the detection of more than one person, which is not addressed by other referenced works. It could also be adapted to multi-person activity recognition.

Future work will consider developing an algorithm dealing with multi-person detection and also avoiding the confusion with the laying activity, e.g. by considering temporal methods, such as LSTM, to eliminate the problem of confusion when carrying out analysis over time, managing to identify the skeleton of interest-based on a sequence of frames.
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