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Abstract—As emerging memories are utilized in processors as main memory, they must also coexist with CMOS memories; for instance, SRAMs, are used to implement smaller, but faster, associative memories. These hybrid designs exploit the advantages of both types of memories to achieve better performance. For some applications, the improvement in performance for on-chip associative memories is crucial for the overall computing system. For CMOS memories, soft errors are a major concern because they flip bits and can lead to data corruption and even a system failure. Error Detection and Correction Codes (EDCCs) are commonly used to protect memories against soft errors. In associative memories, an entry is formed by a tag and its associated data (or value). EDCCs are typically used to separately protect the tag and the data. This paper considers the protection of associative memories in which false negatives do not cause a failure. A Combined Tag and Data Parity (CTDP) protection scheme is proposed. This new approach utilizes a single parity bit per entry, so it reduces the number of parity bits needed to protect an entry as well as the memory size. The proposed scheme also reduces the complexity of read operations; it incurs the lowest circuit overhead for the protection circuitry in terms of area, delay and power consumption when compared to other schemes found in the technical literature. This makes the proposed scheme germane to associative memories used in hybrid designs that combine SRAMs and emerging memories. The extension of the proposed scheme to stronger codes is also discussed.

Index Terms—Associative memories, soft error, error detection and correction codes

I. INTRODUCTION

THE protection of storage systems such as memories against soft errors (caused by phenomena such as Single Event Upsets (SEUs)) has been widely studied in the technical literature; these errors can lead to data corruption and in some cases even to a system failure [1][4]. Error detection and correction codes (EDCCs) initially applicable to errors in data transmission are also commonly used to protect memories (including both conventional CMOS memories [5], [6] and emerging next-generation memories based on alternative technologies [7], [8]) in the presence of soft errors. Different from protecting data in communication channels, EDCCs with a smaller number of parity bits and a lower complexity for decoding are better suitable to memory application. Memories represent a significant part of the area of an integrated circuit such as modern processors [9]; the number of parity bits stored on each word impacts the memory overhead for protecting stored data. Moreover, decoding affects latency during the data read operation.

Associative memories are widely used in many applications to efficiently retrieve data. For example, a widely used associative memory is cache, which stores frequently used data to increase the throughput of processor cores [10]. Some associative memories require fast and high frequent data accesses (e.g., L1 caches and Transaction Lookaside Buffers (TLBs)); thus even though emerging techniques are very promising in memory implementation to improve storage density, they are usually employed for main memory and/or the larger caches (e.g., L2 and L3 caches). Instead, SRAMs are still a better solution for the faster and smaller associative memories like L1 caches and TLBs in general because most emerging memories are not sufficiently fast and reliability may be a problem (e.g., due to the long write latency and limited write endurance) [11]-[13]. Therefore, systems/processors that require high performance usually adopt a “hybrid” memory configuration (e.g., deploying emerging memories as main memory and SRAMs as caches [14]); in this case, EDCCs with different error control features are utilized for the different memories to meet both specific performance and protection requirements. For such hybrid designs, associative memories are important because they must compensate some of the disadvantages of emerging memories, such as lower speed or reduced endurance for read or write operations. Therefore, the overhead reduction for protecting associative memories in terms of speed, area and power is relevant for these hybrid systems.

In associative memories, each entry has at least a so-called tag or key that identifies the address to the corresponding data (also denoted as value). In the process of retrieving data, the incoming tag is checked with several entries (in parallel in most cases [9]). If there is a match between the incoming tag and a stored tag, the data associated with the matching tag is accessed. A mismatch indicates an error in the associative memory. An error in an associative memory can have different effects depending on whether the error affects the tag, or the data [15]. If the tag is corrupted, there are two scenarios, false positives and false negatives. False negatives occur when an incoming tag should have matched a stored tag; however, it is not matched because it has been altered by the error. In such case, a miss is said to occur (for caches, the corresponding data is then obtained from main memory). There is no data corruption as
The extension for the proposed scheme to stronger codes is for associative memories. The Combined Tag and Data Parity (CTDP) scheme to protect associative memories against false positives due to single bit errors is presented in Section III, in reviews the previous separate parity protection (SPP) techniques effectively protect associative memories, in which only false negatives cause a reliability issue, against single bit errors, while detecting errors faster by comparing the encoded tags instead of checking the parity.

Particularly, for errors that affect a single bit, a commonly used way: - A parity check circuit for each way. - A parity check circuit for selected data. - A parity bit for each tag. - A parity bit for each data. - A parity check for 1-bit tags and 1-bit data is considered as example to analyze the SPP schemes. For the sake of simplicity in presentation and with no loss of generality, the Random-Access Memories (RAMs) for the tags are separate from the RAMs for the data to better illustrate the sequence of operations. In an actual implementation, the tags will likely be in a single memory structure.

Figure 1 shows the cache protected with the traditional SPP1 scheme. The index is used to select the line and the offset is used to select the word in the line that typically has more than one word (not shown in this figure for simplicity). The access to the cache first reads the position that corresponds to the matched address (outputting the associated data), thus avoiding any false positive or reading an incorrect data out.

The read operation on an n-way parity protected cache with k-bit tags and k-bit data is considered as example to analyze the incoming tag. Signal 1 in Figure 1 indicates the case of "miss" or "hit" (equal to "1" for a "miss" and "0" for a "hit"). If there is a match, Signal 1 is "0" and the data that corresponds to that tag is read next; its correctness is checked by using the Parity check block. If there is no error, Signal 2 in Figure 1 (as an error signal) is "0" and the data can be read out.

As per Figure 1, the SPP1 scheme for the tags and data requires the following elements:
- A parity bit for each tag.
- A parity bit for each data.
- A parity check circuit for each way.
- A parity bit comparison logic for each way.
- A parity check circuit for the selected data.

An alternative scheme (denoted by SPP2) is illustrated in Figure 2; SPP2 encodes the incoming tag to obtain its parity bit and performs the comparisons in parallel and against the parity protected tag [16]. This avoids re-computing the parity on each way.

Fig. 1. A separate parity protected (SPP1) n-way cache.
As per the discussion in the previous section, the avoidance of false positives for tags is necessary because they are the only events that can lead to a failure (false negatives can only cause a miss). However, the scheme proposed in this paper relies on an additional yet subtle observation that false positives on the stored tags do not need to be detected or avoided prior to comparison. The important attribute is that the final result is not a hit and incorrect data is not provided as output of the associative memory. So, based on this observation, an alternative is to use a Combined Tag and Data Parity (CTDP) for each tag and its associated data. Then false positives will be detected when checking the combined parity and the data is read. On a parity error, the entry can be invalidated and a miss is generated. In the rest of this section, read-only and write-through caches are used as a case study to illustrate the proposed CTDP scheme.

Figure 3 illustrates the proposed CTDP scheme used for caches. The combined parity \( P_c \) for each tag and associated data is stored with the data. Then on a read operation, the incoming tag is first compared with the tags stored in the cache. If there is a match, then the data and the combined parity are retrieved. Before returning the data, the stored parity is compared against the parity of data and the parity of the incoming tag. If there is an error in the parity, a miss is returned as result of the read operation (i.e., if there is one bit error in the stored data, the parity check will detect it).

Next, consider the occurrence of a single bit error in one of the stored tags and then, matching the incoming tag. The parity of the incoming tag and the read data will also not match the stored parity and thus, the false positive is detected. The significant difference with the traditional separate parity protection is that now the false positive is detected at the end of the read operation. This shows that the proposed CTDP scheme is also capable to protect against single bit errors rather efficiently.

As per Figure 3, the proposed CTDP scheme for the tags and data requires the following elements:
- A parity bit for each tag.
- A parity bit for each data.
- An encoder for the incoming tag.
- A \( k+1 \) bit comparison logic for each way.
- A parity check circuit for the selected data.

Although the number of parity check bits is the same as for the SPP1 scheme, the logic circuitry to access the memory is simpler (as discussed in [16]).

### III. Proposed Protection Scheme

As per the discussion in the previous section, the avoidance of false positives for tags is necessary because they are the only events that can lead to a failure (false negatives can only cause a miss). However, the scheme proposed in this paper relies on an additional yet subtle observation that false positives on the stored tags do not need to be detected or avoided prior to comparison. The important attribute is that the final result is not a hit and incorrect data is not provided as output of the associative memory. So, based on this observation, an alternative is to use a Combined Tag and Data Parity (CTDP) for each tag and its associated data. Then false positives will be detected when checking the combined parity and the data is read. On a parity error, the entry can be invalidated and a miss is generated. In the rest of this section, read-only and write-through caches are used as a case study to illustrate the proposed CTDP scheme.

Figure 3 illustrates the proposed CTDP scheme used for caches. The combined parity \( P_c \) for each tag and associated data is stored with the data. Then on a read operation, the incoming tag is first compared with the tags stored in the cache position that corresponds to the incoming address. If there is a match, then the data and the combined parity are retrieved. Before returning the data, the stored parity is compared against the parity of data and the parity of the incoming tag. If there is an error in the parity, a miss is returned as result of the read operation (i.e., if there is one bit error in the stored data, the parity check will detect it).

Next, consider the occurrence of a single bit error in one of the stored tags and then, matching the incoming tag. The parity of the incoming tag and the read data will also not match the stored parity and thus, the false positive is detected. The significant difference with the traditional separate parity protection is that now the false positive is detected at the end of the read operation. This shows that the proposed CTDP scheme is also capable to protect against single bit errors rather efficiently.

As per Figure 3, the proposed CTDP scheme for the tags and data requires the following elements:
- A parity bit for each tag and its associated data.
- A parity calculation circuit that performs the same function as the encoder in Figure 2, but it only needs to output one bit (the calculated parity bit) for the incoming tag.
- A \( k+1 \) bit comparison circuit, i.e. an \( \text{xor} \) gate.
- A parity check circuit for the selected data.

Next a comparison between the circuitry needed for the proposed CTDP scheme and the traditional separate parity protection is pursued. The differences between these two classes of schemes are highlighted in Figures 1, 2 and 3. In Figures 1 and 2, the elements in orange are those that are not needed for the CTDP scheme, the elements in yellow in Figures 2 and 3 are not needed for the SPP1 scheme. The only additional element for the CTDP scheme is the 1-bit parity protection ensures that the execution results will
comparison circuit shown in green in Figure 3. So, the CTDP scheme reduces the number of parity bits needed; moreover, the CTDP scheme only performs the parity check for the incoming tag (instead of computing it for the tag stored in each way). If a direct comparison is employed [16], the parity would also be computed only for the incoming tag. However, in such case, the parity bits stored in each way must be compared with the computed parity; therefore, the circuitry is still more complex than for the CTDP scheme. In terms of delay, the parity of the incoming tag in the CTDP scheme is computed in parallel with the access and the comparison with the stored tags, i.e. the parity computation is no longer in the critical path.

The read operation on caches for all three schemes is presented in the flow diagrams of Figure 4 (differences are also marked using the same colors of Figures 1 to 3). From the figures and the above discussion, the CTDP scheme reduces the cost of protecting caches; this finding will be corroborated by the results presented in the next section. Note also that the proposed CTDP scheme can also be extended to scenarios on which stronger error detection codes are used for multiple errors as applicable to SPP1 and SPP2 too.

IV. EVALUATION

The evaluation of the proposed CTDP scheme is pursued in this section; it consists of three parts, which are analyzed in the next subsections:

- Four L1 Instruction caches with different configurations have been implemented and a comparison for the circuitry needed by the different protection schemes, excluding the memory, is given.

<table>
<thead>
<tr>
<th>Cache configuration</th>
<th>Scheme</th>
<th>Area ( \mu m^2 )</th>
<th>Delay ( % )</th>
<th>Power ( % )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEON U7100</td>
<td>4-way</td>
<td>19-bit</td>
<td>32-bit</td>
<td>32 Bytes</td>
</tr>
<tr>
<td></td>
<td>SPP1</td>
<td>1406.0</td>
<td>100</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>SPP2</td>
<td>1219.6</td>
<td>86.74</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>CTDP</td>
<td>1190.4</td>
<td>84.67</td>
<td>0.77</td>
</tr>
<tr>
<td>RISC-V</td>
<td>2-way</td>
<td>21-bit</td>
<td>64-bit</td>
<td>64 Bytes</td>
</tr>
<tr>
<td></td>
<td>SPP1</td>
<td>1157.2</td>
<td>100</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>SPP2</td>
<td>1098.0</td>
<td>94.88</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>CTDP</td>
<td>1078.8</td>
<td>93.05</td>
<td>0.65</td>
</tr>
<tr>
<td>Base Cache</td>
<td>4-way</td>
<td>21-bit</td>
<td>64-bit</td>
<td>32 Bytes</td>
</tr>
<tr>
<td></td>
<td>SPP1</td>
<td>2582.0</td>
<td>100</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>SPP2</td>
<td>2140.0</td>
<td>92.29</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>CTDP</td>
<td>2128.4</td>
<td>90.11</td>
<td>0.83</td>
</tr>
<tr>
<td>ARM Cortex-R5</td>
<td>4-way</td>
<td>22-bit</td>
<td>64-bit</td>
<td>32 Bytes</td>
</tr>
<tr>
<td></td>
<td>SPP1</td>
<td>2395.6</td>
<td>100</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>SPP2</td>
<td>2268.0</td>
<td>92.17</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>CTDP</td>
<td>2151.2</td>
<td>89.80</td>
<td>0.85</td>
</tr>
</tbody>
</table>
- The implication of changing the width of the tag/data and the associativity has been studied.
- The number of additional memory cells in the cache array that need to be added for storing the parity bits has been evaluated for all different cases.

> Protection Circuitry

The proposed CTDP protection scheme has been studied for several L1 Instruction caches (ICs) configurations used in different processors; designs have been implemented in HDL and mapped to a 65-nm library from TSMC using Synopsys Design Compiler (with the default toggle rate). Two separate parity protection schemes (SPP1 and SPP2) have also been evaluated to show the benefits of the proposed scheme.

The cache design (L1) for the following processors have been considered in the evaluation:
- 32-bit LEON UT700 processor with 19-bit tags for the 4-way configuration [19].
- 64-bit RISC-V processor with 21-bit tags for the 2-way configuration [20].
- 64-bit Base Cache with 21-bit tags for the 4-way configuration [9].
- 64-bit ARM Cortex-R5 processor with 22-bit tags for the 4-way configuration [21].

The synthesis tool has been set to area and delay optimization in the parity protection circuits, excluding the memory, to obtain the best results for these metrics; the results are given in Table 1. The proposed CTDP scheme incurs in the lowest overheads for the protection circuitry in terms of area, delay and power consumption for all cases. For example, in the case of protecting the L1 in LEON UT700 processor, the CTDP scheme reduces 15.33% the area, 18.95% the delay, and 9.20% the power consumption. These results confirm that the CTDP circuit is simpler than existing schemes.

B. Cache Configurations

In addition to the four cache configurations reported in Table 1, the benefits of CTDP have been evaluated for different degrees of associativity and data widths.

For associativity, caches with 19-bit tags and 32-bit data have been evaluated in the range from 1-way to 16-ways; the synthesis results are reported for the area in Figure 5, for the delay in Figure 6, and for the power consumption in Figure 7. From the results, the reductions achieved by CTDP increase with associativity.

To assess the impact of data width, caches in 4-way associativity with different data widths have also been evaluated. In particular, 11-bit tags and 16-bit data, 19-bit tags and 32-bit data (for LEON), 22-bit tags and 64-bit data (for ARM), and 26-bit tags and 128-bit data are also compared as examples. The synthesis results for these caches are shown for the area in Figure 8, for the delay in Figure 9, and for the power consumption in Figure 10. Again, CTDP provides reductions for all three parameters but in this case, there is no clear trend with data width.

From the results, it can be seen that regardless of the number of ways or the width of data, the proposed CTDP scheme offers a substantial advantage in terms of protection circuit overhead for all cases considered.

C. Memory Size for Protection

In this subsection, the overhead in memory size due to the cells to store the parity bits in the cache array is assessed and compared with previous schemes.

Define the width of each tag as \( k_1 \) and each stored data as \( k_2 \). Then for a cache with \( E \) lines, \( M \) data words per line and a...
n-way configuration that utilizes the proposed CTDP scheme, the total number of memory cells is given by 
\((k_1 + (k_2+1)M)nE\), 
\((k_1+1) + (k_2+1)M)nE\) cells are needed when utilizing the two separate parity protection schemes. As for the number of cells that store the parity bits, \(M\) cells are needed per line for the CTDP scheme and \(M + 1\) for the SPP schemes. Therefore, the reduction ratio of the proposed CTDP scheme and the SPP1/SPP2 schemes in terms of memory cells that store the parity bits per line is given by:

\[
Reduction\ ratio = 1 - \frac{M}{M+1} \tag{1}
\]

Based on equation (1) for the caches given in Table 1, 11.11\% of the memory cells that store the parity bits can be saved by the proposed scheme when protecting the 32-bit cache that has a line size of 32 bytes (i.e. 8 words per line) in the LEON UT700 processor and the cache in the RISC-V processor; 20\% of the memory cells can be saved when protecting the base cache and the cache in the ARM Cortex-R5 processor. As memories in most cases account for a significant fraction of the circuit area of processors, this makes the proposed CTDP scheme very attractive for protecting caches in many applications.

V. EXTENSION FOR STRONGER CODES

As discussed previously, parity protection schemes are also applicable to scenarios in which interleaved error detection or stronger error correction codes are used when dealing with multiple errors. In this section, the extension of the proposed CTDP to stronger codes is further studied.

The proposed scheme is applicable to read-only or write-through caches (in which only false positives on tags and errors on data may lead to a failure); so error detection codes can be utilized for these caches. This leads to the use of interleaved SED codes in the presence of multiple bit errors because they can detect errors that affect adjacent bits on each word. In the implementation for this class of codes, \(t\) parity check bits are added to the unprotected information by encoding the \(t\)-distance interleaved bits to detect \(t\)-bit burst errors [22]. In this case, more memory cells in each cache line can be saved by using the proposed CTDP scheme because more parity bits are needed for tags and data in the separate parity protection schemes; so, the overhead reduction ratio is the same as that given previously in equation (1).

When error patterns are random and not necessarily located in adjacent positions, stronger codes that can detect and correct multiple errors should be utilized. A widely used class of ECCs is Single Error Correction-Double Error Detection (SEC-DED) codes; these codes are derived from the SEC Hamming codes and use an extra parity bit to extend the Hamming distance from three to four, so that double bit errors can be detected. For Hamming codes, the relationship between the number of parity bits \(r\) and the unprotected information size \(k\) is given by:

\[
k = 2^r - r - 1 \tag{2}
\]

where \(k\) and \(r\) are positive integers and \(r \geq 3\). So, \(r+1\) parity bits are required for the SEC-DED codes. If the width of the information to be protected is not the root of equation (2), then SEC-DED codes can also be shortened to fit the information size by using the same number of parity bits. In this case, equation (2) is now given by:

\[
k' = 2^r - r - 1 - l \tag{3}
\]

where \(k'\) is the unprotected information size, and \(l\) is the difference between \(k'\) and \(k\) that needs to be shortened and \(1 \leq l \leq k\).
Based on equation (2) or (3), when using SEC-DED codes to protect caches, the number of memory cells that store the parity bits in the tag RAM is usually smaller than in the data RAM because tags are shorter than data. Define \( r_1 \) as the number of parity bits for each tag and \( r_2 \) for each data, then the reduction ratio given previously by equation (1) is now given by:

\[
\text{Reduction ratio} = 1 - \frac{M \cdot r_2}{r_1 + M \cdot r_2} \tag{4}
\]

By comparing equation (1) with (4), the relationship of the Reduction ratio when changing the interleaved SED to the SEC-DED codes can be established by:

\[
\text{Reduction ratio} = \frac{r_1 + M \cdot r_2}{r_2} \tag{5}
\]

There are two scenarios to consider:

- The memory overhead reduction ratio is the same if \( r_1 = r_2 \).
- The memory overhead reduction ratio becomes worse if \( r_1 > r_2 \).

The first scenario occurs when the protected cache has the same value of \( k \) or \( k' \) in equation (2) or (3) so fitting the widths of tags and data. The second scenario, in which the ratio is worse, is most likely in practical configurations. This is because the difference between the widths of tags and data always makes them fitting different block sizes of codes. For example, in the case of protecting the 32-bit cache with 19-bit tags in the LEON UT700 processor, \( r_2 \) and \( r_2 \) in equation (3) for the case of tag size \( k' \rightarrow 19 \), while \( k' \rightarrow 25 \) and \( r_2 \rightarrow 7 \) for the case of data size \( k \rightarrow 32 \). So, seven parity bits (i.e., \( r_1 = 7 \)) are needed for each tag, and eight (i.e., \( r_2 = 8 \)) for each data; the memory overhead reduction ratio will decrease from 11.1% to 9.86% (as per equations (1) and (4)).

The proposed CTDIP protection scheme can also be extended to stronger ECCs, such as the Double Error Correction Bose Chaudhuri Hocquenghem (DEC-BCH) codes used in the SPP2 scheme of [17]. However, as shown in a previous section, error detection codes can provide sufficient protection for read-only or write-through caches. In this case, error correction codes would introduce an over protection as false negatives in those caches would not affect the correctness of the results; the number of required memory cells that store the parity bits would increase linearly with an increase of line-size. Also the complexity of the protection circuitry would increase in the same fashion, i.e. linearly.

Next, three cases are considered as examples to evaluate the overhead introduced by over protection of the ECCs:

- single bit errors;
- double adjacent bit errors;
- double bit errors (both adjacent and non-adjacent).

The number of memory cells needed to store the parity bits required by the SED codes and the SEC-Hamming codes are compared in the first case, the 2-bit interleaved SED (2I-SED) codes, the SEC-DED codes and the DEC-BCH codes are compared in the second case, and the SEC-DED codes and the DEC-BCH codes are compared in the last case. The numbers of parity bits that are required by different codes for various widths of information are given in Table 2 [22]. Then for the four caches given in Table 1, the total number of memory cells to store the parity bits in each line when utilizing different protection schemes are reported in Table 3. In the presence of single bit errors, the SEC-Hamming codes introduce 50% more parity memory cells than the SED codes to each line of the cache of the LEON UT700 processor (with 32-bit data); in the presence of double adjacent bit errors, the SEC-DED codes and the DEC-BCH codes introduce 250% and 500% more cells than the 2I-SED codes; finally in the presence of double non-adjacent bit errors, the DEC-BCH codes introduce 71.4% more cells than the SEC-DED codes.

### Table 2: Number of Parity Bits Needed for Different Codes

<table>
<thead>
<tr>
<th>Code</th>
<th># of information bits</th>
<th># of parity bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>SED</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>1</td>
</tr>
<tr>
<td>SEC-Hamming</td>
<td>26</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>57</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>7</td>
</tr>
<tr>
<td>2I-SED</td>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>2</td>
</tr>
<tr>
<td>SEC-DED</td>
<td>26</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>57</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>8</td>
</tr>
<tr>
<td>DEC-BCH</td>
<td>21</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>51</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>113</td>
<td>14</td>
</tr>
</tbody>
</table>

### Table 1: Comparison for Cache Overhead Due to Different Coding Schemes

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Cache overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEON UT700</td>
<td>Base Cache</td>
</tr>
<tr>
<td>RISC-V</td>
<td>ARM Cortex-R5</td>
</tr>
<tr>
<td>SE</td>
<td>X</td>
</tr>
<tr>
<td>DAE</td>
<td>X</td>
</tr>
<tr>
<td>DEC-DED</td>
<td>X</td>
</tr>
<tr>
<td>DNAF</td>
<td>X</td>
</tr>
</tbody>
</table>

### VI. DISCUSSION AND CONCLUSION

Although focused on the protection against single bit errors, the principles presented in this paper can be extended to more powerful codes, such as interleaved parities that are effective for detection of multiple adjacent errors in conventional memories [23], or limited magnitude errors in emerging memories [8]. In these cases, the saving in memory will be more pronounced as more parity bits are needed per entry. The application of the proposed CTDIP scheme to Content-Addressable memories (CAMs) used in high-speed
networking applications [24] is also of interest. CAMs are used to perform fast lookup against a set of keys in a number of applications. For example in Ethernet switching [25]), a CAM returns the address of the matching key that determines an associated output port. In this application, only a false positive can generate an error (a packet is sent to an incorrect port), while a false negative is not an issue (the switch will then launch an address resolution request to fill in the contents of the CAM). Therefore, the proposed CTDP scheme can be used to efficiently protect CAMs against soft errors. In this case, CTDP introduces an additional advantage in terms of overhead reduction because a CAM cell (using either CMOS or emerging techniques [26]) is typically more complex than a standard RAM cell.

The proposed scheme is also applicable to write-back caches. In this case, both the tags and data can be protected by a single code; on a match, the code is used to detect and correct errors. Assume that a Single Error Correction (SEC) code is used; then if there is a single bit error, it can be determined if it has affected a tag or data. If it has affected a data, the match is valid and the erroneous bit on the data must be corrected. If it has affected a tag, the match is not valid so the cache should not produce a match; instead it should fix the error on the tag. When an error on tag creates a false negative, a match could not be generated. To avoid this scenario, a check of the combined codes for the tags and data should be performed on every cache miss. This will add penalties (retrieve data for all ways and compute the codes), but provided the miss rate is low, in most cases it is acceptable. A detailed design for applying the CTDP scheme to write-back caches is left as future work. Moreover, for a hybrid memory system, the overhead reductions achieved by CTDP enable a faster operation of the associative memories, as well as a reduction of area and power, thus improving overall system performance.

Therefore, this paper has presented the Combined Tag and Data Parity (CTDP) scheme to reduce the cost of protecting associative memories against false positives due to soft errors. Based on the observation that only false positives can lead to a failure in some memories, the CTDP scheme detects a false positive when reading the value at the end of the read operations. Instead of using separate parity this enables the use of a single parity bit for the tag and data in an entry. The proposed CTDP has been studied for caches (read-only and write-through); it has been evaluated for different caches and the results show that it provides reductions in both cache overhead (in terms of additional memory cells used to store the parity bits) and in the protection circuitry (in terms of area, delay and power consumption). As an example, when protecting the L1 Instruction cache of a LEON UT 700 processor, the proposed scheme achieves reductions of 11.11% in the memory cells that store the parity bits, and 15.33% in area, 18.95% in delay, and 9.20% in power consumption for the protection circuitry.
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