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PMHI: Proposals from Motion History Images for Temporal Segmentation of Long Uncut Videos
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Abstract—This letter proposes a method for the generation of temporal action proposals for the segmentation of long uncut video sequences. The presence of consecutive multiple actions in video sequences makes the temporal segmentation a challenging problem due to the unconstrained nature of actions in space and time. To address this issue, we exploit the non-action segments present between the actual human actions in uncut videos. From the long uncut video, we compute the energy of consecutive non-overlapping Motion History Images (MHIs) which provides spatiotemporal information of motion. Our Proposals from MHIs (PMHI) are based on clustering the MHIs into actions and non-action segments by detecting minima from the energy of MHIs. PMHI efficiently segments the long uncut videos into a small number of non-overlapping temporal action proposals. The strength of PMHI is that it is unsupervised, which alleviates the requirement for any training data. Our temporal action proposal method outperforms existing proposal methods on the MuHAVi-uncut and CVPR 2012 Change Detection datasets with an average recall rate of 86.1% and 86.0% respectively.

Index Terms—Motion History Images (MHIs), temporal segmentation, uncut videos, MuHAVi-uncut, Change Detection CVPR-2012, action proposals.

I. INTRODUCTION

With the advent of digital cameras, and smartphones, multimedia collections in the form of videos are increasing day by day. Videos are captured and analyzed for various purposes i.e. sharing over the internet, surveillance, content-based search and retrieval, sports analysis, wildlife monitoring, etc. These application domains can benefit significantly from automatic recognition of desired actions in long uncut videos containing multiple actions. To achieve this objective, temporal segmentation of the videos encompassing multiple consecutive actions is required [1]. To address this issue, there is a need for computer vision algorithms to automatically segment the long uncut videos in a meaningful manner as shown in Fig. 1.

Most existing methods exhaustively apply an action classifier at every frame in a sliding window fashion for video segmentation [2-6]. These approaches are computationally expensive for the analysis of large-scale videos. In [7-10], researchers used training data comprised of manually segmented videos to learn key-instances in uncut videos. Temporal localization of actions was then performed through supervised learning. Such solutions are not attractive as they require manually segmented videos for training purpose.

The exhaustive computation of video classifiers (sliding window) has been avoided in [11-16]. In those methods, first a number of candidate segments containing human actions, known as action proposals, are produced. Then an action classifier is applied for action recognition. Recent methods produce either spatiotemporal proposals using tube-let [14], the action-ness measurement [17], action tubes [15], segments based upon dense trajectories [12] or temporal proposals using e.g. fast activity proposals [18], the bag of fragments [13] and Gaussian process regression (GPR) [19] based methods. For proposal generation these methods either use hierarchical grouping methods or the dense trajectories of motion fields, which are computationally expensive for large-scale videos [18].

In this letter, we propose Proposals from Motion History Images (PMHI) which generate the temporal action proposals in long duration uncut videos in an unsupervised manner. We have the following contributions. First, we propose a clustering algorithm that can segment the Motion History Images (MHIs) into actions and non-action segments. Second, our approach is unsupervised hence it does not require prior training which
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elevates the need for training data. Third, we experimentally demonstrate that the small number of non-overlapping temporal proposals can segment long uncut videos more accurately than the methods producing a large number of overlapping spatiotemporal proposals [12]. Experiments show that PMHI outperforms the recall rate of recent methods on the MuHAVi-uncut [20] dataset as well as the CVPR 2012 Change Detection dataset [21]. The MuHAVi-uncut is relatively new [22] and thus, to our knowledge, it has not yet been used for temporal segmentation purposes. Therefore, our work can also be used as a baseline for the temporal segmentation of the MuHAVi-uncut dataset.

II. ACTION PROPOSALS FROM MOTION HISTORY IMAGES

Here, the temporal segmentation of long uncut videos is done by generating the temporal action proposals from Motion History Images (MHIs). Fig. 2 shows an overview of the approach. Given a long untrimmed video, we compute multiple MHIs over non-overlapping temporal windows of fixed size. We next cluster those MHIs to find temporal action proposals by finding the Energy Minima between energies of each MHIs. To output these non-overlapping temporal proposals, the long uncut video is efficiently segmented into actions and non-action regions.

The following subsections describe the approach in detail.

A. Generating Motion History Images

We have used readily available silhouettes data which may have noise due to imperfect image segmentation, therefore, pre-processing i.e. noise reduction steps might be needed. Then, we compute consecutive non-overlapping Motion History Images (MHIs) for every \( \tau \) frames. We used MHIs because they can effectively represent the human motion in spatiotemporal fashion [23]. MHIs encodes how recently motion occurred at a pixel. Let \( I(x,y,t) \) be a binary silhouette image, where \( I(x,y,t) = 1 \) denotes that the pixel at location \( (x,y) \) contains foreground at time \( t \). The function \( M(x,y,t) \) computes the MHI at time \( t \) as:

\[
M(x,y,t) = \begin{cases} 
\tau & \text{if } I(x,y,t) = 1 \\
\max(0,M(x,y,t-1)-1) & \text{otherwise}
\end{cases}
\]  

where \( \tau \) is the size of the temporal window and \( t = 1: \tau \). For a long untrimmed video with \( N \) frames, there are total \( w = N / \tau \) non-overlapping temporal windows. For every \( k \)th temporal window, \( MHI_k(x,y) \) is calculated using lines 2-5 of Algorithm 1. We store these MHIs in a sequential order, e.g. \( MHI_k(x,y) \) is computed for the first \( \tau \) frames then the window is moved to the next \( \tau \) frames to compute \( MHI_k(x,y) \) and so on. This sequence is necessary because in this way we can have information for the starting and ending frames for each MHI.

B. Clustering of MHIs into Action Proposals

To generate a set of action proposals for an uncut video, we propose a clustering algorithm to cluster MHIs into actions and non-action proposals. For clustering, first we project the spatiotemporal information of every \( k \)th MHI into only temporal information by finding its energy,

\[
E_k = \sum_{x,y} MHI_k(x,y)
\]

where \( k = 1:w \). The energy from each MHI is concatenated in a vector form as \( E = [E_1 | ... | E_w] \). Each \( E_k \) is normalized to \( E'_k \) using unity-based normalization given as:

\[
E'_k = \frac{E_k - \min(E)}{\max(E) - \min(E)}
\]

Long uncut videos mostly have non-action regions having lower energies as compared to action regions. Therefore, we use Energy Minima to detect the boundaries between actions. Once we calculated the normalized energy \( E'_k \) for each MHI, we next cluster the MHIs by finding the energy minima \( E_{\text{min}} \) using Algorithm 2. We find the temporal locations of non-action segments, i.e. \( G \), by concatenating in \( G \) those values of \( k \) for which \( E'_k \leq E_{\text{min}} \) (line 3 of Algorithm 2). The values for \( G \) are concatenated (line 3) until the ratio \( R \) (given in line 6) between the length of \( G \) and total temporal windows \( w \) is greater than the threshold \( r \). The \( \text{card}(G) \) in line 6 of Algorithm 2 represents the length of the vector. We will show in Section III B, how the different values of \( r \) (line 1) affect the results. We find the temporal locations of the action regions, i.e. \( A \), by taking the complement of non-action locations, i.e. \( G \), with total \( w \) possible locations. The length of \( A \) will be \( m = w - n \) where \( n \) is the length of \( G \).

Finally, we cluster all the action locations \( A \) in action proposals \( P_a \), based on their locality using:

![Fig. 2. Block diagram of our proposed method](image)
Algorithm 2: Finding the temporal locations $A$ of action regions

Input: $E_{\min} = 0$, $E', r, w, G$ = [ ]
Output: $E_{\min}, A$

Procedure:
1: while $R > r$ do % $r$ is threshold value given in section III B
2: for $k = 1:w$ do
3:   $G = \{G[|k]] \text{ if } E' \leq E_{\min} \% G$ is temporal locations
4:   otherwise
5: end for
6: $E_{\min} = E_{\min} + 0.01$ % $0.01$ is the step size
7: $R = \text{card}(G)/w$ % $\text{card}(\cdot)$ finds the length
8: $A = \text{comp}(G,[1:w])$ % $\text{comp}(\cdot)$ finds the complement

Using (4), for all temporal action locations $i = 1:m$, we obtain a number of proposals i.e. $[P_1,...,P_m]$, which are temporally non-overlapping. Hence we can directly use these proposals as multiple temporal segments of a long uncut video.

III. EXPERIMENTAL RESULTS

A. Datasets and Evaluation measure

For evaluation purposes, we chose MuHAVi-uncut [20] and the thermal videos of the CVPR 2012 Change Detection (CCD) dataset [21]. MuHAVi-uncut is a dataset of long RGB video recordings (8 cameras) of people doing prescribed actions [22]. The dataset provides a set of silhouettes obtained by a good but not perfect foreground estimation algorithm. As a result, videos contain noise that any action recognition or temporal segmentation algorithm needs to cope with. MuHAVi-uncut has salt and pepper noise, typically of size less than 15x15 pixels which is removed (for all the experiments, including comparison with other methods) using a median filter of size 15x15 [21]. This dataset also provides a ground truth consisting of temporal markers and action labels. It has a large variation in styles of execution, camera viewpoints, and contains background clutter and movement. We chose the CCD dataset as it also contains readily available silhouette videos having consecutive actions and non-action segments similar to MuHAVi-uncut. It has a large variation in object size and intensity contrast. All experiments are performed using MATLAB 2016 with Intel Core i3 at 1.70 GHz, 4GB RAM, in a 64-bit operating system.

We measure the quality of the action proposals by calculating the temporal overlap between each detected action proposal and the available ground truth action regions. To do this, we compute the temporal Intersection over Union (tIoU) (similar to [18]) of time intervals of the ground truth segment and predicted action proposal. If the tIoU of a predicted proposal is above a predefined tIoU threshold, the detection is considered as a true positive otherwise a false positive.

For evaluation, we also used detection rate $\eta$ and over segmentation ratio $\gamma$ [19] given by:

$$\eta = \frac{\text{number of True Positive Proposals}}{\text{number of segments in ground truth}}$$

$$\gamma = \frac{\text{number of False Positive Proposals}}{\text{number of segments in ground truth}}$$

In (5), the True Positive Proposals means correct detections for a specified tIoU threshold. The value of $\eta$ ranges between 0 and 1 (1 being best), whereas $\gamma > 0$ indicates that extra segments are detected which are not part of ground truths.

B. Evaluating PMHI Parameters

We measured and plotted in Fig. 3, different recall values for tIoU threshold $\geq 0.5$ by iteratively changing the values of $r$ (Algorithm 1) and fixing the value of $\tau$. In Algorithm 2, $r$ is the proportion of non-action frames present in a video while $\tau$ is related to the temporal range of a movement. The choices of $\tau$ and $r$ are somewhat dependent on video content. The parameter $\tau$ needs to be small enough so that it does not tend to encompass both action and non-action and large enough so that it captures what we might call “atomic” actions. In a typical video, this would be around half to one second or 10-25 frames, something that it is not too complicated to observe manually. In fact, we have experimentally observed (Fig. 3 for both datasets), that for a range of $\tau$ values from 5 to 20, recall is similar because two successive MHIs are quite similar (but the smaller values would result in longer processing times) and recall worsens with larger values of $\tau$ movement. Therefore, from now on we use $\tau=20$ for both datasets. The value of $r$ is related to the proportion of non-action frames present in the data and that could be estimated quite well by manual observations. Experiments confirmed this when finding that

\[
\begin{align*}
\eta(\tau) & = \frac{\text{number of True Positive Proposals}}{\text{number of segments in ground truth}} \\
\gamma(\tau) & = \frac{\text{number of False Positive Proposals}}{\text{number of segments in ground truth}}
\end{align*}
\]

Fig. 3. Evaluation of $r$ (x-axis) versus recall (y-axis) for different values of $\tau$ for the (a) MuHAVi-uncut and (b) CCD (change detection dataset).

Fig. 4. Final segmentation results for tIoU$\geq$0.5 where the ground truth is shown in black color; segmentation results of our method is shown in red for (a) MuHAVi-uncut and (b) CCD dataset.
Recall $r=0.25$ for MuHAVi-uncut and $r=0.1$ for the CCD dataset (values that are consistent with the corresponding proportions of non-action frames), result in good recall rates for a range of values of $r$. Therefore, although an adaptive search method would be useful, simple video contents observation gives a good approximation to appropriate values of $r$ and $r$. In Fig. 4 we also present how close (in locations) the obtained segments are in comparison to the available ground truth locations of candidate segments.

### C. Action Proposals Quality

We compared the quality of our generated action proposals with Action localization Proposals from dense Trajectories (APT) [12]. APT is an unsupervised method originally aimed to find spatiotemporal proposals, and we have used only the temporal information that it computes for direct comparisons.

A good temporal segmentation method should achieve a high recall rate (but considerably good precision rate too) by finding as many true activity segments in a video as possible. The proposed method is unsupervised and hence it saves time for long and complex videos. In future work, we can model the relationship between the segmented regions (actions and non-action regions) to have even better results. We will also plan perform action recognition on the detected segments to classify between different action classes.

### IV. CONCLUSION

In this letter, we have proposed PMHI for the generation of temporal action proposals by finding the energy minima in MHI. PMHI produces non-overlapping action proposals which can directly segment the uncut videos having both actions non-action segments. The results obtained on the large and challenging MuHAVi-uncut dataset and also on CCD dataset revealed that detection of energy minima from the Energy of MHI can discriminate between actions and non-action regions accurately. The proposed method is unsupervised and hence it saves time for long and complex videos. In future work, we can model the relationship between the segmented regions (actions and non-action regions) to have even better results. We will also plan perform action recognition on the detected segments to classify between different action classes.
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