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Motivated by the works of Delsarte and Genin (1988, 1991), who studied paraorthogonal polynomials associated with positive definite Hermitian linear functionals and their corresponding recurrence relations, we provide paraorthogonality theory, in the context of quasidefinite Hermitian linear functionals, with a recurrence relation and the analogous result to the classical Favard’s theorem or spectral theorem. As an application of our results, we prove that for any two monic polynomials whose zeros are simple and strictly interlacing on the unit circle, with the possible exception of one of them which could be common, there exists a sequence of paraorthogonal polynomials such that these polynomials belong to it. Furthermore, an application to the computation of Szegő quadrature formulas is also discussed.

1. Introduction

The paraorthogonal polynomials on the unit circle (POPUC), in the context of quasidefinite (or regular) moment linear functionals, were introduced for the first time by Jones, Njåstad and Thron in their excellent survey paper [Jones et al. 1989]. The main objective of the authors was to construct quadrature formulas for the approximation of an integral with respect to a measure whose support is contained in the unit circle, analogous to the generalized Gaussian rules and, as a consequence, solve the trigonometric moment problem [Geronimus 1946]. In this respect, nodes on the unit circle, positive weights and maximal domain of validity are required. As a result, the so-called Szegő quadrature (SQ) formulas are introduced and characterized: their nodes are zeros of a special class of POPUC, known as invariant (or self-inverse). But moreover, [Jones et al. 1989] served to demand a deeper study of the properties of this new family of polynomials since, contrary to orthogonal polynomials on the unit circle (OPUC), the invariant POPUC with respect to a measure supported on the unit circle have simple zeros on the unit circle with many additional
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properties [Cantero et al. 2002; Golinskii 2002; Simon 2005a; 2005b; 2007; 2011; Wong 2007]. These polynomials play in the unit circle the same role as orthogonal polynomials on the real line (OPRL) from the perspective of quadrature formulas.

The earliest reference to invariant POPUC is due to Geronimus [1946, Theorem III]. However, in [Jones et al. 1989] they are defined in a more general setting from their orthogonality conditions and characterized in terms of the corresponding OPUC. The counterpart to the deficiency in the orthogonality conditions for POPUC, which are not orthogonal to the constants, is the fact that for a given measure and a fixed \( n \), the POPUC of degree \( n \) is not unique, and basically depends on one unimodular free parameter. Equivalently, in quadrature terminology, we have a one-parameter family of \( n \)-point SQ formulas, exact in a subspace of Laurent polynomials of dimension \( 2n - 1 \), instead of \( 2n \); see, e.g., [Cruz-Barroso et al. 2007; Peherstorfer 2011].

Beyond their essential role in the development of quadrature formulas, the theory of invariant POPUC is significantly enriched from both theoretical and practical points of view. The uses of their zeros instead of zeros of OPUC in frequency analysis problems [Daruis et al. 2003] and their appearance as the minimizer of the isometric Arnoldi minimization problem [Helsen et al. 2005] represent some of their best applications. On the other hand, the works of Cantero, Moral and Velázquez [Cantero et al. 2002], Golinskii [2002], Simon [2007], and Wong [2007] are essential to understand the behavior of the zeros of POPUC. Recently in [Simanek 2015], it was also proved that the zeros of invariant POPUC designate the location of a set of particles that are in electrostatic equilibrium with respect to a particular external field. Furthermore, after their formal introduction, POPUC were defined in the more general context of orthogonal rational functions [Bultheel et al. 1999, Chapter 5].

One of the main algebraic properties in the study of orthogonal polynomials has not been established yet for general POPUC in the context of quasidefinite linear functionals: a recurrence relation and its corresponding Favard’s theorem or spectral theorem. And this is precisely the starting point of this work, even though for the positive definite case it is very well known that POPUC satisfy a three-term recurrence, which is the key for the tridiagonal approach developed by Delsarte and Genin [1988; 1991a; 1991b] to solve the standard linear prediction problem. Similar results can be also found in [Castillo et al. 2014] where the corresponding OPUC and the nontrivial probability measure supported on the unit circle are deduced. The reader whose interest concerns particularly the applications of POPUC to digital signal processing can find a survey in [Delsarte and Genin 1990]. We recall that in [Delsarte and Genin 1988; 1991a; 1991b], the authors considered POPUC associated with positive definite moment linear functionals [Delsarte and Genin 1988, (4.13)] and, particularly, in [loc. cit.] they say that presumably the quasidefinite case can be traced with the help of the theory of pseudo-Carathéodory functions. Motivated by this last observation, in the present work, we study some properties of POPUC for the quasidefinite
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case using only standard techniques from the theory of OPRL and OPUC. We focus
our attention on the analogs of the spectral theorem and the Geronimus–Wendroff
theorem for POPUC, expecting them to be as useful as these results in the theory
of OPRL and OPUC. The importance of the previous results for OPRL and OPUC
is summarized in the survey [Marcellán and Álvarez-Nodarse 2001].

In Section 3, we prove that three consecutive POPUC are connected by a simple
relation which we can derive in a straightforward way. Moreover, the spectral
theorem is also proved. In Section 4, we present an example of the applicability
of the spectral theorem by proving the Geronimus–Wendroff theorem for POPUC.
Furthermore, an application to the computation of SQ formulas is considered.

In the next section, we fix the notation used in this work and present some
preliminaries, which will help to make our original results self-contained and
accessible to the reader not familiar with the theory of OPUC and POPUC.

2. Orthogonality and paraorthogonality

We denote by $\Lambda := \mathbb{C}[z, z^{-1}]$ the complex vector space of Laurent polynomials in
the variable $z$. Associated with every pair of integer numbers $(p, q)$, with $p \leq q$, we define
the vector subspace $\Lambda_{p, q}$ of Laurent polynomials of the form

$$\sum_{n=p}^{q} \zeta_n z^n, \quad \zeta_n \in \mathbb{C}.$$ 

The vector subspace of complex polynomials will be denoted by $\mathbb{P} := \mathbb{C}[z]$ and we write $\mathbb{P}_{q} \equiv \Lambda_{0, q}$ for the vector subspace of polynomials of degree (at most) $q$, while $\mathbb{P}_{-1} \equiv \{0\}$ is the trivial subspace.

Let us introduce the moment linear functional $\mu$ on $\Lambda$ such that

$$(2-1) \quad c_n := \mu(z^n) = \overline{\mu(z^{-n})} =: \overline{c}_{-n}, \quad n \geq 0,$$

i.e., $\mu$ is an Hermitian linear functional. The complex numbers $\{c_n\}_{n=-\infty}^{\infty}$ are called
the moments associated with $\mu$. In terms of $\mu$, we consider a sesquilinear functional
$\langle \cdot, \cdot \rangle$ on $\Lambda \times \Lambda$ defined by

$$\langle f, g \rangle := \mu(f(z) \overline{g(z^{-1})}), \quad f, g \in \Lambda.$$ 

The Gram matrix associated with the inner product $\langle \cdot, \cdot \rangle$ in terms of $1, z, z^2, \ldots$
is the Toeplitz matrix

$$T = [\langle z^l, z^j \rangle]_{l, j \geq 0} = \begin{bmatrix}
    c_0 & c_1 & \cdots & c_n & \cdots \\
    c_{-1} & c_0 & \cdots & c_{n-1} & \cdots \\
    \vdots & \vdots & \ddots & \vdots & \ddots \\
    c_{-n} & c_{-n+1} & \cdots & c_0 & \cdots \\
    \vdots & \vdots & \ddots & \vdots & \ddots
\end{bmatrix}.$$
Denote by $T_n$ the $(n + 1) \times (n + 1)$ principal leading submatrix of $T$. If $\det(T_n) \neq 0$ for every $n \geq 0$, then $\mu$ is said to be \textit{quasidefinite} and the existence of a sequence of monic polynomials, orthogonal with respect to $\mu$, is guaranteed. On the other hand, by the Carathéodory–Toeplitz theorem [Simon 2005a, Section 1.3], if $\det(T_n) > 0$ for every $n \geq 0$, then (2-1) are the moments of a nontrivial (i.e., with infinitely many points of increase) probability measure $d\sigma$ supported on the unit circle $\partial \mathbb{D}$, that is, the boundary of the open unit disk $\mathbb{D} := \{z \in \mathbb{C}; |z| < 1\}$ parametrized by $z = e^{i\theta}$, $\theta \in [0, 2\pi)$, and the converse is also true. In mathematical terms, $\mu$ has the integral representation

$$
\mu(f) = \int f \, d\sigma, \quad f \in \Lambda.
$$

In this case, $\mu$ is called \textit{positive definite}.

The application of the Gram–Schmidt process to $1, z, z^2, \ldots$ (a linearly independent system in the Hilbert space $L^2(\partial \mathbb{D}, d\sigma)$ with the norm induced by our inner product) yields the sequence of monic polynomials, $\{\Phi_n\}_{n \geq 0}$, orthogonal with respect to $d\sigma$ (or equivalently with respect to $\mu$) called the sequence of OPUC (see [Simon 2005a; 2005b; 2011] for a recent account of the theory). In other words, there exists a unique sequence of monic polynomials such that

$$
(2-2) \quad \langle \Phi_n, z^m \rangle = \int \Phi_n(z) z^{-m} \, d\sigma(z) = \kappa_n \delta_{n,m}, \quad \kappa_n > 0, \quad 0 \leq m \leq n,
$$

with $\Phi_n \in \mathbb{P}_n \setminus \mathbb{P}_{n-1}$ and $\delta_{n,m}$ the Kronecker delta symbol. We recall that the solution of the trigonometric moment problem is always unique [Geronimus 1946; Jones et al. 1989]. The associated orthonormal polynomials are given by

$$
(2-3) \quad \varphi_n = \kappa_n \Phi_n, \quad \kappa_n := \prod_{j=0}^{n-1} \rho_j^{-1}, \quad \rho_j := (1 - |\Phi_j(0)|^2)^{1/2}.
$$

The monic OPUC satisfy the following recurrence relation (Szegő’s recurrence):

$$
(2-4) \quad \begin{bmatrix} \Phi_{n+1}(z) \\ \Phi_n^*(z) \end{bmatrix} = \begin{bmatrix} z & -\bar{\alpha}_n \\ -\alpha_n z & 1 \end{bmatrix} \begin{bmatrix} \Phi_n(z) \\ \Phi_n^*(z) \end{bmatrix},
$$

with initial condition $\Phi_0 \equiv 1$. The numbers $\{\alpha_n\}_{n \geq 0} \in \mathbb{D}^\infty$ are known as Verblunsky coefficients and, as usual, if $f \in \mathbb{P}_n \setminus \mathbb{P}_{n-1}$, then $f^*$ denotes its reversed polynomial, defined by $f^*(z) := z^n f(1/z)$. By Szegő’s recurrence, we get $\alpha_n = -\bar{\Phi}_{n+1}(0)$ since $\Phi_n^*(0) = 1$; thus, we set $\alpha_{-1} \equiv -1$. We recall that for the quasidefinite case $\{\alpha_n\}_{n \geq 0} \not\in \partial \mathbb{D}^\infty$. 
The orthogonality conditions (2-2) can be weakened adequately in order to overcome the apparent difference between OPRL and OPUC [Simon 2011, Theorem 1.2.6 and Theorem 2.14.2]. In this way, the corresponding polynomials will be the POPUC introduced by Jones, Njåstad and Thron [Jones et al. 1989].

**Definition 2.1.** A sequence of polynomials \( \{\Phi_n(\cdot, \tau_n)\}_{n \geq 0} \) is said to be a sequence of POPUC if
\[
\langle \Phi_n(\cdot, \tau_n), 1 \rangle \neq 0,
\]
\[
\langle \Phi_n(z, \tau_n), z^m \rangle = 0, \quad 1 \leq m \leq n - 1, \quad \langle \Phi_n(z, \tau_n), z^n \rangle \neq 0.
\]

In general, we follow the notation from standard literature, as in [Simon 2005a; 2005b; 2011]. The presence of the parameter \( \tau_n \) in Definition 2.1 will be fully clarified in (2-6); see further. It is worth pointing out that in the applications (see among others [Jones et al. 1989; Peherstorfer 2011]), it is useful to have a POPUC such that the distribution of its zeros behaves as in the case of OPRL. This allows us to introduce the concept of invariance.

**Definition 2.2.** A sequence of polynomials \( \{f_n\}_{n \geq 0} \) is said to be invariant if there exists \( \chi_n \in \partial \mathbb{D} \) such that \( f_n^* = \chi_n f_n \).

By [Jones et al. 1989, Theorem 6.1(B)], if the polynomials \( \{\Phi_n(\cdot, \tau_n)\}_{n \geq 1} \) are (monic) invariant POPUC, then
\[
\Phi_n(z, \tau_n) = z\Phi_{n-1}(z) - \bar{\tau}_n \Phi_{n-1}^*(z),
\]
with \( \tau_n = -\chi_n \in \partial \mathbb{D} \). Clearly, the converse is also true. Based on the previous assertion, \( \Phi_n(\cdot, \tau_n) \) is completely determined by the parameter \( \tau_n \) and the first \( n - 1 \) Verblunsky coefficients associated with the corresponding sequence of OPUC.

For numbers on \( \partial \mathbb{D} \), we can define a cyclic order in terms of their arguments [Simon 2007]. An ordered set of points \( (z_1, \ldots, z_n) \in \partial \mathbb{D}^n \) is called cyclicly ordered if \( (z_j, z_{j+1})_{j=1}^n \) and \( (z_n, z_1) \) contain no other \( z_j \). Two cyclicly ordered sets of points on \( \partial \mathbb{D} \), \( (z_1, \ldots, z_n) \) and \( (\zeta_1, \ldots, \zeta_m) \), are said to strictly interlace if after a cyclic permutation of the \( \zeta_j \), we have \( \zeta_j \in (z_j, z_{j+1}) \), \( j = 1, \ldots, m \), and \( \zeta_n \in (z_n, z_1) \) if \( n = m \). This definition can be naturally extended to two cyclicly ordered sets of zeros with different numbers of elements. We recall here that the zeros of two consecutive invariant POPUC, \( \Phi_{n+1}(\cdot, \tau_{n+1}) \) and \( \Phi_n(\cdot, \tau_n) \), associated with the measure \( d\sigma \) (positive definite case) have at most one zero in common, namely \( \zeta \). In other words, one of two following possibilities holds: the zeros of \( \Phi_{n+1}(z, \tau_{n+1})/(z - \zeta) \) and \( \Phi_n(\cdot, \tau_n) \), or the zeros of \( \Phi_{n+1}(\cdot, \tau_{n+1}) \) and \( \Phi_n(\cdot, \tau_n) \), strictly interlace on \( \partial \mathbb{D} \) (see [Simon 2007] and the references given there). We must once again urge the reader to consult the monographs [Simon 2005a; 2005b; 2011] where all the previous results can be found.
3. Recurrence relation and spectral theorem

It is very well known that the OPRL (and also the OPUC for nonzero Verblunsky coefficients) satisfy a linear recurrence relation [Chihara 1978; Szegő 1975] which plays a crucial role in the subsequent behavior of their theory. Such a recurrence relation does not hold for POPUC, but we can obtain a similar recurrence formula. To do this, we follow an analogous procedure to one pointed out by Atkinson [1964] and recovered by Simon [2005a, Theorem 1.5.2] to obtain Szegő’s recurrence.

**Theorem 3.1.** Given a quasidefinite moment functional $\mu$, there always exist three consecutive monic POPUC such that

\begin{equation}
\Phi_{n+1}(z, \tau_{n+1}) = (z + \beta_n)\Phi_n(z, \tau_n) - \gamma_n z \Phi_{n-1}(z, \tau_{n-1}),
\end{equation}

where $\beta_n, \gamma_n \in \mathbb{C} \setminus \{0\}$ are given by

\begin{equation}
\gamma_n = \frac{\langle \Phi_n(\cdot, \tau_n), 1 \rangle}{\langle \Phi_{n-1}(\cdot, \tau_{n-1}), 1 \rangle}, \quad \beta_n = \gamma_n \frac{\langle \Phi_{n-1}(z, \tau_{n-1}), z^{n-1} \rangle}{\langle \Phi_n(z, \tau_n), z^n \rangle}.
\end{equation}

**Proof.** Our proof starts with the observation that

\begin{equation}
Q_{n+1}(z) := (z + \beta_n)\Phi_n(z, \tau_n) - \gamma_n z \Phi_{n-1}(z, \tau_{n-1}), \quad \beta_n, \gamma_n \in \mathbb{C},
\end{equation}

is a monic polynomial of degree $n + 1$ which is orthogonal to span\{$z^2, z^3, \ldots, z^{n-1}$\}. The important point to notice here is that for constants $\beta_n$ and $\gamma_n$ given as in (3-8), $Q_{n+1}(z)$ is orthogonal to span\{$z, z^2, \ldots, z^n$\}, which proves the theorem.

In terms of the parameters \{\(\tau_n\)\}_{n \geq 1}, the previous theorem says that given two numbers $\tau_{n-1}$ and $\tau_n$, a third number $\tau_{n+1}$ can be found such that the corresponding POPUC satisfies (3-7). We are now interested in the expression of the recurrence coefficients (3-8) in terms of the parameters \{\(\tau_n\)\}_{n \geq 1} $\in \partial \mathbb{D}^\infty$ and the Verblunsky coefficients.

**Corollary 3.2.** With reference to the recurrence formula (3-7) for the invariant case, the following holds:

\begin{equation}
\beta_n = \frac{\tau_n}{\tau_{n+1}} \in \partial \mathbb{D}, \quad \gamma_n = \frac{\tau_n - \alpha_{n-1}}{\tau_{n+1} - \alpha_{n-2}} \rho_{n-2}^2 \in \mathbb{C} \setminus \{0\}.
\end{equation}

**Proof.** From (2-6), we get

\begin{equation}
\Phi_n^*(\cdot, \tau_n) = -\tau_n \Phi_n(\cdot, \tau_n),
\end{equation}

which gives

\begin{equation}
\tau_{n+1} \Phi_{n+1}(z, \tau_{n+1}) = (1 + \tilde{\beta}_n z)\tau_n \Phi_n(z, \tau_n) - \tilde{\gamma}_n z \tau_{n-1} \Phi_{n-1}(z, \tau_{n-1}),
\end{equation}

when substituted in the reversed (3-7). The expression for $\beta_n$ follows from the above equation comparing the leading coefficients.
By inverting the Szegő recurrence (2-4) [Simon 2005a, Theorem 1.5.4], it is easy to check that (2-6) in the monic case can be expressed by

\[ \Phi_n(z, \tau_n) = \frac{1}{1 - \omega_n \alpha_{n-1}} (\Phi_n(z) + \omega_n \Phi_n^*(z)), \quad \omega_n := \frac{\tilde{\alpha}_{n-1} - \tilde{\tau}_n}{1 - \tilde{\tau}_n \alpha_{n-1}}. \]

Thus, \( \gamma_n \) follows from here as a consequence of Theorem 3.1, (2-3), the paraorthogonality conditions for \( \Phi_n(\cdot, \tau_n) \) and the orthogonality conditions for \( \Phi_n \) and \( \Phi_n^* \).

The following result will be useful in determining the relation between \( \tau_n - 1, \tau_n, \) and \( \tau_n + 1 \) for the invariant case.

**Lemma 3.3.** Let \( \{\beta_n\}_{n \geq 0} \) be an arbitrary sequence on \( \partial \mathbb{D} \) and let \( \{\gamma_n\}_{n \geq 1} \) be an arbitrary sequence on \( \mathbb{C} \setminus \{0\} \). Any sequence of polynomials \( \{\Psi_n\}_{n \geq 0} \) defined by

\[ \Psi_{n+1}(z) = (z + \beta_n) \Psi_n(z) - \gamma_n z \Psi_{n-1}(z), \]

with initial conditions \( \Psi_0 := 1 \) and \( \Psi_1 := z + \beta_0 \), is a sequence of invariant polynomials if and only if the recurrence coefficients satisfy

\[ \frac{\gamma_n}{\bar{\gamma}_n} = \beta_{n-1} \beta_n. \]

**Proof.** As a direct consequence of Theorem 3.1, we get

\[ \Psi_n(z) = \det(J_n(z)), \quad n \geq 1, \]

where the matrix \( J_n(z) \) is given by

\[
\begin{bmatrix}
    z + \beta_0 & -\gamma_1 & 0 & \cdots & 0 & 0 \\
    -z & z + \beta_1 & -\gamma_2 & \cdots & 0 & 0 \\
    0 & -z & z + \beta_2 & \cdots & 0 & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & 0 & \cdots & z + \beta_{n-1} & -\gamma_{n-1} \\
    0 & 0 & 0 & \cdots & -z & z + \beta_n \end{bmatrix}
\]

For a polynomial \( f \) to be invariant, it is necessary and sufficient that \( |f| = |f^*| \). Let us define the matrices \( D_n := \text{diag}[\beta_0^{-1}, \beta_1^{-1}, \ldots, \beta_{n-1}^{-1}] \) and

\[
\begin{bmatrix}
    z + \beta_0 & \beta_0 & 0 & \cdots & 0 & 0 \\
    -\bar{\gamma}_1 \beta_1 z & z + \beta_1 & \beta_1 & \cdots & 0 & 0 \\
    0 & -\bar{\gamma}_2 \beta_2 z & z + \beta_2 & \cdots & 0 & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & 0 & \cdots & z + \beta_{n-2} & \beta_{n-2} \\
    0 & 0 & 0 & \cdots & \bar{\gamma}_{n-1} \beta_{n-1} z & z + \beta_n \end{bmatrix}
\]
Notice that \( zJ_n^H(1/\bar{z}) = D_nJ_n^{(0)}(z) \), where the \( H \)-operator denotes the conjugate transpose. Hence,

\[
(3-12) \quad |\det(J_n(z))| = |\det(D_n)||\det(J_n^{(0)}(z))| = |\det(zJ_n^H(1/\bar{z}))|, \quad n \geq 1,
\]
holds, if and only if (3.11) holds.

Notice that under the hypothesis of Corollary 3.2, we get by Lemma 3.3 that

\[
\tau_{n+1} = \frac{\gamma_n}{\gamma_n},
\]

As a consequence, we can deduce the following (forward) recurrence relation for the paraorthogonality parameters,

\[
(3-13) \quad \tau_{n+1} = \frac{\tau_n - \alpha_{n-1}}{\tau_n - \bar{\alpha}_{n-1}} - \frac{\alpha_n - 2}{\tau_n - \bar{\alpha}_{n-2}} \tau_{n-1},
\]

which is equivalent to the (backward) recurrence

\[
(3-14) \quad \tau_{n-1} = \frac{\tau_{n+1} \alpha_{n-2}(\bar{\alpha}_{n-1} - \bar{\tau}_n) + \alpha_{n-1} - \tau_n}{\tau_{n+1} (\alpha_{n-1} - \bar{\tau}_n) + \bar{\alpha}_{n-2}(\alpha_{n-1} - \tau_n)}.
\]

We next point out the important converse of Theorem 3.1. In agreement with classical literature, we refer to this result as Favard’s theorem (see, among others, [Chihara 1978; Erdélyi et al. 1991; Favard 1935; Marcellán and Álvarez-Nodarse 2001; Szegő 1975]) or the spectral theorem [Ismail 2005], even though this result is previously contained in the works of Stieltjes [1895; 1894] and Stone [1932]. In the positive definite case, an analog of Favard’s theorem for OPUC based on the construction of a sequence of absolutely continuous measures whose limit is the spectral measure is presented in [Erdélyi et al. 1991]. In this paper the authors follow a method used previously by Delsarte, Genin and Kamp [Delsarte et al. 1978] who consider the matrix-valued case. Some extensions to the quasideterminate case have been analyzed in [Marcellán and Álvarez-Nodarse 2001]. Our proof follows a standard scheme (constructive approach) which goes back at last to [Chihara 1978]; see also [Marcellán and Álvarez-Nodarse 2001].

**Theorem 3.4** (spectral theorem). Let \( \{\beta_n\}_{n \geq 0} \) be an arbitrary sequence on \( \partial \mathbb{D} \) and let \( \{\gamma_n\}_{n \geq 1} \) be an arbitrary sequence on \( \mathbb{C} \setminus \{0\} \). Set \( c_0 \in \mathbb{R} \setminus \{0\} \) and let \( \{\Psi_n\}_{n \geq 0} \) be a sequence of invariant polynomials satisfying a recurrence relation as (3-10), with \( \Psi_0 := 1 \) and \( \Psi_1(z) := z + \beta_0 \). Then there exists a unique quasideterminate moment functional \( \mu \) such that \( \mu(1) = c_0 \) and \( \{\Psi_n\}_{n \geq 0} \) is the corresponding sequence of POPUC. Moreover, if \( \{\Psi_n\}_{n \geq 0} \) is a sequence of polynomials with all its zeros on \( \partial \mathbb{D} \), then there exists a unique measure \( d\sigma \) such that \( \int d\sigma = c_0 > 0 \) and \( \{\Psi_n\}_{n \geq 0} \) is the corresponding sequence of POPUC.
Proof. We begin by constructing for \( n \geq 2 \) the moment linear functional \( \mu^{(n)} \) on \( \Lambda_{-(n-1),n-1} \) by

\[
c_k := \mu^{(n)}(z^k) = \overline{\mu^{(n)}(z^{-k})} =: \bar{c}_{-k}, \quad 0 \leq k \leq n-1,
\]
such that

\[
(3-15) \quad \mu^{(n)}(\Psi_\ell(z)z^{-1}) = 0, \quad 2 \leq \ell \leq n.
\]

So we proceed by induction on \( n \). Notice that for \( n = 2 \),

\[
\mu^{(2)}(\Psi_2(z)z^{-1}) = c_1 + \beta_0 \beta_1 c_{-1} + (\beta_0 + \beta_1 - \gamma_1)c_0,
\]

which allows us to define \( c_1 = \bar{c}_{-1} \in \mathbb{C} \). More precisely, we let \( c_1 := (1/2\gamma_1 - \beta_0)c_0 \), which by Lemma 3.3 implies

\[
\mu^{(2)}(\Psi_2(z)z^{-1}) = (1/2\gamma_1 + 1/2\bar{\gamma}_1 \beta_0 \beta_1 - \gamma_1)c_0 = 0.
\]

In order to prove (3-15), write

\[
\Psi_n(z) = z^n - \sum_{k=0}^{n-1} a_{n,k} \Psi_k(z),
\]

where \( \{a_{n,k}\}_{k=0}^{n-1} \) is uniquely determined. Let us now define \( \mu^{(n)} \) on \( \Lambda_{-(n-1),n-1} \) as an extension of \( \mu^{(n-1)} \) such that \( c_{n-1} := (a_{n,0} + a_{n,1} \beta_0)c_{-1} + a_{n,1}c_0 \). In other words, we assume that for some \( n \geq 3 \), \( c_{-(n-2)}, \ldots, c_{n-2} \) have been determined such that \( \mu^{(n-1)} \) defined on \( \Lambda_{-(n-2),n-2} \) satisfies

\[
c_m = \bar{c}_{-m}, \quad 0 \leq m \leq n-2,
\]

and

\[
\mu^{(n-1)}(\Psi_\ell(z)z^{-1}) = 0, \quad 2 \leq \ell \leq n-1.
\]

Hence, by our assumption,

\[
\mu^{(n)}(\Psi_n(z)z^{-1}) = 0.
\]

This completes the induction. Therefore, it follows that \( \mu \) defined on \( \Lambda \) by (2-1) is an extension of \( \mu^{(n)} \) defined on \( \Lambda_{-n,n} \), and consequently

\[
(3-16) \quad \mu(\Psi_n(z)z^{-1}) = 0, \quad n \geq 2.
\]

According to the paraorthogonality conditions (2-5), it remains to check that

\[
\langle \Psi_n, 1 \rangle \neq 0, \quad \langle \Psi_n(z), z^q \rangle = 0, \quad 2 \leq q \leq n-1, \quad \langle \Psi_n(z), z^n \rangle \neq 0.
\]
From (3-7) and (3-16), we obtain
\[ \langle \Psi_n, 1 \rangle = \gamma_n \langle \Psi_{n-1}, 1 \rangle \]
\[ = c_0 \prod_{k=1}^{n} \gamma_k =: b_0 \neq 0. \]

On the other hand, from (3-16) and the Hermitian character of the functional,
\[ \langle \Psi_n(z), z \rangle = \langle \Psi_n^*(z), z^{n-1} \rangle = 0, \]
which by the invariant hypothesis implies
(3-17)
\[ \langle \Psi_n(z), z^{n-1} \rangle = 0. \]

Now, we define an appropriate statement \((I_r)\) by
\[ (I_r) \quad \langle \Psi_n(z), z^q \rangle = 0, \quad 1 \leq q \leq r, \quad n \geq r + 1, \]
and prove by induction that the statement is valid for all \(r\). Obviously, \((I_1)\) is (3-16).
Assuming \((I_r)\) holds for some \(r \geq 2\), we will prove \((I_{r+1})\), that is,
\[ \langle \Psi_n(z), z^{r+1} \rangle = 0, \quad n \geq r + 2. \]

Since \((I_r)\) holds, (3-7) yields
\[ \langle \Psi_{n+1}(z), z^{r+1} \rangle = \beta_n \langle \Psi_n(z), z^{r+1} \rangle. \]

Taking into account that (3-17) holds,
\[ \langle \Psi_{r+2}(z), z^{r+1} \rangle = 0, \]
which yields \(\langle \Psi_{r+3}(z), z^{r+1} \rangle = 0\). Continuing in this manner, we conclude that
\((I_{r+1})\) is valid. Furthermore, it follows easily that
\[ \beta_n \langle \Psi_n(z), z^n \rangle = \gamma_n \langle \Psi_{n-1}(z), z^{n-1} \rangle. \]

Hence,
\[ \langle \Psi_n(z), z^n \rangle = c_0 \prod_{k=1}^{n} \frac{\gamma_k}{\beta_k} =: b_n \neq 0. \]

If a sequence of POPUC associated with \(\mu\) exists, it is uniquely determined by \(b_0\) and \(b_n\). Therefore,
\[ \langle \Psi_n, 1 \rangle = b_0, \quad \langle \Psi_n, z^k \rangle = 0, \quad 1 \leq k \leq n - 1, \quad \langle \Psi_n, z^n \rangle = b_n, \]
is a consistent system of \(n + 1\) linear equations with \(n + 1\) unknowns. Notice
that the coefficient matrix of this system is the moment matrix \(T_n\). Then it has a
unique solution determined by \(b_0\) and \(b_n\) so that \(\det(T_n) \neq 0\). Thus, there exists a
quasidfinite moment functional $\mu$ such that $\{\Psi_n\}_{n \geq 0}$ is the corresponding sequence of POPUC. This proves the first part of the theorem.

Let us now assume that $\{\Psi_n\}_{n \geq 0}$ is a sequence of polynomials with all its zeros on $\partial \mathbb{D}$. By Cohn’s theorem [Rahman and Schmeisser 2002], we know that a polynomial with all its zeros on $\partial \mathbb{D}$ must be invariant. Furthermore, by Chen’s theorem [1995, Theorem 1], we also know that a necessary and sufficient condition for all the zeros of $\Psi_n$ to lie on $\partial \mathbb{D}$ is that there exists a polynomial $\pi_{n-l} \in \mathbb{P}_{n-l} \setminus \mathbb{P}_{n-l-1}$ with all its zeros in $\mathbb{D}$ or on $\partial \mathbb{D}$ such that

$$
(3-18) \quad \Psi_n(z) = z^l \pi_{n-l}(z) - \zeta_n \pi^*_{n-l}(z)
$$

for some nonnegative integer $l$ and $\zeta_n \in \partial \mathbb{D}$. By the first part of the theorem, $\{\Psi_n\}_{n \geq 0}$ is a sequence of POPUC with respect to a quasidfinite functional $\mu$. By [Jones et al. 1989, Theorem 6.1(B)], $(3-18)$ holds for $l \equiv 1$, $\zeta_n = \tilde{\tau}_n$ and $\pi_{n-1} = \Phi_{n-1}$. We recall that $\{\Phi_n\}_{n \geq 0}$ is the sequence of OPUC associated with the POPUC $\{\Psi_n\}_{n \geq 0}$ and the functional $\mu$. At this point, we only can guarantee that the zeros of $\Phi_{n-1}$ lie on $\mathbb{C} \setminus \partial \mathbb{D}$ [Marcellán and Godoy 1991, Proposition 3.1]. If the zeros of $\Psi_n$ lie on $\partial \mathbb{D}$, then by Chen’s theorem the zeros of $\Phi_{n-1}$ lie in $\mathbb{D}$. Finally, by Geronimus’ theorem [1946, Theorem 1], under our hypothesis the functional $\mu$ is positive definite.

The uniqueness of $\mu$ is a consequence inherited from the associated OPUC. □

It is very well known that for any three contiguous hypergeometric functions there is a linear contiguous relation. So if we are looking for a sequence of polynomials satisfying (3-7), we can find examples if we consider hypergeometric polynomials [Andrews et al. 1999, (2.5.16)]. Notice that from the previous theorem,

$$
(3-19) \quad (c+n) \, _2F_1(-n-1, b; c; 1-z) = ((b+n)z+c-b+n) \, _2F_1(-n, b; c; 1-z) - nz \, _2F_1(-n+1, b; c; 1-z),
$$

where $b, c \in \mathbb{C}$ and $c \neq 0, -1, -2, \ldots$ gives a set of hypergeometric POPUC.

**Example 3.5** (Askey POPUC). An example of polynomials satisfying (3-10) are the hypergeometric polynomials

$$
(3-20) \quad \frac{(2a)_n}{(a+bi)_n} \, _2F_1(-n, a+bi; 2a; 1-z), \quad a > 0, \ b \in \mathbb{R}, \ n \geq 1,
$$

where $(a)_n$ denotes the Pochhammer symbol defined by $(a)_0 := 1$ and $(a)_n := a(a+1) \cdots (a+n-1)$, and the recurrence coefficients are particularly chosen as

$$
(3-21) \quad \beta_n = \frac{a+n-bi}{a+n+bi} \in \partial \mathbb{D}, \quad \gamma_n = \frac{n(2a+n-1)}{(a+bi+n-1)(a+bi+n)} \in \mathbb{C} \setminus \{0\}.
$$

It is easy to check that the polynomials $(3-20)$ have all their zeros on $\partial \mathbb{D}$. Thus, in accordance with Theorem 3.4, there exists a unique nontrivial probability measure $d\sigma$ supported on $\partial \mathbb{D}$ such that the polynomials $(3-20)$ are the corresponding POPUC.
These polynomials are a particular case of the so-called Askey POPUC; see [Castillo 2015; Castillo et al. 2014; Dimitrov and Sri Ranga 2013].

Now we can go a step further with respect to the above example in order to obtain of some known results as a direct consequence of our study.

**Example 3.6** (Delsarte–Genin POPUC). Let \( \{b_n\}_{n \geq 0} \) be an arbitrary sequence of nonzero real numbers, let \( \{a_n\}_{n \geq 1} \) be an arbitrary positive chain sequence [Chihara 1978], and let \( \{\varphi_n\}_{n \geq 0} \) be the sequence of polynomials recursively defined by

\[
\varphi_{n+1}(z) = ((1 + ib_n)z + (1 - ib_n))\varphi_n(z) - 4a_nz\varphi_{n-1}(z),
\]

with initial conditions \( \varphi_0 := 1 \) and \( \varphi_1(z) := (1 + ib_0)z + (1 - ib_0) \). It is worth mentioning that (3-22) is the recurrence relation studied by Delsarte and Genin [1988; 1991a; 1991b; 1990], among others. The interlacing property on \( \partial \mathbb{D} \) of the zeros of \( \{\varphi_n\}_{n \geq 0} \) was recently proved in [Dimitrov and Sri Ranga 2013, Theorem 1.1]; see also [Castillo et al. 2014], although it was first proved in [Delsarte and Genin 1988, Section 5]. In any case, an easy computation shows that these polynomials satisfy the conditions of Theorem 3.4 with all their zeros on \( \partial \mathbb{D} \). So, the interlacing property of the zeros of \( \{\varphi_n\}_{n \geq 0} \) is also a direct consequence of the fact that from Theorem 3.4, these polynomials are POPUC associated with some nontrivial probability measure \( d\sigma \) supported on \( \partial \mathbb{D} \). Actually, we can say much more about the behavior of their zeros using the known results for the zeros of POPUC; see, e.g., [Cantero et al. 2002; Golinskii 2002; Simon 2005a; 2005b; 2007; 2011; Wong 2007].

An interesting and nontrivial extension of the results of this section is the connection with those obtained in [Lamblém et al. 2010] where a non-Hermitian linear functional \( \tilde{\mu} \) on \( \Lambda \) satisfying \( c_n = c_{-n} \in \mathbb{C} \) is considered (compare with (2-1)) yielding the definition of Szegő-type polynomials. We recall that the case \( c_n = c_{-n} \in \mathbb{R} \) was previously considered in [Delsarte and Genin 1986].

4. Applications

The aim of this last section is to establish two applications of the results presented in the previous section.

**Analytic theory of polynomials.** The major role of POPUC, as it was pointed out in the Introduction is played by the zero behavior. The results in this direction can be divided into two sets, depending on the methodology used by the authors. The first one is composed by Cantero, Moral and Velázquez [Cantero et al. 2002], Golinskii [2002], and Wong [2007], whose basic tool is the Christoffel–Darboux formula. The second one is by Simon [2007] who used the theory of rank-one perturbations of unitary matrices.
Although many of the results of zeros of POPUC are well known, a natural question is still open: are two polynomials with simple and strictly interlacing zeros on \( \partial \mathbb{D} \), with the possible exception of one of them which could be common, elements of a sequence of POPUC? After the previous section it is natural to conjecture that the answer will be yes. The following result for OPRL goes back to the work of Wendroff [1961]. We must emphasize that it was known by Geronimus [1946, pp. 744] also for OPUC.

**Theorem 4.1** (Geronimus–Wendroff theorem). Let \( \Psi_n \) and \( \Psi_{n+1} \) be two monic polynomials whose zeros are simple and strictly interlacing on \( \partial \mathbb{D} \). Then there exists a measure \( d\sigma \) for which they are POPUC. All such measures have the same \( \Psi_j \), \( 0 \leq j \leq n + 1 \). Moreover, if \( \Psi_n \) and \( \Psi_{n+1} \) have at most one zero in common, the statement of the theorem is also true.

**Proof.** Let us assume that the zeros of \( \Psi_n \) and \( \Psi_{n+1} \) are strictly interlacing on \( \partial \mathbb{D} \). The same idea can be used for the case that \( \Psi_n \) and \( \Psi_{n+1} \) have one zero in common. Let \( \{e^{i\theta_{n,k}}\}_{k=1}^n \) be the zeros of \( \Psi_n \). Set

\[
\beta_n := -e^i \sum_{k=1}^{n+1} \theta_{n+1,k} e^{-i \sum_{k=1}^n \theta_{n,k}} \in \partial \mathbb{D}.
\]

Notice that the polynomial

\[
\prod_{k=1}^{n+1} (z - e^{i\theta_{n+1,k}}) - (z + \beta_n) \prod_{k=1}^n (z - e^{i\theta_{n,k}})
\]

has a zero at \( z = 0 \). Then,

\[
\Psi_{n+1}(z) - (z + \beta_n) \Psi_n(z) = -\gamma_n z B_r(z),
\]

where \( B_r \) is a monic polynomial of degree at most \( n - 1 \). Since \( e^{i\theta_{n+1,k}} - \beta_n \neq 0 \) and \( \Psi_n(e^{i\theta_{n+1,k}}) \neq 0 \), we have that \( \gamma_n \neq 0 \) and \( B_r(e^{i\theta_{n+1,k}}) \neq 0 \). Furthermore,

\[
(4.23) \quad \Psi_{n+1}(e^{i\theta_{n,k}}) = -\gamma_n e^{i\theta_{n,k}} B_r(e^{i\theta_{n,k}}).
\]

It is known that an arbitrary polynomial with simple zeros on \( \partial \mathbb{D} \) is a POPUC with respect to some nontrivial probability measure supported on \( \partial \mathbb{D} \) [Castillo et al. 2015]. Since \( \Psi_n(\beta_n) \neq 0 \) and \( \Psi_{n+1}(\beta_n) \neq 0 \), and we are interested in the zeros, there is no loss of generality if we assume that

\[
(z + \beta_n) \Psi_n(z) = \bar{\beta} P_{n+1}(z) - \beta P^*_{n+1}(z), \quad \beta \in \mathbb{C} \setminus \{0\},
\]

\[
\Psi_{n+1}(z) = \bar{\alpha} Q_{n+1}(z) - \alpha Q^*_{n+1}(z), \quad \alpha \in \mathbb{C} \setminus \{0\},
\]

where \( P_{n+1}(z) \) and \( Q_{n+1}(z) \) are the OPUC associated with \( (z + \beta_n) \Psi_n(z) \) and \( \Psi_{n+1}(z) \), respectively. Hence,

\[
-\gamma_n z B_r(z) = (\bar{\alpha} P_{n+1}(z) - \bar{\beta} Q_{n+1}(z)) + (\alpha P^*_{n+1}(z) - \beta Q^*_{n+1}(z)).
\]
Let us introduce two auxiliary functions

\[ f_n(\theta) := \Psi_n(z) \frac{i}{z^{n/2}}, \quad g_r(\theta) := z B_r(z) \frac{i}{z^{(n+1)/2}}, \]

where \((r e^{i\theta})^{1/2} = \sqrt{r} e^{i\theta/2}, r > 0, \) and \(\theta \in (\tilde{\omega}, \tilde{\omega} + 2\pi)\). Clearly, \(f_n(\theta)\) and \(g_r(\theta)\) are real-valued \(C^\infty\) functions defined on \((\tilde{\omega}, \tilde{\omega} + 2\pi)\) and, by definition they have the same number of zeros on \((\tilde{\omega}, \tilde{\omega} + 2\pi)\) as \(\Psi_n\) and \(B_r\) on \(\partial \mathbb{D}\), respectively.

One denotes the zeros of \(f_n\) by \(x_{n,k}, k = 1, \ldots, n\). As a consequence of the interlacing hypothesis, we have

\[ f_{n+1}(x_{n,k+1}) f_{n+1}(x_{n,k}) < 0. \]

Therefore,

\[ f_{n+1}(x_{n,k+1}) f_{n+1}(x_{n,k}) = |\gamma_n|^2 g_r(x_{n,k}) g_r(x_{n,k+1}), \]

from which

\[ g_r(x_{n,k}) g_r(x_{n,k+1}) < 0. \]

This implies that \(B_r\) has \(n - 1\) zeros strictly interlacing on \(\partial \mathbb{D}\) with the zeros of \(\Psi_n\).

If we define the polynomial \(\Psi_{n-1} \equiv B_r\), we can construct, just repeating the above procedure, a polynomial of degree \(n - 2\) whose zeros interlace with those of \(\Psi_{n-1}\). So we can find all the polynomials (uniquely determined) with degree less than \(n - 1\).

By the above construction, the polynomials \(\Psi_j, 0 \leq j \leq n - 1\), are determined by \(\Psi_n\) and \(\Psi_{n+1}\). Finally, applying Theorem 3.4, the result is proved.

\[ \square \]

**Computation of Szegő quadrature formulas.** In some applications and theoretical problems, it is of interest to compute \(\Phi_n(\cdot, \tau_n)\) for some \(n \geq 1\) and a fixed \(\tau_n \in \partial \mathbb{D}\).

A motivation to this problem can be given when the estimation of the integral

\[ I_\sigma(f) := \int f(z) d\sigma(z) \]

is considered by means of SQ formulas,

\[ I_n(f) := \sum_{j=1}^{n} \lambda_j f(z_j), \quad z_j \in \partial \mathbb{D}, \quad j = 1, \ldots, n, \quad z_j \neq z_k \text{ if } j \neq k, \quad n \geq 1. \tag{4-24} \]

Here, the nodes \(\{z_j\}_{j=1}^{n}\) and weights \(\{\lambda_j\}_{j=1}^{n}\) are determined so that \(I_n(f) = I_\sigma(f)\) for all functions \(f\) belonging to a subspace of \(\Lambda\) whose dimension is as large as possible. The “optimal” subspace of exactness is \(\Lambda_{-(n-1),n-1}\) (of dimension \(2n - 1\)), and this one-parameter family of optimal SQ formulas can be characterized as:

(i) The nodes are the zeros of an \(n\)-th POPUC associated with the measure \(d\sigma\).

(ii) The weights can be computed by

\[ \lambda_j = -\frac{1}{2z_j} \frac{\gamma_n(z_j, \tau_n)}{\Phi_n(z_j, \tau_n)} > 0, \quad j = 1, \ldots, n, \tag{4-25} \]
where $\Upsilon_n(\cdot, \tau_n)$ represents the corresponding $n$-th second kind POPUC, which can be obtained from (2-6) with the same $\tau_n$ and Verblunsky coefficients $\{-\alpha_n\}_{n \geq 0}$ (see [Wong 2007]).

The positive character of the weights is of importance for stability and convergence reasons. If you fix one or two nodes in advance in (4-24) then you get an extension of the classical Gauss–Radau and Gauss–Lobatto quadrature formulas for measures supported on the real line. But the situation on the unit circle is completely different. Because of the dependence of the parameter $\tau_n$, Szegő–Radau quadrature formulas can be always constructed by taking an appropriate selection of the parameter $\tau_n$: if we want $\zeta \in \partial \mathbb{D}$ to be a node of the rule, then

$$\Phi_n(\zeta, \tau_n) = 0 \iff \zeta \Phi_{n-1}(\zeta) - \bar{\tau}_n \Phi_{n-1}^*(\zeta) = 0 \iff \tau_n = \zeta^{n-2} \frac{\Phi_{n-1}(\zeta)}{\Phi_{n-1}(\zeta)}$$

and from Heine’s formula [Simon 2005a, Theorem 1.5.11(a)], it is expressed in terms of $\zeta$ and the trigonometric moments of the measure $d\sigma$:

$$\tau_n = \zeta^{n-2} \frac{\Delta}{\Delta}, \quad \Delta := \det \begin{bmatrix} c_0 & c_1 & \cdots & c_{n-1} \\ c_{-1} & c_0 & \cdots & c_{n-2} \\ \vdots & \vdots & \ddots & \vdots \\ c_{-n+2} & c_{-n+3} & \cdots & c_1 \\ 1 & \zeta & \cdots & \zeta^{n-1} \end{bmatrix}.$$ 

The construction of Szegő–Lobatto quadrature formulas also requires the computation of an $n$-th POPUC with a specific value of the parameter $\tau_n$; see [Cruz-Barroso et al. 2015].

Another motivation to the same problem, concerning the construction of interpolatory quadrature formulas for the estimation of integrals with respect to measures supported on intervals of the real line can be found in [Bultheel et al. 2005]. In that paper, $n$-point positive interpolatory quadrature formulas on $[-1, 1]$ are constructed by taking as nodes the real part of some of the zeros of certain POPUC, and it is also proved there that an appropriate selection of the paraorthogonality parameter makes it always possible to obtain “optimal” rules, exact in a subspace of algebraic polynomials of dimension $n + 1$.

The results of Section 3 can be used to solve this problem in an alternative way, by computing directly a sequence of POPUC, instead of the associated OPUC. Indeed, let us consider first the initial conditions of the three-term recurrence for POPUC. For arbitrary $\tau_1 \in \partial \mathbb{D}$, set

$$\Phi_{-1}(\cdot, \tau_{-1}) := 0, \quad \Phi_0(\cdot, \tau_0) := 1, \quad \Phi_1(\zeta, \tau_1) = \zeta - \bar{\tau}_1,$$

so if we define $\tau_0 := -1$, the formula for $\beta_n$ in Corollary 3.2 holds for $n = 0$. Set now $\tau_2 \in \partial \mathbb{D}$ also arbitrary, and $\beta_1 = \tau_1 \bar{\tau}_2$. From the combination of Theorem 3.1
and (3-11) with \( n = 1 \), and (2-6) with \( n = 2 \), it follows that
\[
\Phi_2(z, \tau_2) = z^2 + (\bar{\tau}_2\alpha_0 - \bar{\alpha}_0)z - \bar{\tau}_2, \quad \gamma_1 = \bar{\tau}_2(\tau_1 - \alpha_0) - (\bar{\tau}_1 - \bar{\alpha}_0).
\]
So, with these initial conditions, we are able to use (3-7) for the computation of a particular sequence of POPUC that depends on the free selection of \( \tau_1, \tau_2 \in \partial \mathbb{D} \): for \( n \geq 2 \), we compute \( \tau_{n+1} \) from (3-13), and hence \( \beta_n \) and \( \gamma_n \) are obtained from Corollary 3.2. Now, the key fact is that since the recurrence relation for the paraorthogonality parameters is invertible (see (3-14)), and both depend only on the measure \( d\sigma \), the sequence \( \{\tau_k\}_{k=0}^{n+1} \) can be also obtained starting from a fixed \( \tau_{n+1} \) and an arbitrary \( \tau_n \), until we get \( \tau_2 \) (from the initial conditions, \( \tau_1 \) will not be needed and notice that \( \alpha_{-1} := -1 \) always implies \( \tau_0 = -1 \)). The remaining parameters \( \beta_n \) and \( \gamma_n \) in the recurrence are thus directly obtained from Corollary 3.2 for \( n \geq 2 \).

To end, let us illustrate the method. Despite what happens to OPRL, few measures on the unit circle provide families of POPUC that are explicitly given. A known family of measures of importance is the Jacobi-type weight functions
\[
d\sigma_{\alpha,\beta}(\theta) = (1 - \cos \theta)^{\alpha+1/2}(1 + \cos \theta)^{\beta+1/2}d\theta, \quad \alpha, \beta > -1, \quad \theta \in [0, 2\pi),
\]
with Verblunsky coefficients
\[
\alpha_n = \frac{(-1)^n(\beta + \frac{1}{2}) - \alpha - \frac{1}{2}}{n + \alpha + \beta + 2},
\]
but for which only for the four Chebyshev-type weight functions \( \alpha, \beta \in \{\pm 1/2\} \) are there explicit expressions for POPUC (see [Daruis et al. 2002]). For other selections of \( \alpha, \beta \), we can compute \( \Phi_n(\cdot, \tau_n) \) for \( d\sigma_{\alpha,\beta}, n \geq 2 \), and a prescribed \( \tau_n \) from our three-term recurrence. An example is given below.

**Example 4.2.** Notice that since \( d\sigma_{\alpha,\beta} \) is a symmetric weight (\( \alpha_n \in \mathbb{R} \)), the polynomial \( \Phi_n(\cdot, \pm 1) \) will have real coefficients, and the nonreal zeros will appear in complex conjugate pairs.

(i) Setting \( \alpha = 0, \beta = 1 \) and \( \tau_1 = \tau_2 = 1 \), we obtain from the forward recurrence (3-13) that \( \tau_{15} = 1 \) and that \( \Phi_{15}(z, 1) = \sum_{j=0}^{7} a_j(z^j - z_{15}^{-j}) \) is given by
\[
a_0 = -a_1 = -1, \quad a_2 = -a_3 = -7/5, \quad a_4 = -a_5 = -21/13 \quad \text{and} \quad a_6 = -a_7 = -245/143.
\]
(ii) Set \( \alpha = \beta = 1/4 \):

(a) If \( \tau_{10} = 1 \) and \( \tau_0 = i \), we can make use of the backward recurrence (3-14) to obtain \( \tau_2 = 1 \) and \( \tau_1 = i \).

(b) For the choice \( \tau_{14} = (\sqrt{2}/2)(1+i) \), the corresponding POPUC and second kind POPUC have been computed from the three-term recurrence. The nodes and weights (obtained from (4-25)) of the 14-point SQ formula are displayed in Table 1.
Table 1. Nodes and weights of the 14-point SQ formula for $d\sigma_{\alpha,\beta}$ with $\alpha = \beta = 1/4$, computed from the three-term recurrence relation for the corresponding POPUC and second kind POPUC.

<table>
<thead>
<tr>
<th>nodes</th>
<th>weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.953562637438023 + 0.405929829869375i</td>
<td>0.010335586974718</td>
</tr>
<tr>
<td>0.719435950626376 + 0.750717509685024i</td>
<td>0.022827404435354</td>
</tr>
<tr>
<td>0.366191713059248 + 0.974873401744596i</td>
<td>0.032048528041628</td>
</tr>
<tr>
<td>-0.047525423154063 + 1.041505278940548i</td>
<td>0.034116841058949</td>
</tr>
<tr>
<td>-0.454499431518169 + 0.939759403074777i</td>
<td>0.028200751436574</td>
</tr>
<tr>
<td>-0.7892555975939979 + 0.686392494558016i</td>
<td>0.016744575125821</td>
</tr>
<tr>
<td>-1.000962132835750 + 0.324853472172218i</td>
<td>0.005014789370670</td>
</tr>
<tr>
<td>1.000962132835750 - 0.324853472172218i</td>
<td>0.005014789370670</td>
</tr>
<tr>
<td>-0.953562637438025 - 0.405929829869376i</td>
<td>0.010335586974718</td>
</tr>
<tr>
<td>0.7892555975939980 - 0.686392494558019i</td>
<td>0.016744575125820</td>
</tr>
<tr>
<td>-0.719435950626374 - 0.750717509685023i</td>
<td>0.022827404435355</td>
</tr>
<tr>
<td>0.454499431518170 - 0.939759403074778i</td>
<td>0.028200751436573</td>
</tr>
<tr>
<td>-0.366191713059248 - 0.974873401744598i</td>
<td>0.032048528041627</td>
</tr>
<tr>
<td>0.047525423154063 - 1.041505278940550i</td>
<td>0.034116841058948</td>
</tr>
</tbody>
</table>

Figure 1. The relative errors in the estimation of $I_{\sigma_{\alpha,\beta}}(f)$ with $\alpha = \beta = 1$ and $f(z) = \cos^2 \theta$, with $z = e^{i\theta}$, by SQ formulas obtained from the three-term recursion for POPUC and second kind POPUC by taking $\tau_1 = \tau_2 = 1$.

(iii) Setting $\alpha = \beta = 1$, and $f(z) = \cos^2 \theta$, with $z = e^{i\theta}$, the relative errors obtained in the estimation of $I_{\sigma_{\alpha,\beta}}(f)$ by using SQ formulas computed via three-term recursion for POPUC and second kind POPUC by taking $\tau_1 = \tau_2 = 1$ are displayed in Figure 1.
For numerical reasons, the computation of the zeros of POPUC is preferably done from an eigenvalue problem of certain structured matrices (Hessenberg, CMV, snake-shaped) in a very fast and accurate way. The computations of our method can be arranged so that the nodal polynomial can be determined in only $o(n)$ arithmetic floating point operations. So, it should be said that this alternative procedure is competitive with respect to other procedures already known in the literature, but it is not really an improved algorithm. In any case, our work gives a new perspective to be considered in more detail.
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