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A B S T R A C T

In this paper, we show how to compute in $O(n^2)$ steps the Fourier coefficients associated with the Gelfand-Levitan approach for discrete Sobolev orthogonal polynomials on the unit circle when the support of the discrete component involving derivatives is located outside the closed unit disk. As a consequence, we deduce the outer relative asymptotics of these polynomials in terms of those associated with the original orthogonality measure. Moreover, we show how to recover the discrete part of our Sobolev inner product.
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1. Introduction

1.1. Orthogonal polynomials on the unit circle

Let us consider a non trivial probability measure $d\sigma$ supported on the unit circle $T = \{z \in \mathbb{C} : |z| = 1\}$. In the Hilbert space $L^2(T, d\sigma)$ we define the usual inner product

$$\langle f, g \rangle = \int_T f(z)\overline{g(z)} d\sigma(z).$$

The application of the Gram-Schmidt process to $1, z, z^2, \ldots$ yields a sequence of monic polynomials, $\Phi_n(z)$, orthogonal with respect to the measure $d\sigma(z)$. In other words, there exists a unique sequence of monic polynomials, such that

$$\int_T \Phi_m(z)\overline{\Phi_n(z)} d\sigma(z) = \delta_{mn}, \quad m, n \geq 0.$$

where $\delta_{mn}$ is the Kronecker delta, and

$$\|\Phi_n\|^2 = \int_T \overline{\Phi_n(z)} \Phi_n(z) d\sigma(z).$$

Let us denote by $\phi_n(z)$, $n \geq 0$, the orthonormal polynomial of degree $n$ with respect to $d\sigma(z)$. According to Fejér’s theorem [15,16], if $n$ is a zero of $\phi_n(z)$ then $|z| < 1$. It is well known that the sequence $\Phi_n(z)$ satisfies the following forward and backward recurrence relations

$$n \phi_n(z) = \Phi_{n+1}(z) + \Phi_{n-1}(z), \quad n \geq 0.$$
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\[ \Phi_n(z) = \begin{cases} 1 & \text{if } \Phi_{n-1}(0) = 0, \\ \Phi_{n-1}(z) + \Phi_{n-1}(0) \Phi_n'(0), & n \geq 1. \end{cases} \] (1.2)

where \( \Phi_n'(z) \) is the so-called reversed polynomial, and the complex numbers \( \{ \Phi_n(0) \}_{n=1}^\infty \) with
\[ \| \Phi_n(0) \| < 1, \quad n \geq 1. \] (1.3)

are known in the literature (see [15]) as Verblunsky, Schur, or reflection coefficients. The monic orthogonal polynomials are therefore completely determined by the sequence \( \{ \Phi_n(0) \}_{n=1}^\infty \). In this situation, we have an analogous of Favard’s theorem [15,16], formulated as follows. Any sequence \( \{ a_n \}_{n=1}^\infty \) of complex numbers satisfying \( |a_n| < 1 \) for every \( n \geq 1 \) arises as the sequence of Verblunsky coefficients of a unique non trivial probability measure supported on the unit circle.

In the case of orthogonal polynomials on the unit circle we have a simple expression for the polynomial kernel ([15,16], similar to the Christoffel–Darboux formula on the real line [5]. The 0th polynomial kernel \( K_0(z, y) \) is given by
\[ K_0(z, y) = \sum_{k=0}^{n-1} \Phi_k(z) \Phi_{n-k-1}(y) / |\Phi_n(z)| \] (1.4)

and it satisfies the reproducing property,
\[ \int f(y) K_0(z, y) g(y) dy = f(z), \] (1.5)

for every polynomial \( f \) of degree at most \( n \).

The orthogonality measure can be decomposed as the sum of a purely absolutely continuous measure with respect to the Lebesgue measure and a singular part. Thus, if we denote by \( \sigma(f) \), the Radon–Nikodym derivative of the measure \( \sigma \) supported in \( \pi, \pi \) with respect to the Lebesgue measure, then
\[ d\sigma(f) = \sigma(f) \frac{d|\Phi_n|}{2\pi}, \] (1.6)

where \( \sigma(f) \) is the singular part of \( \sigma(f) \).

In the literature, two of the most relevant classes of measures are the Szego\(^ \ast \) and Nevai class. We say that \( d\sigma(f) \) belongs to the Szego\(^ \ast \) class if
\[ \int_{\pi}^{\pi} \log \sigma(f) \frac{d|\Phi_n|}{2\pi} < \infty, \]

i.e., \( \log \sigma(f) \in L^1(\pi, \pi) \).

On the other hand, we say that \( d\sigma(f) \) belongs to the Nevai class if
\[ \lim_{n \to \infty} \Phi_n(0) \frac{d|\Phi_n|}{|\Phi_n(0)|} = 0. \]

The relation between the above two classes can be viewed using the results contained in [13].

### 1.2. Discrete Sobolev orthogonal polynomials

In the last years, some attention has been paid to the study of asymptotic properties of orthogonal polynomials with respect to non standard inner products. More precisely, several authors have focused their interest on sequences of polynomials orthogonal with respect to Sobolev inner products (see [12] for an updated overview with more than 350 references).

Their algebraic and analytic properties of orthogonal polynomials associated with a particular case of Sobolev inner product, the so called discrete case, have been intensively studied. The asymptotic behavior of such sequences of orthogonal polynomials, the localization, interlacing properties, asymptotic behavior and monotonicity of their zeros, Fourier expansions as well as their relevance in the analysis of spectral methods for boundary value problems in the theory of partial differential equations provide a very large field to explore.

The aim of this contribution is to study computational aspects of polynomials \( \{ \phi_n(z) \}_{n=0}^{\infty} \) which are orthogonormal with respect to the discrete Sobolev inner product
\[ \langle f, g \rangle = \sum_{k=0}^{N} \sum_{l=0}^{N} f(k) \overline{g(l)} \Phi_k(z_k) \Phi_l(z_l), \]

where \( k, l = 0, 1, \ldots, N \) are non negative integer numbers. To the best of our knowledge, the computational aspects of Sobolev inner products have not been studied previously up to for the real line case in an unpublished manuscript due to Van Assche [17], and the contributions [7,18]. We follow the same schedule and use the same ideas given in the manuscript [17]. The paper and the manuscript contain similar results with only few changes which are related with the support of the measure and the asymptotic properties of the sequence of orthogonal polynomials.
2. The Gelfand–Levitan approach

Basically, the Gelfand–Levitan approach is based on the fact that the polynomial \( \phi(z) \) of degree \( n \), orthonormal with respect to the Sobolev inner product (1.7) can be considered as a perturbation of \( \phi(z) \). Hence, useful information can be obtained by expanding \( \phi(z) \) in an orthonormal series

\[
\phi(z) = \sum_{n=0}^{\infty} \phi_n(z), \quad n > 0.
\]

This approach can be traced back to Bernstein for orthogonal polynomials on \([-1, 1]\) and probably Bernstein’s method in spired to Gelfand and Levitan to work out a similar procedure for the analysis of differential equations from its spectral function [8].

It is clear that the knowledge of the Fourier coefficients \( \hat{\phi}_k \), \( 0 \leq k \leq j \), \( 0 \leq j \leq n \), is the key to understand the behavior of the sequence of discrete Sobolev orthonormal polynomials \( \{ \phi_n(z) \} \) of order \( n \). Therefore, (2.8) can be represented in a matrix form as

\[
\begin{bmatrix}
\phi_0(z) & \phi_1(z) & \cdots & \phi_j(z)
\end{bmatrix}^T B \begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\vdots \\
\phi_j(z)
\end{bmatrix} = 0
\]

Let us introduce the lower triangular matrix

\[
L_n = \begin{bmatrix}
L_{n-1} & 0 & \cdots & 0 \\
L_{n-1} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
L_{n-1} & 0 & \cdots & 0
\end{bmatrix}
\]

of order \((n+1) \times (n+1)\). Therefore, (2.8) can be written as a matrix form as

\[
\phi(z) = L_n \phi(z)
\]

where

\[
\begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\phi_2(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix}^T B \begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\phi_2(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix} = 0
\]

and \( L_n \) is the transpose. Let

\[
B = \begin{bmatrix}
\langle \phi_0(z), \phi_0(z) \rangle & \langle \phi_0(z), \phi_1(z) \rangle & \cdots & \langle \phi_0(z), \phi_n(z) \rangle \\
\langle \phi_1(z), \phi_0(z) \rangle & \langle \phi_1(z), \phi_1(z) \rangle & \cdots & \langle \phi_1(z), \phi_n(z) \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle \phi_n(z), \phi_0(z) \rangle & \langle \phi_n(z), \phi_1(z) \rangle & \cdots & \langle \phi_n(z), \phi_n(z) \rangle
\end{bmatrix}
\]

be the Gram matrix associated with the sequence of orthonormal polynomials \( \{ \phi_n(z) \} \). From (2.10), we obtain

\[
\begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix} = L_n B \begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix}
\]

where

\[
L_n = \begin{bmatrix}
L_{n-1} & 0 & \cdots & 0 \\
L_{n-1} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
L_{n-1} & 0 & \cdots & 0
\end{bmatrix}
\]

is nonsingular, from (2.10) we also find

\[
\phi(z) = L_n \phi(z)
\]

so that

\[
\begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix} = L_n \phi(z)
\]

and

\[
\begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix} L_n \phi(z)
\]

Therefore, (1.7) can be written as

\[
\begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix} L_n \phi(z)
\]

so that

\[
\begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix} L_n \phi(z)
\]

and

\[
\begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix} L_n \phi(z)
\]

so that

\[
\begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix} L_n \phi(z)
\]

and

\[
\begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix} L_n \phi(z)
\]

so that

\[
\begin{bmatrix}
\phi_0(z) \\
\phi_1(z) \\
\vdots \\
\phi_n(z)
\end{bmatrix} L_n \phi(z)
\]
where $^\dagger$ denote the transpose conjugate. Thus, solving (2.11) for $G_n$ we get the following result.

**Lemma 2.1.** Let $G_n$ be the Gram matrix of the inner product (1.7) associated with the sequence of orthonormal polynomials $\{\phi_k(z)\}_{k=0}^\infty$. Then,

$$G_n \equiv \sum_{k=1}^n \langle \phi_k, \phi_k \rangle,$$

where $I_n$ is the lower triangular matrix defined in (2.9).

Taking into account that $I_n^\dagger$ is a lower triangular matrix and $(I_n^\dagger)^\dagger$ is an upper triangular matrix which is equal to the transpose of $I_n^\dagger$, Lemma 2.1 yields the Cholesky decomposition of the Gram matrix $G_n$. In other words, we get a straightforward numerical method based on numerical linear algebra for obtaining the Fourier coefficients $\hat{f}_{j,k}$, $0 \leq k, j \leq n$, $\mathcal{O}(n^3)$ steps. A natural question is: can we reduce this complexity? An affirmative answer is given in the next section.

3. Reducing the computational complexity

The entries in the Gram matrix $G_n$ are explicitly given by

$$\langle \phi_i(z), \phi_j(z) \rangle = \int_{-1}^{1} \phi_i(z) \phi_j(z) dz + \sum_{k=1}^n \frac{m}{2} \delta_{\phi_k(z)} \phi_k(z) \phi_j(z), \quad 0 \leq i, j \leq n,$$

where the evaluation of orthonormal polynomials $(\phi_k(z))_{k=0}^n$ in the support of the discrete part of the inner product appears. Thus we can write

$$G_n = I_n + S_n,$$

where $I_n$ is the identity matrix, and the entries of $S_n$ are

$$[S_n]_{ij} = \sum_{k=1}^n \frac{m}{2} \delta_{\phi_k(z)} \phi_k(z) \phi_j(z), \quad 0 \leq i, j \leq n. \quad (3.12)$$

From Lemma 2.1,

$$I_n^\dagger = I_n + I_n S_n.$$

Therefore, for $m < n$ and taking into account the last row of the matrices involved in the above identity, we get

$$0 = S_n^\dagger + \sum_{k=1}^n \delta_{\phi_k(z)} \phi_k(z), \quad 0 \leq m \leq n. \quad (3.13)$$

When $n \geq m$,

$$\frac{1}{j_{x,n}} = S_n^\dagger + \sum_{k=1}^n \delta_{\phi_k(z)} \phi_k(z). \quad (3.14)$$

From (3.12), we see that $[S_n]_{ij}$, $0 \leq i, j \leq n$, has a special form in which the variables $i$ and $j$ are separated in each term of the sum. This structure suggests that a similar separation of indices should also hold for the Fourier coefficients.

**Theorem 3.1.** Let $S_{x_{i,j}}$ be the kernel matrix with entries

$$[S_{x}]_{ij} = \sum_{k=1}^n \frac{m}{2} \delta_{\phi_k(z)} \phi_k(z) \phi_j(z), \quad 0 \leq i, j \leq n. \quad (3.15)$$

and, let $a_1, a_2, \ldots, a_N$ be the solution of the linear system of equations

$$[I_n + S_n] a = b, \quad (3.16)$$

where $\delta_{\phi_k(z)} = M_0, M_1, \ldots, M_n$ and $\hat{\psi}_0, \hat{\psi}_1, \ldots, \hat{\psi}_n$ are the Fourier transforms of $\phi_0, \phi_1, \ldots, \phi_n$, respectively. Then, for all $n \geq 0$, we have

$$\hat{\psi}_k = \sum_{i=1}^n i \sum_{j=1}^n \delta_{\phi_j(z)} \phi_j(z), \quad 0 \leq k \leq n. \quad (3.17)$$

and

$$\frac{1}{j_{x,n}} = \sum_{i=1}^n i \sum_{j=1}^n \delta_{\phi_j(z)} \phi_j(z). \quad (3.18)$$
Proof. In order to prove the above statements we need to show that (3.17) and (3.18) satisfy (3.15) and (3.14). If we use the proposed solution (3.17), then we find
\[
\frac{\Delta x_k}{\Delta x_a} + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k)
\]
By using the explicit expression for \((\Delta x_k)\), \(0 \leq k < n\), this becomes
\[
\frac{\Delta x_k}{\Delta x_a} + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k)
\]
Combining all the terms where the values \(\phi(z)\), \(0 \leq i \leq n\), appear, the above expression yields
\[
\frac{\Delta x_k}{\Delta x_a} + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k)
\]
Notice that the expression inside brackets is the \(i\)th equation in the linear system of Eq. (3.16). Hence, this expression vanishes and (3.13) is satisfied.

It remains now to determine the value of \(\Delta x_a\), which can be done using (3.14), as follows
\[
\frac{1}{\Delta x_a} + 1 = \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k)
\]
By using the explicit expression of \((\Delta x_k)\), \(0 \leq k < n\), and the solution (3.17) the previous identity becomes
\[
\frac{1}{\Delta x_a} + 1 = \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k) + \sum_{k=1}^n \left( \frac{\Delta x_k}{\Delta x_a} \right) \sum \left( \frac{\Delta x_k}{\Delta x_a} \right) (z^k)
\]
From the linear system of Eq. (3.16), we find
\[
N \sum_{i=1}^n (\Delta x_i) \sum \left( \frac{\Delta x_i}{\Delta x_a} \right) (z^i)
\]
Thus,
\[
\frac{1}{\Delta x_a} + 1 = \sum_{i=1}^n \left( \frac{\Delta x_i}{\Delta x_a} \right) \sum \left( \frac{\Delta x_i}{\Delta x_a} \right) (z^i) + \sum_{i=1}^n \left( \frac{\Delta x_i}{\Delta x_a} \right) \sum \left( \frac{\Delta x_i}{\Delta x_a} \right) (z^i) + \sum_{i=1}^n \left( \frac{\Delta x_i}{\Delta x_a} \right) \sum \left( \frac{\Delta x_i}{\Delta x_a} \right) (z^i) + \sum_{i=1}^n \left( \frac{\Delta x_i}{\Delta x_a} \right) \sum \left( \frac{\Delta x_i}{\Delta x_a} \right) (z^i)
\]
which corresponds to (3.18).

Here we recall a well known result [6] concerning the relation between the algebraic expressions of both families of orthogonal polynomials \(\phi_j(z)\) and \(\psi_j(z)\). Indeed, this is the standard way to obtain the linear system of Eq. (3.16).

Notice that we have reduced the computation of the Fourier coefficients \(\Delta x_j\), \(0 \leq k \leq j \leq n\), to solve the linear system of Eq. (3.16). The next step is to evaluate the polynomials \(\psi_j(z)\) and some of their derivatives at the \(N + 1\) points \(a_i\), \(0 \leq i \leq N\). This can be done in \(O(N + 1)\) steps using the recurrence relation (1.1). The kernel matrix \(K_{ij}\) can be obtained from the Christoffel-Darboux formula (1.4) in \(O(N)\) steps. Thus, \(\Delta x_j\), \(0 \leq j \leq n\), can be computed in \(O(N)\) steps whenever \(N\) is finite. As a consequence, we need the required computing time to calculate the complete array of Fourier coefficients.

Corollary 3.1. To compute the Fourier coefficients \(\Delta x_j\), \(0 \leq k \leq j \leq n\), we require \(O(N)\) operations.

The kernel matrix \(K_{ij}\) given in (3.15) satisfies an interesting extremal property, which was first observed by Grenander and Rosenblatt [9] motivated by their applications in the theory of stochastic processes.

Let denote by \(P_{\lambda}\), the linear space of polynomials with complex coefficients and degree at most \(\lambda\) and let
\[
|X_{\lambda}|^2 = \int |X_{\lambda}(z)|^2 dz = 0, 1, \ldots, \infty
\]
be the squared norm of the polynomial \(X_{\lambda}(z) \in P_{\lambda}\), in the linear space \(H \in L^2(T, dz)\). If one imposes the constraints
\[
X_{\lambda}(z) \in P_{\lambda}, \quad \lambda = 0, 1, \ldots, N
\]
the minimum of \(|X_{\lambda}(z)|^2\) among all polynomials in \(P_{\lambda}\), satisfying the above constraints is
\[
\delta^\lambda_{\lambda_{\lambda_{\lambda}}},
\]
where \(d\) is the \((N + 1)\) dimensional column vector \(d_0, d_1, \ldots, d_{N+1}\). It is clear that we need to take \(N \geq N\), otherwise the above constraints cannot be satisfied. Grenander and Rosenblatt also give the asymptotics of (3.19) when the measure...
satisfies the Szeg˝o condition and the points are inside the unit circle. Their results for constraints on the unit circle however turn out to be wrong, see [14, pp. 26].

4. Recovering the discrete part outside the unit circle

Let us discuss now an application of the above results to the study of the asymptotic behavior of the discrete Sobolev orthogonal polynomials on the unit circle [2,10,11].

Let \( \Pi = \{ z \in \mathbb{C} \cap |z| < 1 \} \) be the open unit disk. The most extensively studied case of discrete Sobolev inner product corresponds to the case where \( z \in \Pi \cap N \). In this section, we propose a way to locate the points \( z \) in the masses \( M_0 \), and the order of the derivatives \( L \) of \( z \), by checking the outer relative asymptotics. In [3,6,11,10,2] and the references therein, the outer relative asymptotics of orthogonal polynomials with respect to a discrete Sobolev inner product on the unit circle was intensively studied. Here, we propose a slightly modified outline based on the results given in the previous section.

In order to obtain the asymptotic behavior of the ratio \( q_n(z)/q_n(\bar{z}) \), we need to study some asymptotic results for \( \lambda_n \) and \( \lambda_{n+1} \).

**Lemma 4.1.** Let assume that \( q_n(z) \) belongs to the Nevai class and \( z \in \Pi \). If \( \lambda_n \) is \( q_n(z) \) and \( (q_n(z), q_n(\bar{z})) \), then

\[
\lim_{n \to \infty} \text{diag } h_n = \left( \frac{1}{\lambda_n} \right)_{n=1}^N \quad \text{and the result follows.}
\]

**Proof.** For the kernel matrix \( \mathcal{K} \), given in (3.15), we have

\[
\text{diag } h_n = \left( \frac{1}{\lambda_n} \right)_{n=1}^N \quad \text{and the result follows.}
\]

**Lemma 4.2.** Let assume that \( q_n(z) \) belongs to the Nevai class and \( z \in \Pi \). Then

\[
\lim_{n \to \infty} \lambda_n = 1 + \lambda_{n+1} \quad \lambda_{n+1} \quad \lambda_{n+1},
\]

where \( \lambda = [1, 1, \ldots] \) is a \((N+1)\) dimensional row vector.

**Proof.** From Theorem 3.1, we have

\[
q_n(z) = 1 + \lambda_n h_n + \frac{d_n}{\lambda_n} h_n
\]

(4.21)

Since [6],

\[
\lim_{n \to \infty} \lambda_n h_n = 0, \quad i = 0, 1, \ldots, N.
\]

(4.22)

when \( n \) tends to infinity we can replace in (4.21) \((d_n + \frac{d_n}{\lambda_n})\) by \((d_n h_n)\). Thus,

\[
\lim_{n \to \infty} \lambda_n = 1 + \lambda_{n+1} \quad \lambda_{n+1}
\]

(4.23)

which gives the desired result. \( \Box \)

We are now ready to deduce the outer relative asymptotic behavior.

**Theorem 4.1.** Let assume that \( q_n(z) \) belongs to the Nevai class and \( z \in \Pi \). Then

\[
\lim_{n \to \infty} \frac{q_n(z)}{q_n(\bar{z})} = \lambda_{1, \ldots, \infty}
\]

(4.24)

where \( \lambda_{1, \ldots, \infty} \) uniformly on every compact subset of \( \mathbb{C} \).
Proof. By using Theorem 3.1, we rewrite (2.10) as
\[
\tilde{\psi}(z) = \phi_0(z) + \sum_{k=1}^{N} \sum_{j=1}^{n(k)} M_{k,j}(z) \frac{\phi_j^{(k)}(z)}{\phi_j(z)}
\]
Therefore,
\[
\frac{\tilde{\psi}(z)}{\phi_0(z)} = \lambda_k \left( \begin{array}{c}
1 \\
\mathbf{b}^w_i (\mathbf{h}_n + D_u K_n)^{-1} D_u (\text{diag } \mathbf{b}_u) K_i \end{array} \right).
\]
where
\[
K_i = \begin{bmatrix}
K^{(1)} (z, z) & K^{(2)} (z, z) & \cdots & K^{(n)} (z, z) \\
K^{(1)} (z, z) & K^{(2)} (z, z) & \cdots & K^{(n)} (z, z) \\
\vdots & \vdots & \ddots & \vdots \\
K^{(1)} (z, z) & K^{(2)} (z, z) & \cdots & K^{(n)} (z, z)
\end{bmatrix}
\]
Notice that, when \(n\) tends to infinity, we can replace \((h_n + D_u K_n)^{-1}\) by \((D_u K_n)^{-1}\) in (4.2.2) just as in the previous theorm.
Thus, using (4.2.20) and Lemma 4.2 the result follows. \(\square\)

If \(z_j, i = 0, 1, \ldots, N\) and \(e_i\) denotes the column vector with entries \(e_{ij} = 0, 1, \ldots, N\), then from the previous result we get
\[
\lim_{n \to \infty} \frac{\tilde{\psi}(z)}{\phi_0(z)} = \begin{bmatrix} 1 & 1 & \cdots & 1 \end{bmatrix} e_i, \quad i = 1, 2, \ldots, N.
\]
Thus we have proved the following.

Corollary 4.1. Suppose that \(d(z)\) belongs to the Nevali class and \(z_i \in \mathbb{C} \setminus \mathbb{T}, i = 0, 1, \ldots, N\). Then
\[
\lim_{n \to \infty} \frac{\tilde{\psi}(z)}{\phi_0(z)} = 0.
\]
Theorem 4.1 and its corollary give a way to locate the points \(z_i, i = 0, 1, \ldots, N\), where the derivatives in the discrete Sobolev inner product are evaluated. In order to obtain the masses \(M_i\) and the order of the derivatives \(l, i = 0, 1, \ldots, N\), associated with the discrete part, we can use the following result.

Theorem 4.2. Suppose that \(d(z)\) belongs to the Nevali class and \(z_i \in \mathbb{C} \setminus \mathbb{T}, i = 0, 1, \ldots, N\) Then
\[
\lim_{n \to \infty} \frac{\tilde{\psi}(z)}{\phi_0(z)} = \left( \begin{array}{c}
\mathbf{a}_1 \\
\mathbf{a}_2 \\
\vdots \\
\mathbf{a}_N
\end{array} \right) \left( \begin{array}{c}
\mathbf{b}_1 \\
\mathbf{b}_2 \\
\vdots \\
\mathbf{b}_N
\end{array} \right), \quad i = 0, 1, \ldots, N.
\]

Proof. From (2.10) and Theorem 3.1, we have
\[
\tilde{\psi}(z) = \phi_0(z) + \sum_{k=1}^{N} \sum_{j=1}^{n(k)} M_{k,j}(z) \frac{\phi_j^{(k)}(z)}{\phi_j(z)} \left( \begin{array}{c}
1 \\
\mathbf{b}_j^w_i (\mathbf{h}_n + D_u K_n)^{-1} D_u (\text{diag } \mathbf{b}_u) K_i \end{array} \right).
\]
Therefore,
\[
\frac{\tilde{\psi}(z)}{\phi_0(z)} = \left( \begin{array}{c}
\psi_1^{(1)}(z) \\
\psi_2^{(1)}(z) \\
\vdots \\
\psi_N^{(1)}(z)
\end{array} \right) \left( \begin{array}{c}
\mathbf{a}_1 \\
\mathbf{a}_2 \\
\vdots \\
\mathbf{a}_N
\end{array} \right) \left( \begin{array}{c}
\mathbf{b}_1 \\
\mathbf{b}_2 \\
\vdots \\
\mathbf{b}_N
\end{array} \right), \quad i = 0, 1, \ldots, N.
\]
According to Lemma 4.1 and following the same procedure as above, we obtain
\[
\lim_{n \to \infty} \psi(nz, \psi^* \theta(nz)) = 1 \text{ for all } z \in \mathbb{C} \setminus \mathbb{T}.
\]

and so our statement holds. \(\square\)

From the above result, we can obtain the masses and the derivatives in the discrete part of (1.7) by checking the behavior of \(\psi(nz, \psi^* \theta(nz))\) for different choices of the integer \(l\). When \(l = 0\), the limit exists and it gives the value of the mass \(M_l\).

5. Some remarks and open problems

Notice that we can derive in a straightforward way all the previous results for discrete Sobolev orthogonal polynomials on the real line, see [17]. In fact, we can say even more. Most of our results are still valid when the measure \(d\tau(z)\) is supported on a rectifiable Jordan curve or arc in the complex plane. We restrict ourselves to the unit circle case because the statements become more transparent. From the asymptotic point of view, in [1] outer relative asymptotics have been done when the measure \(d\tau(z)\) supported on a rectifiable Jordan curve or arc belongs to the Szego \(\gamma\)-class. In our work we have focused our attention in a more general family of measures supported on the unit circle, the so called Nevai class that contains in a strict sense the Szego \(\gamma\)-class.

According to the above asymptotics, it is natural to ask what happens when the points \(z, z \neq 0, 1, \ldots, N\) are located on the unit circle. The answer is well known. In any case, if \(d\tau(z)\) belongs to the Szego \(\gamma\)-class, then using the results of [3,4] or the previous ideas, we deduce in a straightforward way that

\[
\lim_{n \to \infty} \frac{\psi(nz, \psi^* \theta(nz))}{\psi(nz, \theta(nz))} = 1.
\]

uniformly on compact subsets of \(\mathbb{C} \setminus \mathbb{T}\). Obviously, our procedure to recover the discrete part of the Sobolev inner product does not hold here. Thus, a first natural question is: how to recover in this case the discrete part of our inner product?

Although the asymptotic behavior of polynomials orthogonal with respect to a discrete Sobolev has been intensively studied, there still remain some open problems to consider. What happens when the points \(z, z \neq 0, 1, \ldots, N\) are inside the unit circle? We conjecture that, under certain conditions on \(d\tau(z)\), the discrete Sobolev orthogonal polynomials have the same outer asymptotic behavior as the polynomials orthogonal with respect to \(d\tau(z)\), when \(n\) tends to infinity.
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