Wide band energy analysis of fluidized bed pressure fluctuation signals using a frequency division method
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Abstract: A statistical method based on approximation of the cumulative energy distribution by Student’s t-distribution is proposed for the unbiased frequency domain division. The proposed method fixes the number of samples needed to estimate the power spectrum and its corresponding cumulative energy distribution using the Kolmogorov–Smirnov test. The reliability of the method to divide the frequency domain was shown for different fluidization velocities by changing the bed aspect ratio and using different pressure probes. Water–induced defluidization tests were conducted to illustrate the use of wide band energy as a monitoring tool. The Student’s t-distribution results are compared with an analysis performed using the traditional visual inspection method. The energy of the power spectrum contained within the frequency regions obtained by the visual method is not able to detect changes in the bed aspect ratio or the start of the rotating distributor. No meaningful differences could be observed in the frequency regions using different quality pressure sensors because the approach using Student’s t-distribution focuses on the sharp energy increase produced by the primary frequencies of the power spectrum. The sensitivity exhibited by the proposed frequency division approach for the range of fluidization conditions tested improves the use of the energy contained in these regions as a diagnostic tool in fluidized bed processes.
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1. Introduction

Pressure fluctuations are one of the most commonly measured parameters used for the monitoring of fluidized beds (van der Schaar et al., 1998). There are several methods proposed in the literature to analyze such signals, which can be grouped into three categories as a function of the domain type: (1) time, (2) frequency and (3) state space (van Ommen et al., 2011). Focusing on the frequency domain analysis type, it is typically performed using power spectral density (PSD) analysis (Brown and Brue, 2001).

The frequency analysis of pressure fluctuations is used to obtain information about the fluidization dynamics and to diagnose the fluidization state (Kage et al., 2000). Characteristic features of the power spectrum have been used for the description of the fluidization regime. For example, the frequency peak and the dominant frequency have been used to detect defluidization in coating and drying processes (Parise et al., 2011; de Martin et al., 2011). The coherent standard deviation and the average frequency of pressure fluctuations have also been used to estimate the bubble size and to detect the regime transitions in slurry bubble columns (Chilekar et al., 2005; Ruthiya et al., 2005). Similarly, the type of the power spectrum fall-off with frequency has been used as a tool for distinguishing between deterministic and noise systems (Johnsson et al., 2000; van der Schaar et al., 1999, 2004; van Ommen et al., 2011; Vander Stappen, 1996). Another important parameter obtained
from the frequency domain is the energy contained within the power spectrum. According to Johnsson et al. (2000), this variable, the wide band energy, reflects the change in operational regimes and can be used to characterize the structure of a fluidized bed. More recently, the wide band energy has been used to detect defluidization phenomena (Gómez-Hernández et al., 2012).

The use of the wide band energy as a monitoring tool presents some advantages in comparison to other parameters obtained from the frequency domain. The easy and fast computation of the wide band energy provides a reliable view of the dynamic behavior of the system once the power spectrum is properly divided into a set of frequency regions (Briongos and Guardiola, 2003; Gómez-Hernández et al., 2012; van der Schaaf et al., 2002, 2004). Traditionally, this type of frequency division has been conducted using visual selection of the cut-off frequencies between the different spectral regions. In this procedure, the observer visually identifies the frequency limits by studying the behavior of the frequency domain either in the power spectrum (Johnsson et al., 2000; van der Schaaf et al., 1999; Vander Stappen, 1996) or as the cumulative energy distribution (Gómez-Hernández et al., 2012). However, the visual inspection approach has at least two major drawbacks, as follows: (i) the cut-off frequencies obtained through the visual inspection depend on the observer and (ii) the power spectrum fall-off is unavoidably affected by the quality of the measured signal, i.e., the transducer type and the signal conditioning. Consequently, the division of the frequency domain as a function of the power spectra or the cumulative energy distribution is not always a reliable process. Therefore, to conduct a reliable wide band energy computation, it is necessary to remove the bias introduced by the observer.

In this study, a procedure for the systematic computation of the wide band energy is developed. The proposed methodology is based on a Student's $t$-distribution fitting of the power spectrum cumulative energy (CE). The Kolmogorov–Smirnov test is used to compare the cumulative energy with Student's $t$-distribution. As a result, three frequency regions are found. The differences that appear at the distribution tails when comparing the cumulative energy with the corresponding Student's $t$-distribution discriminate the cut-off frequencies that separate the three frequency regions.

2. Experimental setup

Two cylindrical lab-scale Bubbling Fluidized Beds (BFBs) were used for the experiments. The first apparatus is a cylindrical poly methyl methacrylate (PMMA) vessel with a 0.07 m inner diameter, $d$, and a 1 m height. The air distributor consists of 7 tuyeres with eight 0.5 mm diameter holes in each. The plenum is filled with a metallic mesh to ensure homogeneous air distribution. The bed aspect ratio is fixed at $h_b/d = 1$.

The second fluidized bed facility (Fig. 1) is equipped with an electric motor to rotate the distributor. The cylindrical vessel has an inner diameter, $D$, of 0.192 m, and a height of 1 m (Soria-Verdugo et al., 2011). The fixed bed height, $h_b$, is fixed at 0.75 - $D$. The rotating distributor consists of a perforated plate with 275 orifices of 2 mm diameter each, arranged in a triangular configuration with an 11 mm pitch. There are two types of experiments conducted in this facility, those with the distributor rotating at an angular velocity of 100 rpm and those with a static distributor.

The bed material was silica sand particles for all experiments, classified as Group B according to the Geldart’s classification (Geldart, 1973). The particle density was measured at 2645.5 kg/m$^3$ with a standard deviation of 2.5 kg/m$^3$, and a mean diameter of 683 µm. The beds were fluidized with air at ambient conditions, and the airflow was measured with a rotameter. The minimum fluidization velocity was measured at $U_{mf}=0.33$ m/s and $U_{mf}=0.31$ m/s for the static and rotating distributor, respectively (Sobrino et al., 2008).

The measurement system in the small facility $(d=0.07$ m) consisted of one pressure probe placed at the plenum chamber with 4 mm inner diameter and 0.10 m length. These dimensions guarantee an undisturbed transfer of the signal (van Ommen et al., 1999). A Kistler sensor, type 7261, was connected to this probe to measure the differential pressure fluctuations.

The pressure fluctuations in the rotating distributor bed $(D=0.19$ m) were measured using 2 pressure probes (Fig. 1). The pressure probes were placed through the bed wall; one probe was placed at the plenum and the other was placed above the distributor at a height of 0.75$D/2$. The probe dimensions for this facility are similar to those of the smaller facility. Two Kistler and Honeywell (SPT type) pressure sensors were placed in the plenum.
chamber. Another Kistler sensor was placed at a height of 0.75D above the distributor.

The measurements from the Kistler sensors were amplified using a Kistler amplifier type 50515. The signals were stored on a PC using a National Instruments data acquisition system type 9234 for the Kistler measurements and type 9205 for the Honeywell pressure signals, working in both cases at a sampling frequency of 400 Hz. All signals were filtered through a low pass filter at 0.16 Hz and a high pass filter at 200 Hz.

3. Experimental procedure

To study the feasibility of the frequency division method, three types of tests were conducted (Table 1): (1) varying the relative fluidization velocity, \( U_r = U/U_{mf} \), (2) changing the bed height, and (3) studying the water-induced defluidization process.

Experiments for the first type of test were conducted on the small fluidized bed \((d=0.07 \text{ m})\) by changing the relative velocity, \( U_r \), from 1.9 to 3.78 at a constant bed aspect ratio of \( h_b/D = 1 \). The raw pressure signal data recorded at the plenum chamber with the Kistler sensor were used to determine the improvement of the proposed method compared with the visual detection method.

The well-known effect of the bed aspect ratio on the natural bed frequency was used to test the reliability of the frequency division method (van der Schaaf et al., 2004). By increasing the bed height of the fluidized bed equipped with the rotating distributor \((D=0.19 \text{ m})\), slug type fluidization was induced in the bed. The dynamic features of the fluidized bed were then modified by varying the bed aspect ratio, \( h_b/D = 0.75, 1.5 \) and 2. In these tests, the relative fluidization velocity was constant at \( U_r = 1.6 \), where the bed was shown to be well-fluidized (Gómez-Hernández et al., 2012). The effect of the pressure probe location and the influence of the pressure sensor type were also analyzed.

Water-induced defluidization experiments were carried out using the rotating distributor facility \((D=0.19 \text{ m})\) to illustrate the use of the wide band energy as a monitoring tool. Applying the proposed frequency division methodology, the frequency domain was divided into three regions, in which the energy of the power spectrum was calculated. In these tests, the aspect ratio was fixed at \( h_b/D = 0.75 \), and the fluidization velocity was \( U_r = 1.6 \). According to Gómez-Hernández et al. (2012), the tests started with the bed working without the presence of agglomerates, i.e., nominal conditions. Then, 150 ml of water was injected on the surface of the bed, at a distance of 1 m perpendicular to the distributor, causing defluidization of the bed. The rotating distributor was then used to counteract the defluidization phenomenon.

4. Frequency division method

As stated above, the estimation of the wide band energy requires the identification of different frequency regions in the frequency domain. In this section, an unbiased and systematic method is proposed to identify the frequencies that divide the power spectrum.

The method assumes that the high energy region of the cumulative energy distribution can be approximated with a statistical distribution. The distribution fits the high energy region of the CE with high accuracy; this region is usually centered on the dominant frequency region of the spectrum. However, the CE distribution tails are not well-approximated by the statistical distribution. This result is used in the proposed method to identify the spectral boundary regions. The region of coincidence between the statistical and experimental CE distributions is identified using the Kolmogorov–Smirnov test. In this manner, the CE frequency distribution can be divided into three regions: Two poorly matched regions (Regions I and III), which correspond to the tails of the CE distribution, and a well-matched region (Region II), which corresponds to the highest energy content of the distribution. Several statistic distributions were analyzed to fit the cumulative energy distribution. The experimental conditions in this study favored the use of Student’s t-distribution as the statistical distribution to fit the experimental data. The methodology can be applied using any statistical distribution that appropriately fits the data.

Student’s t-distribution is well-known in statistics and, in its non-standardized form, is expressed as follows:

\[
p(x|\mu, \lambda, \nu) = \frac{\Gamma\left(\frac{\nu+1}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)} \left(\frac{\lambda}{\nu}\right)^{1/2} \left(1 + \frac{\lambda(x-\mu)^2}{\nu}\right)^{-\frac{\nu+1}{2}}
\]

where \( p(x) \) denotes the Student’s probability density function (PDF) of the variable \( x \) with location parameter \( \mu \), scale parameter \( \lambda > 0 \), and shape parameter \( \nu > 0 \). These parameters are estimated according to the maximum-likelihood estimation (MLE) method (Dempster, 1977). The Kolmogorov–Smirnov test is a simple method to test whether an empirical sample follows a specific distribution, which is the null hypothesis \((H_0)\), against the alternative hypothesis \((H_1)\) that it follows a different distribution. The test compares the empirical cumulative distribution function of the sample \( S_n(x) \) (i.e., the cumulative energy distribution), with the statistic cumulative distribution function \( CDF \), which is the fitted statistic distribution, Eq. (2), as follows:

\[
D_n = \max |S_n(x) - CDF(x)|
\]

where \( D_n \) is the distance between the cumulative distributions. The distance, \( D_n \), is used to obtain the modified statistic, \( D^* \), as shown in Eq. (3), which will be compared to the critical values of the test for a certain level of significance, \( \alpha \) (Stephens, 1970). The modified statistic, \( D^* \), is a function of the sample size \( n \), computed as a function of the size of both cumulative distributions \( n_1 \) and \( n_2 \) by Eq. (4) as follows:

\[
D^* = D_n(\sqrt{n} + 0.11 + 0.12/\sqrt{n})
\]

\[
n = \frac{n_1n_2}{n_1 + n_2}
\]

The Kolmogorov–Smirnov test is constructed by using the critical values of the Kolmogorov distribution (Stephens, 1970). The null hypothesis is rejected at level \( \alpha \) if \( D^* > K_\alpha \), where \( K_\alpha \) is found from the Kolmogorov distribution as follows:

\[
\Pr(K \leq K_\alpha) = 1 - \alpha
\]

The procedure for processing the pressure data is outlined in Fig. 2 and can be summarized as follows:

- Determination of the power spectrum of the pressure signal using Welch’s method (Welch, 1967).
• Computation of the cumulative energy in the frequency domain.
• Fitting of the cumulative energy function to the Student’s t-distribution. The fitting was performed using the maximum-likelihood estimation method (MLE), assuming that the cumulative energy distribution is distributed as a Student’s t-distribution with all unknown characteristic parameters (Dempster, 1977; Fisher, 1925).
• Determination of the goodness of fit between the cumulative energy and the Student’s t-distribution’s cumulative density (CDF) using the standard error of the estimated parameters. The standard errors of the location, scale, and shape parameters were analyzed. It was found that when the standard error values of the shape parameter were below \( \hat{s}_0 = 0.07 \), the cumulative energy distribution was well-approximated by Student’s t-distribution.
• Division of the frequency regions at the points where the cumulative density function of the Student’s t-distribution ceased to satisfy the Kolmogorov–Smirnov test. The test distinguished between the tails of the energy distribution, which are not well-described by the Student’s t-distribution, and the central frequency region which, in contrast, is well-approximated by the statistical distribution. The significance level presented a low influence on the cut-off frequencies, and for that reason, a typical value of \( \alpha = 5\% \) was used in the Kolmogorov–Smirnov tests (Stephens, 1970).

To follow the procedure stated above, it is necessary to set some criteria for the number of samples \( (N_s) \) needed for the computation of each sub-spectrum using Welch’s method. The procedure consists of the initial estimation of the PSD using \( N_s = 1024 \) samples for the computation of each sub-spectrum. Then, the CE is approximated by the Student’s t-distribution CDF. The goodness of fit determines whether the frequency resolution is high enough to describe the characteristic frequencies of the system. If not, the number of points considered \( (N_s) \) is increased, and the procedure is restarted.

The effect of the number of samples on the standard error was investigated through examination of the data. The standard error of the power spectrum using \( N_s = 4096 \) was \( \hat{s}_0 = 0.07 \). If the number of samples was increased to \( N_s = 8192 \), the standard error decreased to \( \hat{s}_0 = 0.049 \). However, the decrease of the standard error caused a reduction of the frequency range where the Student’s t-distribution matched the cumulative energy distribution; consequently, the central region of coincidence between both distributions decreased drastically. This decrease changed the energy distribution, leading to a possible failure of the Kolmogorov–Smirnov test when identifying the corresponding cut-off frequencies.

5. Results

The statistical frequency division method based on the Student’s t-distribution approximation was applied to different measured pressure fluctuation signals collected either by Kistler or Honeywell pressure transducers. Several tests varying the relative gas velocity \( (1.8 < U_r < 3.78) \), performed in the small bed facility \( (d = 0.07 \text{ m}) \), were analyzed to understand the operational limits of this method. The influence of the bed height on the Student’s t-distribution fit and the measurement conditions were studied for the fluidized bed equipped with a rotating distributor \( (D = 0.19 \text{ m}) \). Finally, water-induced defluidization tests are presented to illustrate the performance of the method as a monitoring tool (Table 1).

5.1. Dynamic aspects of the frequency division method: the gas velocity effect

Tests were conducted in the small bed facility to study the influence of the gas velocity on the frequency domain division. The proposed statistical method and the visual approach were applied and compared for different fluidization velocities ranging from \( U_r = 1.9 \) to 3.78 with constant \( h_0/d = 1 \).

The results of applying the statistical method to the pressure fluctuation signals are plotted in Fig. 3. In this figure, the degree of matching between the experimental results and the Student’s t-distribution approach with both the power spectral density and the cumulative energy distribution is shown. Comparing these graphs, it can be appreciated that the determination of the goodness of fit between both distributions is easier using the cumulative energy distributions. The change in the fluidization regime is detected by both the power spectrum and the cumulative energy distribution (Fig. 3). The results show that when the gas velocity was increased, a wider distribution of high energy frequencies was achieved. The Student’s t-distribution CDF is close to the energy distribution in the range of frequencies where the sharp increase of energy appeared. This well-fitted Student’s t-distribution region defines Region t-II, between the cut-off frequencies of the low \( f_{a1} \) and high \( f_{a2} \) frequency regions. According to these frequency limits (Fig. 3), the increase of the fluidization velocity produced a wider frequency range for Region t-II, covering most of the main characteristic frequencies shown in the spectrum, and therefore, showing sensitivity to bubbling dynamics. This result is a consequence of the wider range of frequencies with high energies, which can also be seen by comparing the \( U_r = 1.9 \) test (Fig. 3-a2) with the \( U_r = 2.84 \)–3.78 tests (Fig. 3-b2/c2). Because the frequency boundaries of Region t-II are wider, the energy is mostly concentrated in Region t-II and the energies of Regions t-I and t-III are relatively small (Table 2).
Fig. 3. Probability mass function and cumulative mass function for different fluidization velocities ($d=0.07$ m and $h_b/d=1$): (a1) PSD and (a2) CE for $U_r=1.9$, (b1) PSD and (b2) CE for $U_r=2.84$, (c1) PSD and (c2) CE for $U_r=3.78$.

Table 2

<table>
<thead>
<tr>
<th>Statistical approach [%]</th>
<th>Visual method [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_r$</td>
<td>Region I (Δ$f &lt; f_a$)</td>
</tr>
<tr>
<td>1.9</td>
<td>10.10</td>
</tr>
<tr>
<td>2.84</td>
<td>13.04</td>
</tr>
<tr>
<td>3.78</td>
<td>6.65</td>
</tr>
</tbody>
</table>

The power spectra of the energy data for the three velocities are shown in logarithmic form in Fig. 4. According to this figure, the increase in gas velocity influenced the total power of the PSD function but minimally influenced its shape (van der Schaaf et al., 2004). The logarithmic representation allowed the visual identification of the frequency limits. Thus, applying the visual division approach, Region 1 presents the cut-off frequency at $f_c=4$ Hz for $U_r=1.9$ and $f_c=6$ Hz for $U_r=2.84–3.78$ tests. However, as these frequency limits were visually chosen, other boundary values could be selected in the 3.7–7 Hz frequency range with similar accuracy because it is not clear where the power (or exponential) fall-off with frequency begins (Johnsson et al., 2000). Similarly, it was difficult to find the upper frequency limit of Region 2 ($f_c$). This frequency limit was fixed to $f_c=23$ Hz for the $U_r=1.9$ and $f_c=30$ Hz for the $U_r=2.84–3.78$ tests. The wide band energy values of the visual frequency regions were primarily found in Region 1 (Table 2). Those energy values were only slightly influenced by the lower frequency limit decrease, i.e., they merely increased because of the total power
increase. In contrast, the energy of Region 3 was almost negligible and independent to changes in the fluidization velocity.

The comparison of these results showed that both methods detected changes in the fluidization velocity. However, in addition to the difficulties in selecting the cut-off frequencies, Region 3 can be neglected because it is nearly independent of changes in the fluidization velocity. In contrast, the three Student’s $t$-distribution regions showed the effect of the gas velocity change.

5.2. Dynamic aspects of the frequency division method: the bed aspect ratio effect

It has been previously reported in the literature (Kage et al., 2000; van der Schaaf et al., 2004) that increasing the settled bed height at a constant gas velocity produces a decrease of the dominant frequency, while the power fall-off with frequency remains the same. This behavior is used to analyze both the sensitivity and reliability of the Student’s $t$-distribution frequency division approach. The reliability is assessed by studying whether the proposed methodology can be applied using the plenum and bed Kistler pressure signals to: (i) divide the frequency domain, and (ii) detect the changes in the bed aspect ratio. Then, the results obtained with the Student’s $t$-distribution frequency division approach will be compared with the visual frequency division approach. To that end, tests were performed by changing the settled bed height, using values of $h_b/D = 0.75, 1.5$ and $2$ at a constant air velocity ratio, $U_r = 1.6$, in the larger fluidized bed with a static distributor (Table 1).

The power spectra density functions and the cumulative energy distributions are shown in Fig. 5 for both pressure sensors. The results of the statistical methodology, i.e., the Student’s $t$-distribution fitting and cut-off frequencies, are also plotted with the cumulative energy distributions (Fig. 5-a2/b2). As expected, similar power spectra and cumulative energy distributions are found for both pressure probes, a result found in previous work by Gómez-Hernández et al. (2012). Focusing on the pressure measurements at the plenum chamber (Fig. 5-a1/a2), the transition from shallow to deeper beds is shown by a decrease of the dominant frequencies and by the appearance of secondary frequency peaks.

The power spectra of Fig. 5-a1 shows that these dominant frequencies decrease from $f_c = 2.7$ Hz for the shallow bed to $f_c = 1.85$ and $1.41$ Hz for $h_b/D = 1.5$ and $2$, respectively. These characteristic frequencies are in accordance with those calculated with the equations proposed by Baskakov et al. (1986). The bed aspect ratio increase produced the appearance of some secondary peaks at approximately $2–4$ Hz in the cases of $h_b/D = 1.5$ and $2$, illustrating the slug like regime for the deepest bed. The bed height changes can also be detected using the cumulative energy distributions by the displacement of the abrupt energy increase to lower frequencies (Fig. 5-a2). The secondary peaks shown in the PSD (Fig. 5-a1) are also detected by the cumulative energy distribution (Fig. 5-a2) as a change in the slope at approximately $2–4$ Hz. These secondary peaks shown in both the PSD and CE suggest the use of a bimodal distribution to describe the two modes shown in Fig. 5-a1 for the $h_b/D = 2$ test. This result indicates that the statistical distribution that fits the frequency domain depends on the experimental conditions. Nevertheless, the Student’s $t$-distribution fitting of the $h_b/D = 2$ test also offered valuable results, and for that reason, only the approximation of that statistic distribution to the experimental results will be considered in this work. Similar results are obtained for the pressure probe inside the bed for the cut-off frequencies and energy content of the frequency regions, considering each aspect ratio separately. The results are shown in Table 3.

Comparing the energy values of the beds with different aspect bed ratios, the results show that the energy contained in each region varies with the bed height change, as shown in Table 3.
The frequency peaks evident at frequencies higher than the dominant frequency for deep beds change the slope of the cumulative energy distribution; thus, the region of approximation between the Student’s t-distribution and the cumulative energy distribution is different. Therefore, as the frequency limits change, the dynamic features and the physical meanings attributed to the different frequency regions also change with the bed aspect ratio. Similar to the results found from Fig. 4, for \( h/D = 0.75 \) and 1.5 (Fig. 5), Region t-II is related to the bulk dynamics because it contains the dominant frequency of the bed, whereas Regions t-I and t-III represent the slow and the fast fluidization phenomena. However, the energy increase of the secondary frequency peaks shown in Fig. 5-a2 for the deepest bed \( (h/D = 2) \) cause the Student’s t-distribution fit to the cumulative energy distribution at higher frequencies, focusing Region t-II on these secondary peaks. Therefore, in this case, Region t-I now includes the main frequency of the bed, whereas Region t-II identifies the slug-like regime and Region t-III the fast fluidization phenomenon. From these results, it is concluded that as the bed height is increased, the energy of Region t-II diminishes, transferring a large portion of its energy to Region t-I, whereas the energy contained in the high frequency region (Region t-III) remains nearly constant.

Once the ability of the Student’s t-distribution methodology to detect changes in the bed aspect ratio was verified, its performance was studied by comparing the results with the visual frequency division method. As stated previously, the cut-off frequencies were visually fixed according to the changes in the power fall-off with frequency. The frequency limits and the energy contained in each region is shown in Table 3. These results show that the frequency limits of Regions 1 and 2 \( (f_a) \) decrease as the bed height is increased because the major frequency content of the pressure fluctuations move to lower frequencies (Kage et al., 2000). This type of frequency decrease did not appear for the cut-off frequencies in Regions 2 and 3 \( (f_a) \). The energy computation within these frequency regions confirms that Region 3 is influenced neither by the fluidization nor by the bed height increase. The energy of all frequency regions remains nearly constant with the bed height increase. This is because Region 1 always contains nearly 90% of the spectral energy (Table 4).

As previously, the visual frequency division starts with the power spectrum estimation and the evaluation of the power decay with frequency. As the results show for the Kistler PSD (Fig. 6-a1), there is a sharp frequency peak at \( f_s = 2.734 \) Hz in the power spectrum, which is followed by two different power fall-off regions with frequencies that can be fitted with similar accuracy either to exponential, \( P_s \propto \exp(-f/a) \), or power functions, \( P_s \propto f^{-a} \) (Johnson et al., 2000; van der Schaaf et al., 1999). The visual inspection of Fig. 6-a1 suggests that the frequency domain can be divided into three regions because the power fall-off with frequency changes at approximately 3 to 6 Hz and 20 to 30 Hz. The cut-off frequency between Regions 1 and 2 was placed at \( f_s = 5 \) Hz, and the frequency limit between Regions 2 and 3 is visually

### Table 3

<table>
<thead>
<tr>
<th>( h/D )</th>
<th>Pressure probe location</th>
<th>( f_s )</th>
<th>( f_a )</th>
<th>Region t-I ( (\Delta f &lt; f_s) )</th>
<th>Region t-II ( (f_s &lt; f_a) )</th>
<th>Region t-III ( (f_a &lt; f_s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>Plenum</td>
<td>2.54</td>
<td>3.32</td>
<td>7.35</td>
<td>58.32</td>
<td>34.33</td>
</tr>
<tr>
<td>1.5</td>
<td>Plenum</td>
<td>2.05</td>
<td>3.51</td>
<td>9.00</td>
<td>65.66</td>
<td>25.34</td>
</tr>
<tr>
<td>2</td>
<td>Plenum</td>
<td>1.76</td>
<td>2.15</td>
<td>35.78</td>
<td>26.01</td>
<td>38.20</td>
</tr>
<tr>
<td>0.75</td>
<td>h=7 cm</td>
<td>2.05</td>
<td>3.51</td>
<td>9.00</td>
<td>65.66</td>
<td>25.34</td>
</tr>
<tr>
<td>1.5</td>
<td>h=7 cm</td>
<td>1.76</td>
<td>2.15</td>
<td>35.78</td>
<td>26.01</td>
<td>38.20</td>
</tr>
<tr>
<td>2</td>
<td>h=7 cm</td>
<td>1.95</td>
<td>2.25</td>
<td>56.58</td>
<td>8.91</td>
<td>34.51</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>( h/D )</th>
<th>( f_s )</th>
<th>( f_a )</th>
<th>Region 1 ( (\Delta f &lt; f_s) )</th>
<th>Region 2 ( (f_s &lt; f_a) )</th>
<th>Region 3 ( (f_a &lt; f_s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>5</td>
<td>25</td>
<td>89.3</td>
<td>10.67</td>
<td>0.03</td>
</tr>
<tr>
<td>1.5</td>
<td>4</td>
<td>20</td>
<td>91.11</td>
<td>8.88</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>20</td>
<td>85.91</td>
<td>14.08</td>
<td>0.01</td>
</tr>
</tbody>
</table>

### 5.3. Pressure sensors rating effect

One of the primary drawbacks of the visual frequency division method is the bias caused by the observer when selecting the frequency limits. The measured pressure signal can be affected by noise, which hinders the detailed description of the high-frequency spectral region. Moreover, pressure sensor rating and signal conditioning can affect the signal quality and therefore, the frequency limit identification. For instance, the power spec-trum fall-off, which is critical for using the visual inspection method, can be significantly different if an industrial or laboratory pressure sensor is used.

Therefore, the possible effect of the pressure sensor rating for both the visual and unbiased Student’s t-distribution approaches was investigated. Pressure fluctuations recorded at the plenum chamber with both the Kistler and the Honeywell transducers were analyzed using both methods. The experimental runs were conducted in the 19-cm ID fluidized bed facility operating with the static distributor at \( U_r = 1.6 \) for 4 min. The Honeywell transducers, widely used in industrial applications, are characterized by a high level of noise in the raw pressure fluctuation signal; thus, the signal must be filtered. The spurious crossings in the raw Honeywell data produced aliasing problems leading to incorrect power spectrum estimation at high frequencies. Honeywell pressure-time signals were filtered using a moving average filter. A finite impulse filter (FIR) attenuates the high frequencies while retaining a sharp step response. The averaging window length of the filter was set according to the average cycle time of the unfiltered pressure signal (vander Stappen, 1996). In contrast to the Honeywell measurements, the high quality of the Kistler pressure signals ensured correct power spectrum estimation from the raw pressure data.

Fig. 6 shows the frequency regions obtained using both methods from the Kistler and Honeywell pressure signals. The corresponding power spectra (Fig. 6-a1/b1) and cumulative energy distributions (Fig. 6-a2/a2) were estimated for the measured Kistler signals (raw data) and for the filtered Honeywell data. The results from the visual inspection method (Region 1, 2 and 3) are presented in Fig. 6-a1/b2, and the Student’s t-distribution frequency regions (Region t-I, t-II and t-III) are shown in Fig. 6-b1/b2.

As previously, the visual frequency division starts with the power spectrum estimation and the evaluation of the power decay with frequency. As the results show for the Kistler PSD (Fig. 6-a1), there is a sharp frequency peak at \( f_s = 2.734 \) Hz in the power spectrum, which is followed by two different power fall-off regions with frequencies that can be fitted with similar accuracy either to exponential, \( P_s \propto \exp(-f/a) \), or power functions, \( P_s \propto f^{-a} \) (Johnson et al., 2000; van der Schaaf et al., 1999). The visual inspection of Fig. 6-a1 suggests that the frequency domain can be divided into three regions because the power fall-off with frequency changes at approximately 3 to 6 Hz and 20 to 30 Hz. The cut-off frequency between Regions 1 and 2 was placed at \( f_s = 5 \) Hz, and the frequency limit between Regions 2 and 3 is visually.
selected to be $f_{\text{ct}}=25$ Hz. Similar results are shown for the Honeywell pressure signal up to $f_{\text{ct}}=25$ Hz. At 25 Hz, the Honeywell power spectrum experiences a high level of noise, which prevents the development of the power-law fitting of Region 3 and the rigorous application of the visual inspection method.

In spite of the differences at the higher frequencies of the spectra (Region 3), both the Kistler and Honeywell spectral domains can be visually divided with the same frequency limits; consequently, the frequency regions represent identical domains can be visually divided with the same frequency limits; consequently, the frequency regions represent identical fluidization processes. These frequency regions are also plotted in energy terms with the cumulative energy distributions for both pressure sensors in Fig. 6-a2. The results in this figure show no significant differences between the two cumulative energy distributions because most of the characteristic frequencies of the bed are contained in Region 1 and Region 2, where the signal noise is negligible. Regarding the spectral regions resulting from the Student’s $t$-distribution approach, no meaningful differences can be observed either in the PSD (Fig. 6-b1) or in the cumulative energy distribution (Fig. 6-b2) between the Kistler and Honeywell data. Therefore, from the point of view of the pressure sensor rating, both the visual inspection method and the Student’s $t$-distribution approach are unaffected because the influence of the noise is restricted to Region t-III.

However, the sizes of the resulting regions are different, depending on which method is used to find the boundaries of the three regions. Therefore, the characteristic frequencies are likely to produce a different sensitivity in the wide-band energy calculated from the visual inspection and the Student’s $t$-distribution methods. To understand the response of the wide band energy to dynamic changes in the fluidized bed, their dynamic responses are compared.

Regarding the visual inspection method, Region 1 represents the macro-structure of the flow because it contains most of the characteristic frequencies of the bed dynamics (Johnson et al., 2000; van der Schaaf et al., 1999). However, only limited information about the nature of the macro-structure dynamics in the fluidized bed has been reported in the literature. Therefore, it is difficult to assign relative weights to the different bed dynamic scales in Region 1 for the fluidization conditions caused by the multiscale features of the bed dynamics. Nevertheless, the description serves to explain the wide band energy behavior from a monitoring point of view. As a result of the presence of the high power frequency peaks within Region 1 (Fig. 6-a1), $E_{\text{WB}}=89\%$ of the spectral energy is concentrated in Region 1. In contrast, Region 2 represents nearly $E_{\text{WB}}=10\%$ of the spectral energy and includes the inflection points that appeared in the cumulative energy distributions as a result of the abrupt energy change following the dominant frequency. Traditionally, Region 2 has been related to the finer structures of the bed (fast dynamic processes) (Johnson et al., 2000; van der Schaaf et al., 1999). Finally, the high frequency region involves less than $E_{\text{WB}}=1\%$ of the energy, proving that Region 3 has no clear dependence on the fluidization regime (Briongos and Guardiola, 2003; Johnson et al., 2000).

Different frequency regions were obtained applying the Student’s $t$-distribution approach, illustrated by comparing Fig. 6-a1/a2 with Fig. 6-b1/b2. The proposed statistical method disregards the previous physical interpretation of the spectrum and centers the division of the frequency domain on the mean frequency value. According to this approach, the region of coincidence between the Student’s $t$-distribution and the cumulative energy distribution defines Region t-II. Fig. 6-b2 shows the results of applying this method to the cumulative energy distributions obtained with the Kistler and Honeywell sensors. The frequency limits were fixed at $f_{\text{ct}}=2.5$ Hz and $f_{\text{ct}}=3.1$ Hz dividing the frequency domain into the lower (Region t-I) and upper (Region t-III) tails of the cumulative energy distribution that were a worse approximation of the data by the Student’s $t$-distribution function. As shown in Fig. 6-b1, for this case, the frequency limits divided the frequency spectra around the dominant frequency of the bed. The energy is now primarily
focused in Region t-II \((E_{WBII}=59\%)\), whereas \(E_{WBI}=7\%\) and \(E_{WBIII}=34\%\) of the energy are distributed in Regions t-I and t-III, respectively. Because of the difference in the cut-off frequencies and in the region size, the energy values and the dynamic processes related to each region are also different. Nevertheless, similar to the visual inspection method, the physical phenomena that characterize the spectra of Fig. 6-b1/b2, which correspond to the Student’s t-distribution approach, can be identified in terms of the time scale dynamics as follows:

- Region t-I \((\Delta f < f < 2.5\ Hz)\) represents the larger structures of the bed which are governing the low frequency dynamics and consequently drive the long-term dynamics of the bed.
- Region t-II \((2.5\ Hz < f < 3.1\ Hz)\) contains the dominant/mean frequency of the bed, suggesting that it is related to the bulk dynamics of the bed.
- Region t-III \((3.1\ Hz < f < f_N)\) includes the high frequency region of the spectrum and is related to the fast fluidization phenomena.
- The results in Fig. 6 show that the different energy contents resulting from the visual inspection and Student’s t-distribution method are caused by different distributions of the characteristic frequencies. In the case of the visual frequency division, there is a region that contains almost all the characteristic frequencies (Region 1) and high frequency regions that represent the fast fluidization phenomena (Region 2 and 3). However, for the Student’s t-distribution approach, the location of the cut-off frequencies around the dominant frequency allowed the division of the macro-structure of the flow, and consequently, the division of the previous Region 1 into several sections. This division can be illustrated by comparing the frequency limits of Region 1 \((\Delta f < f < 5\ Hz)\), Region 2 \((5\ Hz < f < 25\ Hz)\) and Region 3 \((25\ Hz < f)\), with the cut-off frequencies of Regions t-I \((\Delta f < f < 2.5\ Hz)\), t-II \((2.5\ Hz < f < 3.1\ Hz)\) and Region t-III \((3.1\ Hz < f < f_N)\). The new division of the bed frequencies provides a better sensitivity of the wide band energy parameter for describing bubbling dynamics.

5.4. Application to detection of the defluidization phenomena

Water-induced agglomeration tests were performed to illustrate the use of the wide band energy as a monitoring tool. These tests were conducted to reduce the fluidization quality through the defluidization of the bed and the subsequent recuperation processes. Thus, the wide band energy was estimated using the frequency regions obtained with the Student’s t-distribution (Fig. 7) and visual inspection (Fig. 8) methods. The cut-off frequencies were previously detailed in Fig. 6-b1/b2, for the

![Fig. 7. Wide band energy measured in the Student’s t-distribution regions for the Kistler sensor. (a) Region t-III \((3.12\ Hz < f < f_N)\), (b) Region t-II \((2.54\ Hz < f < 3.12\ Hz)\), (c) Region t-I \((\Delta f < f < 2.54\ Hz)\).](image-url)
The agglomeration tests were conducted in the fluidized bed equipped with a rotating distributor \((D=0.19 \text{ m})\) analyzing the Kistler signals recorded at the plenum chamber. The runs started with the bed working at \(U_i=1.6\) and \(h_i/D=0.75\) using the static distributor; these conditions are referred to as nominal conditions. After 6 min, 150 ml of water was injected onto the bed surface, causing the defluidization of the bed (Gómez-Hernández et al., 2012). Then, two different attempts to recover fluidization quality were performed: (1) with the static distributor and (2) with the rotating distributor.

The wide band energy values obtained using the Student’s \(t\)-distribution frequency regions are shown in Fig. 7. In this figure, the three control charts correspond to the three frequency regions into which the frequency domain was divided. On each chart, the wide band energy values are shown with a black line for the rotating distributor, and with a gray line for the static distributor recuperation. The mean value of the wide band energy at nominal conditions is shown as a reference value.

The water injection formed sticky agglomerates on the bed surface that tended to settle on the top of the distributor. This growth of dead zones over the distributor caused the defluidization of the bed and the appearance of channels near the injection zone, which modified the air distribution in the bed. This bed defluidization was detected by the wide band energy of Regions I-II and I-III (Fig. 7-a/b). As shown in Fig. 7, the punctual injection of water produced a substantial energy transfer of 20% from Region I-II (Fig. 7-b) to the higher frequencies in Region I-III (Fig. 7-a), caused by the appearance of channels around the injection zone. This energy transfer to the higher frequencies confirms that Region I-III is related to the fast phenomena. Further-more, the energy loss in Region I-II indicates that the bulk movement of the bed was hindered by the agglomeration formation, suggesting the defluidization of the bed. In contrast, the energy of Region I is not affected by the water injection, as shown during the static distributor recuperation process in Fig. 7-c, suggesting that the larger structures of the flow field, such as the bubble pattern, remain unaffected during the agglomerate formation. Visual observation of the tests showed that the agglomerates were not homogenously distributed within the bed, allowing the presence of a bubbling zone opposite the injection zone. This phenomenon explains why the wide-band energy of Region I-I was not affected by the water injection: a bubbling zone was maintained within the bed that preserved the long term behavior of the pressure measurements.

The recuperation process with the static distributor was only affected by the air flow; consequently, the agglomerate breakage was a slow phenomenon, requiring 19 min to return to the...
nominal conditions, as shown for Regions t-II and t-III (Fig. 7-a/b). Because of the slow rate of agglomerate destruction, there were channels during most of the recuperation process with the static distributor. In contrast, the rotating distributor reached nominal conditions for the mean wide band energy values 10 min after the water injection. The start of the distributor rotation produced an effect in the entire frequency domain, according to the Student’s t-distribution frequency regions (Fig. 7). The homogeneous bubble distribution caused by the distributor rotation at 100 rpm imposed a local structure on the bed dynamics (Gómez-Hernández et al., 2012). Moreover, the rotating effect broke the dead zones between the holes of the distributor, where the agglomerates were settled, and thus improving the channel destruction. The data for Region t-III in Fig. 7-a show that 1 min after the start of the distributor rotation, almost all channels had disappeared. This effect was detected immediately after switching on the distribution rotation, when the three energy regions suddenly changed their energy values, transferring almost 30% of the energy from Region t-III to Region t-I, as shown in Fig. 7-a/c. However, the agglomerates detached from the water injection zone were distributed on the fluidized bed as a consequence of the distributor rotation, reducing the fluidization quality for a few moments. That process is reflected by the energy transference from Region t-II to Region t-I (Fig. 7-b/c), pointing out that there is a change in the bed structure after the start of the distributor rotation.

Fig. 8 shows the wide band energy results using the visual frequency regions. As stated above, the frequency regions obtained with the visual approach are related to different phenomena than the Student’s t-distribution regions. In the case of the visual inspection method, Region 1 contains all the high frequency peaks and it is related to the macro-structure of the flow, whereas Regions 2 and 3 represent the finer structures. Therefore, the wide band energy of these frequency regions (Fig. 8) shows that the energy is primarily focused in Regions 1 ($E_{WB} = 90\%$) and 2 ($E_{WB} = 10\%$), whereas the energy value of Region 3 is insignificant in contrast to the Student’s t-distribution results (Fig. 7). The data shown in Fig. 8-b/c show that the water injection is detected by a 10% energy transference between Regions 1 and 2. The energy increase of the high frequencies (Region 2) highlights the channel formation. However, Region 3 is barely affected by the water injection (Fig. 8-a). In spite of that, according to Regions 1 and 2 (Fig. 8-b/c) 19 min were needed to recover the fluidization quality with the static distributor test, which is close to the time obtained by the Student’s t-distribution frequency regions (Fig. 8).

The effect of starting the distributor rotation is shown by the energy transferred from the higher (Region 2) to the lower (Region 1) frequencies due to the destruction of the channels (Fig. 8-b/c). According to the data, the distributor rotation only needed 5 min to recover the fluidization state and return to the nominal conditions. In contrast, the visual inspection during the test and the previous results showed that the recuperation process required at least 10 min to recover the initial fluidization quality. The false alarm can be explained by the wide frequency limits of Region 1. The start of the rotating distributor and the change in the fluidization pattern were codified at the lower frequencies (Region t-I). Because Region 1 contains all the frequencies up to $f_{\nu} = 4$ Hz, the energy increase produced by the start of the rotating distributor shown in Region t-I ($\Delta f < f < 2.54$ Hz) directly supports the wide band energy of Region 1 ($\Delta f < f < 4$ Hz). The appearance of a false alarm proves that the frequency limits of Region 1 are too wide to discriminate between the larger structures and the macro-structure of the flow field. Therefore, in spite of the detection of the channel destruction from the start of the distributor rotation (shown in Region 2, Fig. 8-b), the frequency regions obtained through the visual approach were not able to monitor the agglomeration tests.

6. Conclusions

The methodology proposed for the unbiased and systematical frequency domain division using the Student’s t-distribution approximation of the cumulative energy distribution improved the sensitivity of the wide band energy analysis. This method fixed the number of samples needed to estimate the power spectra, and the corresponding cumulative energy distribution, using the Kolmogorov–Smirnov test. The reliability of the method to divide the frequency domain was shown for different fluidization velocities, changing the bed aspect ratio and using different pressure probes.

The comparison between the visual frequency division approach and the proposed methodology showed significant differences in the cut-off frequencies. The estimated wide band energy in the frequency regions obtained using the visual method was not able to detect changes in the bed aspect ratio or the start of the rotating distributor. In contrast, the sensitivity demonstrated by the statistical frequency division approach would enable wide band energy to be used as a diagnostic tool in fluidized bed processes.

The application of the proposed methodology showed that the frequency limits vary as a function of the fluidization conditions. The fluidization conditions can also change the physical meaning of the frequency regions. The description of the physical meaning can be related to the time scales, and thus the different fluidization phenomena can be related to the wide band energy regions. This feature showed the capability of unbiased frequency regions to be used as a monitoring tool for water-induced defluidization tests, allowing the detection of some dynamic phenomena, such as channel formation, defluidization of the bed, and the start of the rotating distributor.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>inner diameter of small fluidized bed vessel</td>
</tr>
<tr>
<td>$D$</td>
<td>inner diameter of big fluidized bed vessel</td>
</tr>
<tr>
<td>$D_0$</td>
<td>distance between cumulative distributions</td>
</tr>
<tr>
<td>$D^*$</td>
<td>modified statistic of the Kolmogorov–Smirnov test</td>
</tr>
<tr>
<td>$E_{WB}$</td>
<td>wide band energy</td>
</tr>
<tr>
<td>$f$</td>
<td>frequency</td>
</tr>
<tr>
<td>$f_c$</td>
<td>characteristic frequency</td>
</tr>
<tr>
<td>$f_{\nu}$</td>
<td>lower cut-off frequency</td>
</tr>
<tr>
<td>$f_{\alpha}$</td>
<td>upper cut-off frequency</td>
</tr>
<tr>
<td>$f_N$</td>
<td>Nyquist frequency</td>
</tr>
<tr>
<td>$\Delta f$</td>
<td>frequency resolution</td>
</tr>
<tr>
<td>$h_0$</td>
<td>fixed bed height</td>
</tr>
<tr>
<td>$H_0$</td>
<td>null hypothesis</td>
</tr>
<tr>
<td>$H_1$</td>
<td>alternative hypothesis</td>
</tr>
<tr>
<td>$K_{NS}$</td>
<td>Kolmogorov threshold value</td>
</tr>
<tr>
<td>$n$</td>
<td>sample size</td>
</tr>
<tr>
<td>$N_s$</td>
<td>number of samples</td>
</tr>
<tr>
<td>$p(x)$</td>
<td>probability of $x$</td>
</tr>
<tr>
<td>$S_n(x)$</td>
<td>empirical cumulative distribution of $x$</td>
</tr>
<tr>
<td>$U_r$</td>
<td>relative gas velocity</td>
</tr>
<tr>
<td>$U_{inf}$</td>
<td>minimum fluidization velocity with rotating distributor</td>
</tr>
<tr>
<td>$U_{inf,s}$</td>
<td>minimum fluidization velocity with static distributor</td>
</tr>
</tbody>
</table>

Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>significance level</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>scale parameter</td>
</tr>
<tr>
<td>$\mu$</td>
<td>location parameter</td>
</tr>
<tr>
<td>$\nu$</td>
<td>shape parameter</td>
</tr>
<tr>
<td>$\hat{\sigma}$</td>
<td>standard error</td>
</tr>
</tbody>
</table>
Abbreviations

BFB  bubbling fluidized beds
CDF  cumulative density function
CE   cumulative energy
MLE  maximum-likelihood estimation method
PMMA poly methyl methacrylate
PSD  power spectral density
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