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Abstract

This thesis is concerned with the understanding of plasma velocity fields in three-dimensional toroidal magnetic confinement plasma devices such as the TJ-II stellarator—the magnetic confinement device subject of this thesis. Flow in these magnetic configurations is predominantly tangential to a set of nested toroidal surfaces known as magnetic or flux surfaces. The way in which the main plasma species (generally hydrogen or deuterium in fusion-oriented experiments) moves along these flux surfaces can have important effects on the confinement and stability properties of these devices. As an example, the improved confinement regime, known as H-mode, is associated with a strong variation of the $\mathbf{E} \times \mathbf{B}$ flow component across neighbouring flux surfaces.

The main experimental technique used in this work is Charge eXchange Recombination Spectroscopy (CXRS) of fully ionized carbon, $\text{C}^6^+$. Velocity and temperature measurements are obtained from Doppler shift and broadening of a $\text{C}^5^+$ spectral emission line, respectively, after $\text{C}^6^+$ ions undergo a charge exchange reaction with a neutral atom. The sightline arrangement of the TJ-II CXRS system, together with a compact neutral beam injector to stimulate $\text{C}^5^+$ line emission, allows local perpendicular and parallel velocity components to be obtained at different positions within a set of magnetic surfaces.

CXRS velocity measurements are compared with theoretical expectations of flow spatial variation and of flow component size in strongly magnetized plasmas. The flow component perpendicular to the magnetic field direction consist of $\mathbf{E} \times \mathbf{B}$ and diamagnetic flows. In toroidal systems such flows are compressible, i.e. they have a non-zero divergence. To conserve the number of particles, the parallel flow component is constrained to vary so that the total (perpendicular plus parallel) flow is incompressible. In this framework, the full incompressible velocity field within a flux surface is determined by two constant factors that multiply different flow components. These constants are directly related to the radial electric field, $E_r$, and the so-called bootstrap factor, both of which are obtained from standard neoclassical theory in non-axisymmetric configurations. The understanding of the mechanisms that determine these quantities is important. For instance, the radial electric field profile has profound consequences on the confinement of particles, as mentioned before. On the other hand, the differences between the bootstrap components of ions and electrons give rise to the bootstrap current, which can modify some properties of the magnetic structure and affect the stability of the plasma.

The results of this comparison are twofold.

In low pressure-gradient plasmas of TJ-II good agreement is obtained, both in the incompressible variation of the flow (which CXRS allows to verify) and between the measured and computed values of $E_r$ and bootstrap factor at several magnetic surfaces. A careful treatment of the complicated magnetic geometry has been fundamental to obtain this agreement, that provides confidence in the capability of the neoclassical theory to determine such factors.

In medium pressure-gradient plasmas, parallel flow measurements in TJ-II show notable and systematic deviations from an incompressible flow pattern. To interpret this observation it should be recalled that (1) incompressibility of the flow field of a given species relies on its number density being approximately constant on magnetic surfaces and that (2) CXRS measures the flow of $\text{C}^6^+$ ions. Because of their high charge number, carbon impurities can be in a collisional...
regime that is prone to develop density inhomogeneities on flux surfaces. The resulting impurity parallel pressure gradient drives a return flow that departs from incompressibility.

The calculation of the impurity density inhomogeneity and parallel return flow requires solving the particle continuity equation and parallel momentum balance consistently. This is done numerically with the aid of magnetic libraries. The results of these calculations for the higher pressure gradient plasma cast an impurity return flow of a size comparable to the measured incompressible flow deviations. However, at the location of the measurements the model generally predicts a small deviation with opposite sign to the observations. This remains true when additional terms like parallel electric fields or inertia are included in the model. To conclude it should be noted that an explanation for such flow deviations is of considerable importance as it can modify the ion-impurity friction driven radial impurity transport.

**Outline.** This thesis report is divided into three parts: a theoretical introduction, a description of the diagnostic and analysis technique, experimental findings plus conclusions and outlook for future developments. In the first part, some basic concepts of magnetic confinement fusion are introduced, together with a brief description of the TJ-II stellarator. Next, the fundamentals of plasma rotation are reviewed in chapter 2. In a fluid description of the plasma, see section 2.1, the structure of an incompressible flow is derived, see section 2.2. The moments approach to the neoclassical theory is followed in section 2.3 in order to understand how such flows are damped through neoclassical viscosity. Finally, the breakdown of flow incompressibility when considering impurities is revisited in section 2.4, where the equations for a friction-driven impurity density redistribution within a magnetic surface are made explicit.

Next, a description of the CXRS technique is given in chapter 3 –which constitutes the second part of the report. This chapter includes a description of the experimental set-up used to measure the velocity, temperature and relative density profiles of fully-ionized carbon ions across the plasma minor radius, together with a review of all the instrumental and atomic processes than can contribute to uncertainties in such measurements. Finally, the data analysis procedures developed are outlined; examples of fully ionized carbon temperature and relative density profiles are presented and discussed.

In the final part of the thesis the results on the validation of a total incompressible flow tangent to the surface are presented. Measurements performed in low-density plasmas, $n_e \leq 1.2 \times 10^{19}$ m$^{-3}$, are presented in chapter 4 where flow incompressibility is experimentally demonstrated and a comparison with neoclassical predictions is established. Afterwards, the observations of impurity rotation in medium-density plasmas, i.e. $n_e \in (1.2 - 2.4) \times 10^{19}$ m$^{-3}$, are presented in chapter 5. There, measured impurity velocities which deviate from an incompressible pattern are reported and compared with the parallel return flow calculated from a modelled impurity density redistribution within a surface.

Finally, three appendices are included in the report. In appendix A, the coordinates used within this report are explained. Appendix B shows calculations of hydrogen-like fine structure levels and populations used for data analysis. In addition, the numerical implementation of the second-order partial differential equation that appears in the impurity density inhomogeneity model is presented in appendix C.
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Theoretical background
In this chapter, a brief introduction to the energy problem, fusion power and magnetic confinement fusion devices is addressed. No attempt is made here to cover such a vast area of research, see e.g. [1–3], but give a context for this research work and revisit some basic concepts required for the understanding of this report. In addition, a concise description of the TJ-II stellarator, in which this thesis has been carried out, is provided in section 1.3.

1.1 The energy problem and fusion power

In the last decades, much effort has been expended to answer the problem of rising energy demand with reliable, affordable and environmentally respectful energy sources [4]. The major sources of energy consumed on the planet are, nowadays, fossil fuels [5]. Paradoxically, these are the least abundant natural resources. Furthermore, the ability of major fossil fuels producers to withhold supplies highlights the importance of geographically distributed energy sources. Examples of that are the temporary boycott of the world market by OPEC in the early ’70s, or the gas-disputes between Russia and Ukraine which resulted in several days cut to European supplies\(^1\). In addition, the global warming that results from the use of burning fossil fuels and the subsequent greenhouse effect has become unmistakably important. Besides the aforementioned issues, namely growing demand/abundance of natural resources, political stability and environmental care, a fourth concern to be considered in the energy problem is safety: let us remember the nuclear catastrophes in Chernobyl or Fukushima, oil spills (the explosion of the Deepwater Horizon oil platform in 2010, the Prestige spill in 2002, and so on) or the contention of long-term radioactive fission waste.

Renewable energies are a promising solution from the point of view of safety, abundance, political stability and environmental care. Indeed, the European Union aims to obtain 20% of its energy from renewable sources by 2020\(^2\). However, the efficiency of commercial electric power

---

2 See http://ec.europa.eu/energy/renewables/targets_en.htm
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from renewable source for industrial purposes is limited. In addition, they are subjected to climate conditions, and thus, reliable and efficient ways to store the produced energy are necessary. The development of on-demand and economically viable sources of energy is therefore mandatory. As we shall see next, fusion power can meet most of the renewable energy benefits, with the additional advantage of on-demand supply and the efficiency of a conventional electric generator. Hence, it is a good candidate to supply a large fraction of the world energy consumption.

Fusion power is understood as the potential commercial production of net usable power from a fusion source. There are many different fusion processes, but in all of them several light nuclei combine together into heavier and more stable nuclei. The difference in mass between the reactants and the products is converted to energy according to Einstein’s formula ($\Delta E = (\Delta m)c^2$, with $c$ the speed of light). The kinetic energy imparted to the products can be used both to sustain a stable system of fusion reactions and to produce electricity.

For a single fusion reaction to occur as a result of random collisions between two nuclei, they must be made highly energetic, as the initial nuclei must be close enough ($\sim 10^{-15}$ m) so that the attractive nuclear force can overcome the repulsive long-range Coulomb force$^3$. Typically, temperatures as high as $10-100$ keV are required. Note: in Plasma Physics it is customary to express the temperature in energy units, e.g. $1 \text{ eV} \equiv 1.16 \times 10^4 \text{ K}$, due to the equivalence $E \equiv k_B T$, with $k_B$ the Boltzmann constant. Under such conditions atoms are ionized –completely, for light particles– forming a globally neutral gas consisting of positively charged nuclei and electrons, which is called a (thermonuclear) plasma [7, 8]. Since no conceivable material could confine a thermonuclear plasma, confinement other than by walls is necessary. Current fusion research is based on two main approaches: inertial and magnetic confinement. The former consists of compressing with focused lasers a small pellet of fuel to high densities ($\sim 10^{27}$ particles per cubic meter) in short time scales ($\sim 10-100$ ns), in which inertial implosion occurs, see e.g. [9]. In the latter, magnetic fields are used to confine the charged particles through the Lorentz force, see e.g. [10]. In the following, we restrict ourselves to magnetically confined fusion plasmas.

In a magnetically confined fusion reactor, the heating of the plasma by the products of fusion reactions must be sufficient to maintain the high plasma temperature –required to fuse further nuclei– against all losses and without external power input. Such a self-sustained thermonuclear fusion process is known as a burning fusion plasma. In order to achieve it, a sufficient number of fusion encounters must occur so the total energy produced, $W$, matches at least the rate at which the system looses energy to its environment, $P_{loss}$. Therefore, besides the high temperatures required to produce a single fusion reaction, a certain density of reactants is needed to produce the energy $W$, which must be confined during a time $\tau_E = W/P_{loss}$ so the system is not cooled down. The minimum of the triple product of density, temperature and energy confinement time required to start a burning plasma is known as the Lawson criterion [11], and depends on each particular reaction. According to this criterion, the most suited reaction is the one between deuterium (D) and tritium (T) hydrogen isotopes (see e.g. chapter 9 in [3]), i.e.

$$D + T \rightarrow ^3\text{He}(3.5 \text{ MeV}) + n(14.1 \text{ MeV}),$$

(1.1)
with a neutron (n) and helium nuclei (\(^{4}\text{He}\)) as fusion products. The kinetic energy of the alpha particle –helium– is deposited in the surrounding fuel plasma and thus heats it. Once thermalized, the helium ash must be exhausted from the plasma to avoid diluting the fuel, see e.g. [12]. On the other hand, as neutrons do not suffer the Coulomb force they can escape the plasma. In order to thermalize these neutrons, a radiation shield and blanket with a thickness of \(\sim 1\) m is necessary [13]. The heat produced in the blanket can be converted to electricity with conventional methods (e.g. with a refrigerating circuit that conducts the heat to a steam turbine which, in turn, drives electrical generators).

**Figure 1.1.** Sketch of a D-T fuel cycle and heat extraction in a magnetic confinement fusion reactor, from [14]. Tritium is produced in the lithium blankets after capturing a neutron that results from a D-T reaction. A refrigerating circuit cools down the blanket and operates a steam turbine.

Most of the advantages and difficulties of fusion power can be derived from the above simplified view. Deuterium is an stable isotope of hydrogen naturally present in sea water, with an abundance close to 1 in 6000 of that of hydrogen. On the other hand, tritium is unstable due to \(\beta\)-decay with a half-life of 12.5 years, but can be produced with the capture by a lithium nucleus of the neutron that results from the D-T reaction (1.1). Therefore, if the aforementioned blankets –originally meant to thermilize the neutrons and shield radiation– contain lithium, the necessary amount of tritium could be produced, see e.g. [15]. A schematic diagram of a self-sustained D-T fuel cycle for a magnetically confined fusion reactor plasma is presented in figure
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1.1. The D-T gas is contained in a vacuum vessel, fed directly with deuterium and the tritium recycled from the blankets. As also shown in the figure, the heat deposited by neutron thermalization in the blanket is conducted to a steam turbine, which in turn drives an electric generator. Thus, a fusion reactor would have the efficiency of a conventional electric generator, being at the same time environmentally respectful as it does not emit carbon dioxide. However, the large flux of high-energy neutrons produced in fusion reactions will activate the materials containing the reactor. As most of these are structural components, the utilized materials can be selected specifically to have low activation, see e.g. [16,17]. A final important feature of fusion reactors is that they are intrinsically safe, in the sense that a chain reaction-like in a nuclear bomb-cannot occur.

The next step in magnetic confinement fusion research towards commercial fusion power is the international collaboration ITER [18] (International Thermonuclear Experimental Reactor), currently under construction in Cadarache, France. First plasmas are expected in 2020, and its primary goal will be the production of a burning plasma, delivering 10 times the power it consumes. During its operational lifetime, ITER will test key technologies necessary for a commercial fusion reactor, the demonstration fusion power plant (DEMO).

In parallel, research institutes keep on extending the scientific knowledge required for the energy production from fusion. In the following, the attention is focused on the physics of magnetically confined plasmas, rather than on specific issues relevant for a fusion reactor. Several concepts have been developed over the years, among which the tokamak and stellarator have attained the best performance. Here, some of the features shared by both devices are summarized and the advantages and disadvantages of each machine are briefly discussed.

1.2 Magnetic confinement devices: the stellarator

As a plasma is locally charged, the Lorentz force produced by the magnetic field \( \mathbf{B} \) in a magnetically confined plasma device makes charged particles travel a circle about the magnetic field lines in the so-called Larmor gyromotion; these particles are nonetheless free to move along the field lines, see e.g. [7,8]. Thus, if the magnetic field lines are closed over themselves, the charged particles in the plasma are confined by the magnetic field. Nevertheless, plasma confinement implies a gradient in the plasma pressure (i.e. the product of the density and temperature \( p = nT \)) as charged particles will eventually touch some material, e.g. the vacuum vessel, and thus become neutral. The gradient in the pressure, \( \nabla p \), is balanced at lowest order by the electromagnetic force produced by the cross product of the current density in the plasma, \( \mathbf{j} \), and the magnetic field [19],

\[
\nabla p = \mathbf{j} \times \mathbf{B}. \tag{1.2}
\]

From this ideal equilibrium (1.2) a magnetic-field line \( \mathbf{B} \) must lie on a surface of constant pressure through its entire length, i.e. \( \mathbf{B} \cdot \nabla p = 0 \). As a consequence, the plasma is constrained to have the topological form of a torus [10], where the surfaces of constant plasma pressure are nested tori. The \( \mathbf{B} \)-lines cover such surfaces, either closing after a number of turns or wrapping the surface densely. The surfaces of constant pressure are usually called 'magnetic' surfaces; 'flux'
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surfaces is also utilized, as the flux of particles flows mainly along magnetic field lines. It is noted here that nested magnetic surfaces can also be created without a plasma, as in the stellarator devices explained next. In such a case, the existence of nested magnetic surfaces is not always guaranteed, see e.g. chapter 2 in [3], but is assumed in the following, see e.g. [20].

The nested toroidal magnetic surfaces are labelled by a radial coordinate, here \( \rho \), connected to a quantity that is constant on the magnetic surface, e.g. the plasma pressure, the geometrical volume \( V \) or the toroidal magnetic flux \( \Psi_t \) contained by the surface. A magnetic surface \( \rho = \text{constant} \) is defined by the condition \( \mathbf{B} \cdot \nabla \rho = 0 \), so that the magnetic field vector is tangential to the surface \( \rho \). Throughout this document a dimensionless radial coordinate

\[
\rho = \sqrt{\frac{V}{V_{\text{LCFS}}}}, \tag{1.3}
\]

is used to identify a surface in the representation of experimental and numerical data. Here, \( V \) is the volume contained by the surface of interest, and \( V_{\text{LCFS}} \) is the total plasma volume (LCFS is the last closed flux surface or the last closed magnetic surface). The choice of this radial coordinate is motivated by the library used for the calculation of the magnetic field [21]. However, some other magnetic surface labels will be utilized in chapter 2 to ease the algebra, so \( \rho \) is left as a general radial coordinate without loss of generality. To avoid confusion, when \( \rho \) is given by equation (1.3) it will be named normalised radius of the plasma. Indeed, a radius \( r \equiv \sqrt{V/(\pi L_{\text{ax}})} \) can be defined for a toroidal length \( L_{\text{ax}} \) (e.g. the length of the axis of the tours, called the magnetic axis, or the circumference of the major radius, \( R_0 \)). Then, \( \rho \equiv r/a \) stands effectively for a normalised radius with \( a \equiv \sqrt{V_{\text{LCFS}}/(\pi L_{\text{ax}})} \) the minor radius of the plasma.

Charged particles are tied to magnetic field lines, thus making the particle stream flow tangent to the magnetic surface in first approximation. However the magnetic field curvature, intrinsic to a toroidal confinement device, makes particles drift away from the original magnetic surface until they are lost through the LCFS, see e.g. chapter 6 in [22]. In order to diminish such a drift the magnetic field lines must be twisted to create what is called a rotational transform [23], \( \epsilon = 1/q \) (here, \( q \) is the safety factor). The rotational transform is defined as the averaged number of poloidal turns given by a magnetic field line after one toroidal loop. Equivalently, it can be written in terms of poloidal and toroidal magnetic fluxes, \( \Psi_i = \int \mathbf{B} \cdot d\mathbf{S}_i \) (\( i = p, t \)), as

\[
\epsilon \equiv \frac{d\Psi_p}{d\Psi_t}. \tag{1.4}
\]

The rotational transform can be induced in several ways [24], for instance by (a) driving a toroidal current, by (b) elongating the flux surfaces and making them rotate poloidally in the toroidal direction or by (c) making the magnetic axis non-planar.

The way in which the rotational transform is produced defines the two main lines of research in magnetically confined plasmas: the tokamak and stellarator concepts. In the former, part of the magnetic field (its poloidal component) is generated by inducing a toroidal current in the plasma by transformer action. The toroidal magnetic field is created by external field coils and so these machines are toroidally invariant. However, the discreteness of the toroidal coils and the use of magnetic field perturbations to mitigate edge localized modes [25] has renewed the interest of the tokamak community in 3 dimensional magnetic topologies. In the stellarator
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case the magnetic field is completely determined by external coils and takes advantage of the methods (b) and (c) to make \( \epsilon \neq 0 \), although a small parallel current can exist. There are several kinds of stellarator [3]. For instance, Heliotrons/torsatrons (LHD, W7-A) use a planar magnetic axis with a toroidal winding of elongated flux surfaces, i.e. surfaces with a non-circular-shaped minor cross section. On the other hand, heliac and helias configurations take advantage of both flux elongation and helical winding of the magnetic axis. The helias (helical advanced Stellarator, e.g. W7-AS [26]) is designed to reduce the Shafranov shift, i.e. the outward shift of the centre of flux surfaces induced by plasma pressure, by reducing the Pfirsch-Schlüter current, see e.g. [27]. The heliac is characterized by a bean-shaped minor cross section with favourable stability properties in the infinite aspect-ratio, helical-axis straight Stellarator limits [28]. Such stability might, nonetheless, be spoilt in actual toroidal configurations as the presence of low-order rational surfaces (i.e. surfaces in which \( \epsilon = m/n \) for \( m,n \in Z \) and small) may destroy the existence of nested toroidal surfaces as the pressure increases, see e.g. [29]. The use of helical coils [30] provides flexibility and control in the \( \epsilon \) profile and its shear, and thus in the location of low-order rational surfaces, see e.g. [31]. This thesis has been performed in a flexible heliac device, the TJ-II Stellarator. The description of the machine and its characteristics is left to section 1.3.

As a consequence of its magnetic field generation the tokamak is –ideally– invariant under toroidal transformations, whilst the Stellarator is a completely three-dimensional device. This difference has a deep impact on the physics of tokamak and Stellarator devices, see e.g. [24]. Since the latter does not require a toroidal plasma current it can be operated in steady-state, is less affected by magneto-hydrodynamic (MHD) instabilities and avoids current disruptions or density limits [32], etc. However, the complicated magnetic field topology makes them technically complex to build (see, e.g., the sketch of the W7-X Stellarator magnetic field coils in figure 1.2).

The strength of such a magnetic field is generally decomposed into poloidal \( \theta \) and toroidal \( \phi \) angles as

\[
\frac{B}{B_0} = 1 + \sum_{m,n} \left[ \epsilon_t^{(m,n=0)}(\rho) \cos(m\theta) + \epsilon_h^{(m,n)}(\rho) \cos(m\theta - n\phi) \right].
\]  

(1.5)

The first term in the summation corresponds to toroidal components, which are also present in a tokamak configuration; the second term is characteristic of a helical variation of the magnetic field strength. As a result of this helical ripple, \( \epsilon_h \), there are generally unconfined particles in the helical traps, thus increasing the neoclassical transport well to above the tokamak level (here the term ‘neoclassical’ refers to transport processes produced by Coulomb encounters in the presence of a toroidal magnetic field, see chapter 2). Indeed, new regimes of collisionality appear in Stellarators [3], e.g. the so-called \( 1/\nu \) and \( \sqrt{\nu} \) regimes, which are absent in tokamaks. The resultant neoclassical radial diffusion coefficients depend on the mass and charge of the species and thus, for equal temperatures, the fluxes of particles are different for each species. As a consequence the total flux of charge on a surface is not zero, thereby violating ambipolarity. The radial electric field, \( E_r \), is adjusted to reduce the ion (electron) particle transport to the electron (ion) level. This condition on \( E_r \), together with parallel momentum conservation, sets the rotation in Stellarators, in the absence of external input of momentum. Furthermore, the lack of toroidal symmetry impedes the development of the large toroidal flows [33] (close to sonic)
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frequently observed in tokamaks.

Figure 1.2. (Left) Schematic of Wendelstein 7-X superconducting modular coils (in blue) and plasma (orange), from http://www.ipp.mpg.de/ippcms/eng/pr/forschung/w7x. (Right) Magnetic field spectrum of the Helically Symmetric Experiment (HSX) in Hamada coordinates, from reference [34]. (a) Quasi-Helically Symmetric (QHS) and (c) mirror configurations of HSX. The magnetic surfaces in a vertical cut at the elliptical symmetry plane are also shown for (b) the QHS and (d) the mirror configurations.

All these detrimental neoclassical effects may be greatly reduced when the stellarator is omnigenous, meaning that the time-averaged radial guiding centre drift vanishes for the trapped population, and thus, trapped orbits are confined as in a tokamak (see e.g. reference [35] for an introduction to the subject). The omnigenety condition implies that the maximum and minimum of the magnetic field strength $B$ form closed curves on a magnetic surface, rather than isolated points as in a classical stellarator. Two main approaches are considered then: quasi-symmetry and quasi-isodynamicity. In the latter, contours of $B$ close poloidally and the bootstrap current is minimized. The W7-X helias, currently under construction, is the first attempt to build a nearly quasi-isodynamic device, see the left column of figure 1.2. On the other hand, quasi-symmetry is achieved if the magnetic field strength (1.5) has a single component\(^4\), $M\theta - N\phi$, see e.g. [37]. Then, the contours of $B$ in the $(\theta, \phi)$ plane are straight lines, see figure 1.3 in [35] and figure 3 in [38]. In contrast, in iso-dynamic stellarators the contours of $B$ are not straight lines. There are three general classes of quasi-symmetry: poloidal ($M = 0$), toroidal ($N = 0$) and helical (both $N$ and $M$ nonzero). The National Compact Stellarator Experiment (NCSX), which was partially built in Princeton [39] but not finished, is a quasi-toroidal stellarator and is almost axisymmetric, thus closely related to a tokamak. The Helically Symmetric Experiment (HSX), currently in operation at the University of Wisconsin-Madison [40], is a quasi-helical stellarator with a dominant ($N = 4, M = 1$) component, see the right column of figure 1.2. Quasi-symmetric devices are designed to reduce the neoclassical viscosity in the direction of symmetry and thus to increase the flow in that direction [38]. Such a reduction of the neoclassical damping in the direction of symmetry has been confirmed by experiment [34]. The concept of neoclassical viscosity and its effect on rotation is explained in chapter 2.

\(^4\) More precisely, if it has a single helical component in Boozer or Hamada coordinates, see e.g. [36]. The Hamada coordinates are introduced in sections 2.3 and A.3.
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The following section is concentrated on the TJ-II flexible Heliac stellarator, in which this thesis has been carried out. First, a brief description of the machine is provided, namely the set of coils, the magnetic configurations, heating systems and diagnostics equipment. Finally, some of the most salient and recent results are highlighted, e.g. wall conditioning, improved confinement regimes and flow dynamic.

1.3 The TJ-II stellarator

![Schematic diagram of TJ-II coils and part of the vacuum chamber.](image)

TJ-II (Torus JEN II) is a 4-period stellarator of the heliac type, located at the National Fusion Laboratory at CIEMAT (Madrid, Spain), in operation since 1997 [41]. It has a major radius $R_0 = 1.5$ m and average minor radius $a = 0.2$ m. The magnetic field of about 1 T is generated by a system of poloidal, toroidal and vertical field coils, including two helical coils, see figure 1.3. The vertical excursion of the toroidal fields in a helical axis provides the required torsion of the magnetic axis to make $\iota \neq 0$. The central conductors, which generate the poloidal magnetic field, consist of a circular coil and two helical coils which are wrapped around the central conductor. These coils provide a high flexibility in the rotational transform, which can be varied over a wide range, see e.g. figure 3 of reference [42]. The vacuum chamber is composed by 32 stainless-steel sectors with a total of 92 ports. At present, one graphite limiter and one liquid lithium limiter, positioned in equivalent sectors of the machine, can be used to limit the extent of the plasma [43]. Hydrogen, deuterium or helium plasmas are created and heated by 2 gyrotrons operated at 53.2 GHz (2\textsuperscript{nd} harmonic, X-mode polarization, $P_{\text{ECRH}} \leq 600$ kW). During this heating phase central electron densities, $n_e(0)$, and temperatures, $T_e(0)$, up to $1.7 \times 10^{19}$
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$m^{-3}$ and 1 keV, respectively, are achieved. In addition, plasmas can be maintained by two
tangential Neutral Beam Injectors (NBI), each providing $\leq 500$ kW. As a result, plasmas with
$n_e(0) \leq 5 \times 10^{19} \text{ m}^{-3}$ and $T_e(0) \leq 400$ eV are attained.

The magnetic configurations in TJ-II are labelled with the currents in the central, helical
and vertical field coils, i.e. $I_{cc}$, $I_{hc}$, $I_{vc}$. The resultant magnetic surfaces have bean-shaped cross
sections, see figure 1.4. The hard-core, i.e. the region of the vacuum chamber that wraps around
the central conductors, acts as a helical limiter, and no natural ergodic zones appear outside the
last closed magnetic surface. In this thesis two main magnetic configurations have been utilized:
$100_{44,64}$ and $100_{40,63}$. The vacuum rotational transform, $\bar{\iota}$, covers the ranges $1.55 \leq \bar{\iota} \leq 1.65$
and $1.509 \leq \bar{\iota} \leq 1.608$, and the volumes are $1.098$ and $1.043$ m$^3$, respectively. These two
configurations have been studied in references [44] and [45] from the neoclassical point of view.
For similar plasma profiles and momentum input, no qualitative differences are predicted in the
flows within the surface.

Figure 1.4. Poloidal cuts of TJ-II vacuum magnetic surfaces, from reference [41]. The volume and
plasma indentation can be varied over a wide range.

TJ-II is equipped with a large variety of diagnostics, see figure 1.5. The one used in this
thesis is the Charge-Exchange Recombination Spectroscopy (CXRS) diagnostic [46], which makes
use of a Diagnostic Neutral Beam Injector (DNBI) [47] to excite spectral lines via electron
capture by fully ionised impurity ions and measure profiles of density, temperature and velocity
of such impurities [48]. The CXRS diagnostic is explained separately in chapter 3. Other
diagnostics utilized in this work are briefly listed next (see e.g. the book *Principles of Plasma
Diagnostics* [49], or visit the web page of TJ-II [50] for specific details):

- Microwave and infrared interferometry (see e.g. [51]) provide the line-averaged electron
density. Electron density and temperature profiles are measured by Thomson Scattering
[52] and Helium beam [53] diagnostics in the core (with normalised radius $\rho \leq 0.6$) and edge
regions, respectively. Edge electron density profiles are also obtained from an amplitude
modulated reflectometer [54]. These diagnostics are combined with a Bayesian technique
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![Bird's eye view of TJ-II diagnostics.](image)

- Line integrated ion temperatures are routinely measured by Neutral Particle Analysers (NPA) [58], while the CXRS technique gives local values of the C\textsuperscript{6+} temperature profile [59].

- The plasma current and diamagnetic energy are measured with Rogowski coils and diamagnetic loops [60], respectively.

- The temporal evolution of impurity content and radiation is followed using bolometers [61], a vacuum ultra-violet spectrometer [62] and a C\textsuperscript{4+} line emission monitor. In addition, H\textsubscript{α} line emission is monitored by photodiodes installed in different toroidal locations [63].

- Finally, a number of rotation diagnostics are utilized for comparison with the impurity velocity profiles obtained in this thesis: passive spectroscopy provides non-localized values of poloidal [64] and toroidal [65] impurity rotation. Profiles of the plasma electrostatic...
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potential—and thus of the radial electric field— are measured by the Heavy Ion Beam Probe (HIBP) [66]. In addition, the perpendicular rotation of the turbulence, dominated by the $\mathbf{E} \times \mathbf{B}$ rotation, is measured with Doppler Reflectometry [67].

TJ-II has been operated under several first wall conditions [68,69], with the aim of improving and controlling the plasma-wall interaction (PWI). Since 2008 the boronization and lithiumization of the first wall has permitted considerable improvements in density control and plasma confinement [70–72]. In particular, the lithium coating has allowed central electron densities of $n_e \leq 0.8 \times 10^{20} \text{ m}^{-3}$ and line-averaged densities of $\bar{n}_e \leq 5 \times 10^{19} \text{ m}^{-3}$ [73,74] to be achieved. Under these wall conditions 'bell' type profiles with strong pressure gradients and enhanced central confinement appear, accompanied by central impurity accumulation [75,76]. Alternatively, a broader 'dome' like emissivity profile characterized by a lower central $Z_{\text{eff}}$ can develop under certain circumstances. However, the larger ratio of edge to core emissivity found in the dome profiles make them prone to radiative collapse [77]. Transitions between both emissivity profiles develop spontaneously or are triggered by external gas puffing. These two profiles will be used in chapter 5 to scan different main ion collisionalities and parallel ion-impurity friction forces.

In addition to such PWI studies and their impact on transport and confinement, another important line of research in TJ-II is the dynamics of flows [74] and their relation with improved confinement regimes [71,78]. A confinement transition in low density, ECRH plasmas (see, e.g. reference [79], and references therein) is observed to be associated with the development of a sheared radial electric field at the edge of TJ-II plasmas [80,81]. On the other hand, a spontaneous transition from low- to high-confinement mode is observed in higher density, NBI-heated plasmas [71], concomitant with the formation of a $E_r$ shear layer [72]. In both low and high density transitions, turbulent phenomena arise [82–84], showing a close relation with the temporal evolution of the flow [85] and the plasma gradients [86]. It has been recently shown [87] that the emergent turbulence-related features at the low density transition can be understood as a consequence of a reduction in the neoclassical poloidal viscosity, when the $E_r$-root is changed. However, the mechanisms responsible for the L-H transition and the formation of a $E_r$ shear layer are still unknown.

This thesis contributes to the above rotation studies and their relation to transport with an experimental and theoretical analysis of the impurity equilibrium flow in both parallel and perpendicular directions.
As introduced in the summary, plasma rotation has become one of the key ingredients of fusion plasma performance after the discovery of a reduction of turbulence and transport \[^{[88]}\] through a sheared $E \times B$ rotation. With regard to stability, large toroidal rotations can stabilize resistive wall modes and neoclassical tearing modes. For these reasons, the physics of toroidal momentum transport, and the so-called intrinsic rotation, have become a very active area of research, mainly for their importance in the operation of a reactor plasma, for which the external torque will be negligible \[^{[89]}\]. On the other hand, parallel flows give rise to currents that are a fundamental part of the stellarator MHD equilibrium in high-beta reactor-relevant plasmas, see e.g. ref. \[^{[27]}\].

Firstly, the Pfirsch-Schlüter current can cause a radial (Shafranov) shift of magnetic surfaces as the pressure gradient increases (see e.g. chapter 3 of ref. \[^{[3]}\]). Secondly, the bootstrap current carries a net toroidal current and can potentially change the iota profile. Therefore, experimental validation of plasma flows and currents models is of considerable importance.

In this chapter the rotation pattern of different particle species is derived following a fluid description, see e.g. \[^{[90]}\]. Perpendicular flows are set by the $E \times B$ flow and the different diamagnetic velocities of each species. Simultaneously, the total flow must be tangent to flux surfaces. Next, the velocity field is shown to be incompressible, i.e. divergence-free. The incompressibility condition results from particle number conservation with constant density on flux surfaces. Then, parallel flows can be split into Pfirsch-Schlüter and parallel mass (carrying a net toroidal current) flows. The former arises in response to the compressibility of the perpendicular flow and carries no net toroidal current. With this scheme the incompressible velocity field, $u = E e_\vartheta + \Lambda B$,\(^1\) consists of perpendicular, Pfirsch-Schlüter and parallel mass flow components and is fully determined by two flux functions, $E(\rho)$ and $\Lambda(\rho)$, related with the radial electric field and the bootstrap current. Note that flow incompressibility follows from the usual neoclassical (and gyrokinetic) ordering schemes but it neither assumes nor implies flows to be of neoclassical origin.

The determination of the flux constants $E$ and $\Lambda$ is the task of any transport theory. These

---

\(^1\) This expression for an incompressible velocity field will be derived later on sections 2.2 and 2.3, and is included here to ease the reading. It is noted that the Hamada poloidal vector, $e_\vartheta$, encapsulates the geometrical part of the perpendicular and Pfirsch-Schlüter flows.
two constants are obtained from the poloidal and parallel momentum balances of the different species after requiring charge and momentum conservation, respectively. In non quasi-symmetric stellarators the fluxes of charge of the different species are not intrinsically ambipolar, i.e. they are not equal for an arbitrary value of the radial electric field. Thus, the radial electric field self adjusts so as to conserve the total flux of charge through each magnetic surface, see e.g. [3,33]. Consequently, the inclusion of the lowest ordered forces –such as collisions or mirror forces– is sufficient to predict the flow of mass along flux surfaces in stellarators. This framework is known as the neoclassical (NC) transport theory, which extends classical Coulomb scatterings to include the toroidal geometry of magnetic confinement devices; the latter give rise to new particles drifts, mirror effects and trapping in magnetic wells, see e.g. references [22,92]. In contrast, the toroidal symmetry of tokamak devices causes the poloidal and parallel balances be degenerated at lowest order, so that only the poloidal component of the flow is neoclassically damped [22]. Therefore, second order forces -such as micro instabilities, finite orbit effects, etc.– must be accounted for when predicting the toroidal velocity –or equivalently the radial electric field. The adequate framework to describe plasma rotation in tokamaks is then the gyrokinetic theory, which includes self-consistent electromagnetic fluctuations. Such processes will not be considered in this work, so we restrict ourselves to the NC framework.

In the so-called moments equation approach (or moments method) to NC theory [92] a linear relation between fluxes and thermodynamic forces and flows is established through viscosity coefficients, see e.g. [93]. The viscous coefficients are obtained as projections of the pressure anisotropy tensor, which is computed after solving the Drift Kinetic Equation (DKE) [94]. The complicated magnetic field topology in stellarators impedes general analytical solutions of the DKE and so numerical codes such as the Drift Kinetic Equation Solver (DKES) [95] are required. In this chapter, the viscosity coefficients calculated with DKES [93,96] are compared with semi-analytic expressions that are valid only for certain plasma parameter ranges [97–99].

Once the viscosity coefficients are obtained, the flow of mass along flux-surfaces is completely determined -i.e., the flux constants $E$ and $\Lambda$. However, the above view relies on the incompressibility of flows, which follows from a particle density constant on flux-surfaces. Such an assumption holds for electron and ions at lowest order, but may fail when considering medium to high $Z$ impurities, see e.g. [100]. In this case a return impurity flow must appear to account for the impurity density compression, causing the parallel mass flow of impurities to differ from the that of bulk ions. Since plasma rotation is typically monitored through impurity rotation [48,101], an understanding of impurity flows and their deviations from incompressibility is desirable. Furthermore, the fact that impurity density inhomogeneities can alter the radial transport of impurities [100,102] makes the understanding of these inhomogeneities particularly relevant.

In this chapter, we first revisit the kinetic and fluid descriptions of a strongly magnetized plasma in order to lay down the basis for the so called momentum equation approach to the neoclassical theory. Next, the structure of an incompressible flow is addressed in section 2.2, with some examples of the Pfirsch-Schlüter flow in the TJ-II stellarator. After that, attention is
focused on the viscous and friction forces, which in the fluid picture, are responsible for particle transport and damping of flows. In addition, friction with neutrals is considered as a sink of momentum. Numerical calculations for the viscosity coefficients, damping times and friction with neutrals using analytical expressions, and its comparison with DKES, are presented in section 2.3. Finally, the possibility of an impurity density variation within a surface, and thus of a compressible impurity flow, is briefly introduced in section 2.4.

2.1 From kinetic to fluid description

In this subsection we mostly follow chapter 2 of reference [22]. Let \( f_s(x, v, t) \) be the distribution function of particle species \( s \), defined as the number of particles of that species per unit of volume in the phase space (in the volume element \( dV = d^3xd^3v \)) near the point \( z = (x, v) \) at the time \( t \). Since the distribution function is the number density of particles in the phase space, it obeys the conservation equation

\[
\frac{\partial f_s}{\partial t} + \nabla \cdot (\dot{z} f_s) = 0.
\]

(2.1)

Here, upper-dot stands for total time derivative, i.e. \( \dot{z} = (\dot{x}, \dot{v}) = (v, a) \), with \( v \) and \( a \) the particle velocity and acceleration, respectively. In a magnetized plasma the acceleration is given by the Lorentz force,

\[
\dot{v} = \frac{e_s}{m_s} (E + v \times B),
\]

(2.2)

with \( m_s \) and \( e_s \) the mass and charge of the species \( s \), and \( E \) and \( B \) the large-scale –compared to the Debye length– electric and magnetic fields. With (2.2), the continuity equation (2.1) is known as the Vlasov equation. The effect of short-range electromagnetic fluctuations (collisions) on the distribution function are introduced by a collision operator,

\[
\frac{\partial f_s}{\partial t} \bigg|_{\text{collisions}} = C_s(f_s) = \sum_r C_{sr}(f_s, f_r),
\]

(2.3)

which is the sum of contributions from collisions with each particle species, including self-collisions (see, e.g., chapter 3 in reference [22]). With the term (2.3) the kinetic equation (2.1) has the form of a Fokker-Planck equation, i.e.

\[
\frac{\partial f_s}{\partial t} + v \cdot \nabla f_s + \frac{e_s}{m_s} (E + v \times B) \cdot \frac{\partial f_s}{\partial v} = C_s(f_s).
\]

(2.4)

Here, we have used the divergence-free of the phase-space flow of a Hamiltonian system, \( \nabla \cdot \dot{z} = 0 \) (Liouville’s theorem).

In the derivation of a transport theory for a strongly magnetized plasma [90] it is assumed that the fastest movement of a particle is the gyration around the magnetic field line, i.e. the gyromotion. Thus, the gyro-frequency of a charged particle

\[
\Omega_s = \frac{e_s B}{m_s},
\]

(2.5)

is much larger than any other frequency characterizing the plasma, e.g. the transit frequency, \( \omega_{Ts} = v_s/L \), or the typical collision frequency, \( \nu_s \), i.e.

\[
\omega_{Ts} \ll \Omega_s, \quad \nu_s \ll \Omega_s.
\]

(2.6)
2.1. From kinetic to fluid description

Here, \( v_s = (2T_s/m_s)^{1/2} \) is the thermal velocity of species \( s \), \( T_s \) is its temperature and \( L \) is the characteristic length of plasma parameters variation. The latter is usually taken as the connection length, \( L \equiv L_\parallel = R_0/\epsilon \), or the plasma minor radius, \( L \equiv L_\perp \sim a \). Note that the orderings given by (2.6) do not specify the ratio of collision and transit frequencies,

\[
\hat{\nu}_s = \frac{\nu_s}{\omega_{Ts}},
\]

where \( \hat{\nu}_s \) is the normalized collision frequency or collisionality and depends on plasma parameters. For \( \hat{\nu}_s \gg 1 \) particle species \( s \) are in the collisional or Pr"{u}sch-Schl"{u}ter regime, which is typical for the main ions at the edge of fusion plasmas or for heavy impurity ions \( (Z \gg 1) \) all across the plasma. When the collisionality is such that \( \frac{\epsilon^3}{2} \ll \hat{\nu}_s \ll 1 \) [98], transport is dominated by circulating particles, which are in the so-called plateau regime. Finally, for small values of the collisionality, \( \hat{\nu}_s \ll 1 \), particles become collisionless and thus mirror forces dominate. Particles are trapped in magnetic mirrors and describe banana orbits, hence the name banana regime. In this regime, a \( 1/\hat{\nu}_s \) dependence of transport coefficients appears in stellarators [3] thus greatly enhancing the level of NC transport.

With the ordering (2.6) the Larmor radius

\[
\rho_s = \frac{v_s}{\Omega_s},
\]

must be smaller than the plasma scale length \( L \) normally \( L \equiv L_\perp \leq L_\parallel \). Therefore,

\[
\delta_s = \frac{\omega_{Ts}}{\Omega_s} = \frac{\rho_s}{L_\perp} \ll 1
\]

follows, and the spatial dependence of the distribution function \( f_s \) can be expanded in powers of the small parameter \( \delta_s \),

\[
f_s = f_{s0} + f_{s1} + \mathcal{O}(\delta_s^2),
\]

where \( f_{s1} \sim \delta_s f_{s0} \) represents a small deviation from local thermodynamic equilibrium, which is characterized by a Maxwellian distribution function, i.e.

\[
f_{s0} = \frac{n_{s0}}{\pi^{3/2} v_s^3} \exp \left( -\frac{\epsilon_s}{T_{s0}} \right) = f_{sM} \exp \left( -\frac{e_s\Phi_0}{T_{s0}} \right),
\]

with \( \epsilon_s = m_s v_s^2/2 + e_s \Phi_0 \) the total particle energy. Additionally, all plasma parameters can be expanded in terms of \( \delta_s \), e.g. the density of particle species \( s \), \( n_s(x) = n_{s0}(\rho) + n_{s1} + \mathcal{O}(\delta_s^2) \), the electrostatic potential \( \Phi(x) = \Phi_0(\rho) + \Phi_1 + \mathcal{O}(\delta_s^2) \), and so on. Here, the sub-index 0 indicates the flux-surface averaged of these quantities, e.g. \( \Phi_0 = \langle \Phi \rangle \).

Throughout this chapter, the so called ’moment’ or ’fluid’ approach is considered, see e.g. section 3 of reference [92]. It consists of taking moments of the kinetic equation (2.4), which establish relations among macroscopic quantities such as the density, temperature, pressure,
etc. Here, the ‘moment’ is defined as the integral over velocity space of a certain quantity (or equation) multiplied by different functions of the particle velocity $v$. For instance, the particle density, flow velocity and pressure of the species $s$, are obtained from the zero, first and second moments of the distribution function $f_s$, as

\[
    n_s = \int f_s \, d^3v, \quad (2.13a)
\]

\[
    n_s u_s = \int v f_s \, d^3v, \quad (2.13b)
\]

\[
    p_s = \frac{1}{3} m_s \int |w_s|^2 f_s \, d^3v. \quad (2.13c)
\]

Here, we have introduced the relative velocity of a particle respect to the species mean value as $w_s = v - u_s$. Moments of the collision operator are identified as momentum and heat exchange terms -friction forces-, i.e.

\[
    F_s = m_s \int v C_s(f_s) \, d^3v, \quad (2.14a)
\]

\[
    Q_s = \frac{1}{2} m_s \int |w_s|^2 C_s(f_s) \, d^3v. \quad (2.14b)
\]

The continuity equation is obtained from the zeroth velocity moment of the kinetic equation (2.4),

\[
    \frac{\partial n_s}{\partial t} + \nabla \cdot (n_s u_s) = 0. \quad (2.15)
\]

Similarly, the first velocity moment of the Fokker-Planck equation yields the conservation of momentum,

\[
    m_s n_s \frac{\partial u_s}{\partial t} + m_s n_s u_s \cdot \nabla u_s = n_s e_s (E + u_s \times B) + F_s - \nabla p_s - \nabla \cdot \pi_s. \quad (2.16)
\]

Note that no external sources of particle and momentum are considered in equations (2.15) and (2.16). The viscosity tensor in (2.16) is defined as

\[
    \pi_s = m_s \int (w_s w_s - \frac{1}{3} w_s^2 I) f_s \, d^3v, \quad (2.17)
\]

where $I$ is the unity tensor. The second term in (2.17) is just the scalar pressure. The total pressure tensor is therefore: $P_s = \pi_s + p_s I$. Since momentum is conserved in Coulomb collisions the friction forces satisfy

\[
    \sum_s F_s = 0. \quad (2.18)
\]

In the expansion of the distribution function in powers of $\delta_s$, equation (2.10), the zeroth order contribution $f_{s0}$ does not carry a net flow. Hence, besides the ordering (2.9), small flows are considered through this document, i.e.

\[
    u_s = u_{s1} + O(\delta_s^2) \sim \delta_s v_s, \quad (2.19)
\]

which follows from equations (2.13b), (2.10) and (2.11). This is known as the drift ordering, and implies that the flow velocity is of the order of the diamagnetic velocity,

\[
    u_{s,\text{diam}} = \frac{1}{n_{s0} e_s} \frac{B \times \nabla p_{s0}}{B^2} \approx \frac{m_s T_{s0}}{\Omega_s L_{\perp}} \sim \delta_s v_s. \quad (2.20)
\]
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In particular, the radial derivative of the zeroth-order electric potential is assumed to be comparable with the electron temperature gradient, i.e. \( e \Phi_0' \sim T_e'^0 \), where the prime denotes radial derivative \((' \equiv d/d\rho)\). The ordering \((2.19)\) has been extensively confirmed in TJ-II, see e.g. references \([66, 72, 103–105]\).

Then, the steady-state continuity equation \((2.15)\) is, to leading order,

\[
0 = \nabla \cdot (n_s u_s) = \nabla \cdot (n_{s0} u_{s1}) + \mathcal{O}(\delta_s^2),
\]

\((2.21)\)

Thus, particle flow is incompressible \(\nabla \cdot u_s = 0\). A similar relation can be derived for the heat flow \(q_s\) if inter-species heat exchange is neglected \([22]\). With the drift ordering \((2.19)\) the inertial term in equation \((2.16)\) results

\[
m_s n_s \frac{\partial u_s}{\partial t} \sim m_s n_s \Omega_s v_s \delta_s^2,
\]

\((2.22a)\)

\[
m_s n_s u_s \cdot \nabla u_s \sim n_s \frac{\delta_s^2 T_s}{L}.
\]

\((2.22b)\)

The contribution of the stress tensor \(\nabla \cdot \text{π}_s^5\) and friction force \(F_s\) can be roughly estimated as

\[
\nabla \cdot \text{π}_s^5 \sim p_s \tau_{ss} \frac{u_s}{L^2} \sim \frac{n_s T_s}{L} \frac{\delta_s}{\nu_{ss}},
\]

\((2.23a)\)

\[
F_s \sim m_s n_s \nu_s u_s \sim \frac{n_s T_s}{L} \tilde{\nu}_s \delta_s,
\]

\((2.23b)\)

where equation \((2.7)\) has been used. Here the double sub-index indicates self-collisions, e.g. \(\tau_{ss}\) is the self-collision time of particle species \(s\). In contrast a single sub-index stands for the total collisionality that includes collisions with several particle species. Expressions for the viscosity and friction will be provided throughout this chapter.

According to the above estimations, equations \((2.19)\) to \((2.23)\), the flow patterns of the different species present in the plasma (main ions, electrons and impurity ions) deviate from the \(E \times B\) flow and from each other through their different diamagnetic velocity components and parallel momentum balances to order \(\sim \mathcal{O}(\delta_s)\), as will be shown in the following sections. In section 2.2, after determining the perpendicular velocity component, the incompressibility condition \((2.21)\) is utilized to split parallel flows into Pfirsch-Schlüter (PS) and parallel mass flows (i.e. those carrying a net toroidal current). The former arises in response to the compression of the perpendicular flow, while the latter is determined by parallel forces. As shown in section 2.3, the parallel momentum balance is dominated by the viscosity stress in low collisionality regimes, \(\tilde{\nu}_s \ll 1\). The viscous damping of the flows –i.e. the determination of equilibrium flows through viscosity– is analysed in asymptotic limits of collisionality which are semi-analytically tractable, and are compared with numerical results from the Drift Kinetic Equation Solver (DKES). Finally, deviations from flow incompressibility are studied in section 2.4. It is noted that the strong collisional coupling between main-ions and impurities, \(\tilde{\nu}_{zi} \gg 1\), makes parallel viscous forces on the impurities negligible when compared with parallel friction, which may result in the development of a zeroth-order variation of the impurity density within the surface \([100]\), i.e. \(n_{z0} = n_{z0}(\rho, \theta, \phi)\). As a consequence, a return flow appear to compensate for the impurity density compression.

\(^5\)Here we are using the collisional result for the pressure anisotropy, see equation \((2.54)\).
2.2 Structure of first-order flows

The component of the fluid velocity perpendicular to the magnetic field direction \( \mathbf{b} \equiv \mathbf{B}/B \), \( \mathbf{u}_{s\perp} = \mathbf{b} \times (\mathbf{u}_s \times \mathbf{b}) \), is obtained from the cross product of the magnetic field and the momentum balance equation, \( \mathbf{B} \times (2.16) \), to yield [90]

\[
\mathbf{u}_{s\perp} = \mathbf{E} \times \mathbf{B} + \frac{1}{n_s e_s} \frac{\mathbf{B} \times \nabla p_{s0}}{B^2} + \frac{B}{\Omega_s} \times \left( \frac{\partial \mathbf{u}_s}{\partial t} + \mathbf{u}_s \cdot \nabla \mathbf{u}_s + \frac{\nabla \cdot \mathbf{u}_s - \mathbf{F}_s}{m_s n_{s0}} \right) .
\]

(2.24)

From equations (2.22) and (2.23), the terms in parenthesis appear as a small correction to the dominant \( \mathbf{E} \times \mathbf{B} \) and diamagnetic terms,

\[
\frac{B}{\Omega_s} \times \left( \frac{\partial \mathbf{u}_s}{\partial t} + \mathbf{u}_s \cdot \nabla \mathbf{u}_s + \frac{\nabla \cdot \mathbf{u}_s - \mathbf{F}_s}{m_s n_{s0}} \right) \sim v_s \delta_s^2 (1 + \delta_s + \frac{\nu_s}{s} + \frac{\nu_s}{s}) ,
\]

and thus will be neglected henceforth. Then the first order perpendicular velocity is tangential to flux-surfaces and is recast as

\[
\mathbf{u}_{s\perp} = E_s \frac{\mathbf{B} \times \nabla \rho}{B^2} + \mathcal{O}(\delta_s^2) ,
\]

(2.25)

with the flux-surface constant \( E_s(\rho) \) given by

\[
E_s(\rho) = \frac{d\langle \Phi \rangle}{d\rho} + \frac{1}{\langle n_s \rangle e_s} \frac{d\langle p_s \rangle}{d\rho} .
\]

(2.26)

In addition, a flux-surface averaged radial electric field is defined as\(^6\)

\[
E_r = -\frac{d\langle \Phi \rangle}{d\rho} \langle \nabla \rho \rangle .
\]

(2.27)

The form of the parallel flow is obtained from the steady-state particle density conservation (2.15) with the perpendicular flow given by (2.25),

\[
\mathbf{B} \cdot \nabla \left( \frac{n_{s0} u_{s\parallel}}{B} \right) = -E_s(\rho) \mathbf{B} \times \nabla \rho \cdot \nabla \left( \frac{n_{s0}}{B^2} \right) .
\]

(2.28)

If the density is constant on flux surfaces, flows become incompressible, \( \nabla \cdot \mathbf{u}_s = 0 \), and a local parallel flow (Pfirsch-Schlüter) must compensate for the compression of the perpendicular flows. The general expression of the parallel flow that preserves the incompressibility condition is then

\[
\mathbf{u}_{s\parallel} = (E_s h + \Lambda_s) \mathbf{B} ,
\]

(2.29)

with the function \( h(\rho, \theta, \phi) \) satisfying equations 2.28 and 2.29 for a constant density, i.e.\(^7\)

\[
\mathbf{B} \cdot \nabla h = -\mathbf{B} \times \nabla \rho \cdot \nabla \left( \frac{1}{B^2} \right) = \frac{2}{B^2} \mathbf{B} \times \nabla \rho \cdot \nabla (\ln B) ,
\]

(2.30)

---

\(^6\) Another possible definition is \( E_r \equiv -\frac{d\langle \Phi \rangle}{d\rho}/a \), with \( a \) the minor radius. These two definitions differ in a factor of \( \sim 1.2 \) for the 100,44_64 standard magnetic configuration in TJ-II.

\(^7\) This function \( h \) equals the function \( u \) defined in references [33,106], or the function \( -(\tilde{U}/B) \) utilised in [38,93].
2.2. Structure of first-order flows

The flux-constant $\Lambda_s(\rho)$ and the function $h$ are chosen so that

$$\Lambda_s(\rho) \equiv \frac{\langle u_s \cdot B \rangle}{\langle B^2 \rangle}, \quad \langle h B^2 \rangle = 0.$$  

(2.31)

In such a case, $u_{PS} = E_s(\rho) h B$, is the well-known Pfirsch-Schlüter flow. The magnetic equation (2.30) is solved in magnetic coordinates and re-sampled in the machine ones (see the appendix A).

It is useful to define a dimensionless quantity,

$$f_{PS} = -\frac{\langle B \rangle}{\langle |\nabla \rho| \rangle} h B,$$  

(2.32)

which stores the variation of the PS flow in a magnetic surface. This dimensionless PS factor will be used to determine experimentally the flux constants $E_s(\rho)$ and $\Lambda_s(\rho)$ (see chapters 4 and 5) and is depicted in figure 2.1 for several poloidal cuts of TJ-II closed magnetic surfaces. The PS parallel flow is then obtained after multiplying such a PS factor, $f_{PS}$, by the flux-surface averaged perpendicular flow. Therefore, if the diamagnetic flow is neglected against the $E \times B$ rotation (a valid approximation for medium to high Z-impurities), the PS flow is simply

$$u_{PS} \approx \frac{E_r}{\langle B \rangle} f_{PS}.$$  

Values of $E_r \sim \pm 5 \text{ kV m}^{-1}$ are predicted [45, 107, 108] and measured [66, 72, 104, 105, 109] in TJ-II L-mode plasmas. Therefore, Pfirsch-Schlüter flows of $u_{PS} \leq \pm 20 \text{ km s}^{-1}$ are expected in TJ-II, see figure 2.1. Note that in H-mode plasmas the radial electric field can reach $E_r \sim -15 \text{ kV m}^{-1}$ [72] and thus $u_{PS} \sim \pm 50 \text{ km s}^{-1}$.

![Figure 2.1](image-url)  

**Figure 2.1.** Dimensionless PS factor, $f_{PS}$, for several poloidal cuts of TJ-II. Positive values will result in a parallel flow in the $B$ direction for $E_s > 0$. Poloidal cuts of the magnetic surfaces $\rho = 0.2, 0.4, 0.6$ and 0.8 are shown (white dash lines). The poloidal cut of the last-closed magnetic surface is plotted in black.
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The final expression for the incompressible velocity field is

$$
\mathbf{u}_s = \mathbf{u}_{s\perp} + \mathbf{u}_{s\parallel} = E_s \frac{\mathbf{B} \times \nabla \rho}{B^2} + (\Lambda_s + E_s h) \mathbf{B} = E_s \left( \frac{\mathbf{B} \times \nabla \rho}{B^2} + h \mathbf{B} \right) + \Lambda_s \mathbf{B},
$$

(2.33)

which gives the variation of an incompressible flow within the surface for any values of the flux-surface constants $E_s(\rho)$ and $\Lambda_s(\rho)$ —which, nonetheless, depend on the regime of collisionality. Recall that (2.33) just relies on the orderings given in equation (2.6) and (2.19). However, as is discussed in section 2.4 and chapter 5, when medium to high $Z$-impurities are considered the incompressibility condition might be modified and thus new contributions to the impurity parallel flow may appear.

Before proceeding with the study of the two flux constants $E_s$ and $\Lambda_s$, let us connect the above general equation (2.33) for an incompressible flow with the more familiar tokamak expression, as it will be required in section 2.4.

2.2.1 Flow structure in a tokamak

The magnetic field vector can be expressed in flux coordinates $(\chi, \theta_t, \phi_t)$ (i.e. those in which magnetic field lines are straight, see section A.2 in the appendix A) as

$$
\mathbf{B} = \nabla \chi \times \nabla (q \theta_t - \phi_t).
$$

(2.34)

Here, $q = 1/\iota$ is the safety factor and the poloidal flux $\chi = \Psi_p/(2\pi)$ is used as the radial coordinate. The Jacobian is therefore $\sqrt{\iota_t} = (\mathbf{B} \cdot \nabla \theta_t)^{-1}$.

Since a tokamak is symmetric with respect to the toroidal cylindrical angle, $\phi$, all physical quantities are independent of $\phi$, i.e. $\partial/\partial \phi = 0$. Therefore, if $\phi_t = \phi$ is taken, the relations $\nabla \chi \cdot \nabla \phi = 0$ and $\nabla \theta \cdot \nabla \phi = 0$ follow and so $\mathbf{e}_\phi = \sqrt{\iota_t} \nabla \chi \times \nabla \theta_t \propto \nabla \phi$, see e.g. [36]. The magnetic field is then expressed in the well-known form [22]

$$
\mathbf{B} = I(\chi) \nabla \phi + \nabla \phi \times \nabla \chi.
$$

(2.35)

Here, $I = q R^2 / \sqrt{\iota_t}$ is the total poloidal current, $R$ is the distance from the major axis to a point in the plasma and $\nabla \phi = R^{-1} \hat{\phi}$, with $\hat{\phi}$ a unitary toroidal vector. The perpendicular component of the flow, equation (2.25), is recast as

$$
\mathbf{u}_{s\perp} = E_s(\chi) \frac{\mathbf{B} \times \nabla \chi}{B^2} = \omega_s(\chi) \left( R \hat{\phi} - \frac{I}{B} \mathbf{b} \right),
$$

(2.36)

where $\omega_s(\chi) = -E_s(\chi) = -(d \Phi_d/d\chi) - (n_s e_s)^{-1} (d p_s/d\chi)$. To derive equation (2.36), the relation $R^2 B^2 = I^2 + |\nabla \chi|^2$ is used and so

$$
\mathbf{B} \times \nabla \chi = I \nabla \phi \times \nabla \chi - |\nabla \chi|^2 \nabla \phi = I \mathbf{B} - \nabla \phi (I^2 + |\nabla \chi|^2).
$$

The form of the parallel flow is obtained as before from particle conservation, i.e. $\nabla \cdot (n_s \mathbf{u}_{s\parallel}) = -\nabla \cdot (n_s \mathbf{u}_{s\perp})$. Since $\sqrt{\iota_t} = (\mathbf{B} \cdot \nabla \theta_t)^{-1}$ and $\partial/\partial \phi = 0$, the divergence of the perpendicular particle flux is

$$
\nabla \cdot (n_s \mathbf{u}_{s\perp}) = \frac{1}{\sqrt{\iota_t}} \frac{\partial}{\partial \theta_t} \left( n_s \mathbf{u}_{s\perp} \cdot \nabla \theta_t \right) = \frac{1}{\sqrt{\iota_t}} \frac{\partial}{\partial \theta_t} \left( n_s \omega_s I \frac{B}{B^2} \right).
$$
and that of the parallel flow is
\[ \nabla \cdot (n_s u_s^\parallel) = \frac{1}{\sqrt{g B}} \frac{\partial}{\partial \theta} \left( \frac{n_s u_s^\parallel}{B} \right), \]
so the general expression of the parallel flow in a tokamak is
\[ u_s^\parallel = I(\chi) \omega_s(\chi) + \frac{K_s(\chi)}{n_s} B. \tag{2.37} \]
The Pfirsch-Schlüter flow is obtained by relating the constant \( K_s \) to the flux-surface average \( \langle u_s^\parallel \cdot B \rangle \), i.e.
\[ u_s^\parallel = \Lambda_s(\chi) B + I(\chi) \omega_s(\chi) B \left( \frac{1}{B^2} - \frac{1}{(B^2)} \right), \]
where \( n_s = n_s(\chi) \) is been taken and \( \Lambda_s \) is given by equation (2.31). Note, however, that the expression (2.37) is derived without imposing \( n_s = n_s(\chi) \), in contrast to the expression (2.29), which is valid for general geometries but assumes a flux-constant particle density.

The total flow (2.33) is, from equations (2.36) and (2.37),
\[ u_s = \omega_s(\chi) R \hat{\phi} + \frac{K_s(\chi)}{n_s} B. \tag{2.38} \]
Finally the poloidal flow, \( u_s \cdot \nabla \theta \), is related to the flux-constant \( K_s \) as
\[ u_{s,p} = \frac{K_s(\chi)}{n_s} B_p, \tag{2.39} \]
and thus, it does not depend on the radial electric field in a tokamak (or, equivalently, the flux-constant \( \omega_s \)). This reflects the equivalence of the toroidal rotation and the radial electric field in a tokamak, which are neoclassically un-damped in the absence of a toroidal ripple.

## 2.3 Viscous damping and equilibrium ion flows

In this section, the two flux-surface constants \( E_s \) and \( \Lambda_s \) are studied for the bulk ion in terms of the parallel viscosity. Here it is shown that the ambipolarity of viscous fluxes determine the averaged radial electric field [33] and hence the constant \( E_s \) -if the pressure gradient is known, see equation (2.26). In addition, the parallel mass flow \( \Lambda_s B \) is damped by the parallel viscosity, thus determining the equilibrium flow (2.33).

Throughout this section Hamada coordinates \([110](\psi, \vartheta, \zeta)\) are used, with \( \psi = (2\pi)^{-1} \int B \cdot dS_t \), the toroidal magnetic flux divided by \( 2\pi \), and \( \vartheta \) and \( \zeta \) the poloidal and toroidal angles, respectively. The Jacobian in these coordinates is a flux-function \([36], \sqrt{g} = (4\pi^2)^{-1} dV/d\psi, \) with \( V \) the volume enclosed by a magnetic surface. More details are given in appendix A.3. The magnetic field is expressed as
\[ B = B_t + B_p = \nabla \psi \times \nabla (\vartheta - \epsilon \zeta), \tag{2.40} \]
where \( \epsilon = d\chi/d\psi \) is the rotational transform and \( 2\pi \chi \) is the poloidal magnetic flux. The contravariant \( B \)-components are flux constants in the Hamada basis, i.e. \( B^\zeta = B \cdot \nabla \zeta = (\sqrt{g})^{-1} \cdot \nabla \zeta \).
and \( B^d = B \cdot \nabla \vartheta = (\sqrt{g})^{-1} i \). The co-variant toroidal and poloidal \( B \)-components are \( B_t = \nabla \varphi \times \nabla \vartheta = (\sqrt{g})^{-1} e_t \) and \( B_p = \epsilon \nabla \zeta \times \nabla \psi = \epsilon (\sqrt{g})^{-1} e_p \), respectively.

As the Jacobian is a flux-function, the Hamada basis vectors \( e_\vartheta \) and \( e_\zeta \) have a zero divergence, e.g. \( \nabla \cdot e_\vartheta = (\sqrt{g})^{-1} \partial_\varphi (\sqrt{g} e_\vartheta \cdot \nabla x_i^j) = \partial_\varphi (e_\vartheta \cdot \nabla \vartheta) = 0 \). Then, the flux-surface average of \( e_i \cdot \nabla g \) \((i \equiv \vartheta, \zeta)\) vanishes for any single-valued function \( g \) (see e.g. subsection 4.9.3 in reference [36]), i.e.

\[
(e_\vartheta \cdot \nabla g) = (e_\zeta \cdot \nabla g) = 0,
\]  

(2.41)

This property is the main motivation to use the Hamada representation in this section, as most of the calculations involve flux-surface averages. Note that the flux-surface average also annihilates the operator \( B \cdot \nabla \), i.e. \( (B \cdot \nabla g) = 0 \).

The equilibrium ion flow (2.33) is written in the Hamada basis as [20, 84]

\[
u_i = E_i(\psi)e_\vartheta + \Lambda_i(\psi)B, \tag{2.42}
\]

where the constant \( E_i(\psi) \) is given by equation (2.26) with \( \rho \equiv \psi \) as flux label. The Hamada poloidal vector encapsulates the perpendicular and Pfirsch-Schlüter flow components, since the relations \( e_\vartheta \perp = B \times \nabla \psi / B^2 \) and \( e_\vartheta \parallel = B = h B (\psi / d \rho) \) follow from equations (2.40) and (2.30), see subsection A.3.1.

In the case of a pure electron-ion plasma the time evolution of the ion flow is obtained from the surface-average of the parallel force balance (2.16) summed over species and projected over \( B \) and \( e_\vartheta \).

\[
m_s n_i \frac{\partial}{\partial t} \langle e_\vartheta \cdot u_i \rangle = -\langle j \cdot \nabla \psi \rangle - \sum_{s=\{c,i\}} \langle e_\vartheta \cdot \nabla \cdot \pi^s \rangle, \tag{2.43a}
\]

\[
m_s n_i \frac{\partial}{\partial t} \langle B \cdot u_i \rangle = -\sum_{s=\{c,i\}} \langle B \cdot \nabla \cdot \pi^s \rangle. \tag{2.43b}
\]

Here, electron’s inertia is dropped against ion’s inertia given their much smaller mass, \( m_e \ll m_i \). In addition, the inertial force \( m_s n_i u_i \cdot \nabla u_i \) vanishes when projected upon either \( B \) and \( e_\vartheta \) for a velocity field like (2.42)\(^8\). Finally, the term including the total current \([111]\) is obtained from the Lorentz force and pressure gradient terms summed over species\(^9\) and is zero from quasi-neutrality, i.e. \( \nabla \cdot j = 0 \), in the absence of an external biasing \([34, 111]\). Equation (2.43a) can be seen as the damping of the radial electric field to its stationary value, see e.g. [87]. If the

\(^8\) For instance, the projection of ion inertia over \( B \) results after surface averaging, see e.g. [20],

\[
\langle B \cdot (u_i \cdot \nabla) u_i \rangle = \left\langle B \cdot \nabla \left( \frac{u_i^2}{2} \right) \right\rangle - \langle B \times u_i \times \nabla \times u_i \rangle = -\langle B \times u_i \times \nabla \times u_i \rangle = E_i(\psi) \langle \nabla \psi \cdot \nabla \times u_i \rangle = 0,
\]

as \( B \cdot \nabla g = 0 \) for any single-valued \( g \) and \( B \times u_i = E_i(\psi) B^2 e_\vartheta \times e_\vartheta = -E_i(\psi) \nabla \psi \). The same result is obtained after projecting the inertial term over \( e_\vartheta \).

\(^9\) Indeed, the term \( j \times B - \nabla p \) is obtained from the Lorentz force and pressure gradient terms in the fluid equation (2.16), after summing over species. Here, \( p = p_e + p_i \) is the total pressure. Its projection on the poloidal direction yields after averaging on a surface,

\[
(e_\vartheta \cdot (j \times B - \nabla p)) = (e_\vartheta \cdot j \times B) = -\psi (j \cdot \nabla \psi),
\]

whit \( B \) given by equation (2.40). Note that \( (e_\vartheta \cdot \nabla p) = 0 \) in the Hamada basis, see eq. (2.41).
velocity field (2.42) is inserted in equation (2.43a), the time evolution of the radial electric field is obtained as

\[ \frac{\partial E_i}{\partial t} = \frac{1}{m_i n_i (e_q \cdot e_q)} \left\{ \sum_s e_s \Gamma_{na}^s (E_r) - \langle j \cdot \nabla \psi \rangle \right\}, \]

(2.44)

where the nonaxisymmetric particle flux \( \Gamma_{na}^s \) is given by

\[ \Gamma_{na}^s = -\frac{1}{e_s} \left\langle e_q \cdot \nabla \cdot \pi_s \right\rangle, \]

(2.45)

see e.g. the particle flux decomposition in section 7.4 of ref. [3]. As we shall see in subsection 2.3.1, \( \Gamma_{na}^s \) depends on the mass and charge of each species \( s \) in a stellarator. Thus, in order to conserve the total flux of charge through a magnetic surface –i.e. \( \sum_s e_s \Gamma_s = 0 \)– the radial electric field is adjusted to make

\[ \sum_s e_s \Gamma_{na}^s (E_r) = 0, \]

(2.46)

which is known as the ambipolar condition. Therefore, equation (2.43a), or equivalently equation (2.44), represents the damping of the radial electric field to its stationary value, which in a stellarator is fixed after requiring ambipolarity, see equation (2.46). Note that in tokamak geometry the ambipolar condition (2.46) is recast as

\[ \sum_s e_s \Gamma_{na}^s = -\sqrt{g} \sum_s \left\langle B - B_t \cdot \nabla \cdot \pi_s \right\rangle = \sqrt{g} \sum_s \left\langle B \cdot \nabla \cdot \pi_s \right\rangle, \]

as the toroidal symmetry in a tokamak implies \( \langle e_\zeta \cdot \nabla \cdot \pi_s \rangle = 0 \). Thus, the two equations in (2.43) are degenerated in a tokamak and so only a relationship between \( E_i \) and \( \Lambda_i \) can be established from NC theory.

An expression for the viscosity tensor is needed to obtain the time evolution and equilibrium value of the ion flow. In the Chew-Goldberger-Low form, the off-diagonal terms of the viscous tensor –in a filed-aligned orthogonal coordinate system– are small since the velocity distribution function depends weakly on the gyro-phase, see e.g. chapter 12 in [22]. In other words, only the gyro-averaged part of the distribution function is considered [112] and so the gyroviscosity is neglected [33]. Hence, for any regime of collisionality, the viscosity tensor is given by

\[ \pi_s = \pi_{||s} (bb - \frac{1}{3} I) + O(\delta_i^2 p_i), \]

(2.47)

where \( \pi_{||s} = p_{||s} - p_{\perp s} \) is the pressure anisotropy and the parallel and perpendicular pressures are defined as

\[ \left( \begin{array}{c} p_{||s} \\ p_{\perp s} \end{array} \right) = m_s \left( \begin{array}{c} \frac{v_{|| s}^2}{2} \\ \frac{v_{\perp s}^2}{2} \end{array} \right) f_s d^3 v. \]

(2.48)

Note that the standard pressure is the weighted mean of these pressures, \( p_s = (2p_{\perp s} + p_{||s}) / 3 \). The projection of the viscous force \( \nabla \cdot \pi_s \) into parallel and poloidal directions required in equations (2.43) can be generally written as [98]

\[ \langle A \cdot \nabla \cdot \pi_s \rangle = -\langle \pi_{||s} A \cdot \nabla \ln B \rangle, \]

(2.49)
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for any vector $\mathbf{A}$ such that $\mathbf{A} \cdot \nabla \psi = 0$ and $\nabla \cdot \mathbf{A} = 0$. In particular the relation (2.49) holds for the Hamada covariant vectors and the magnetic field, i.e. $\mathbf{A} \equiv e_\| \mathbf{B}$.

Next, the pressure anisotropy $\pi_{||s}$ is calculated after solving the Drift Kinetic Equation for $f_{s1}$. More specifically, only the $l = 2$ Legendre component of $f_{s1}$ is necessary since, from equations (2.47) to (2.49), the stress tensor is written as [93]

$$\left\langle \mathbf{A} \cdot \nabla \cdot \pi_s^s \right\rangle = -2T_{s0} \left\langle \mathbf{A} \cdot \nabla \ln B \int d^3v K P_2(\xi) f_{s1} \right\rangle,$$  \tag{2.50}

where $K \equiv x_s^2 = m_s v^2 / 2T_{s0}$ is the normalised kinetic energy, $\xi = \eta_1 / v$ is the pitch-angle and $P_2(\xi) = 3\xi^2 / 2 - 1 / 2$ the $l = 2$ Legendre polynomial. This allows the use of numerical codes such as DKES [95] to estimate the above integral (2.50) since the $l = 2$ Legendre component of $f_{s1}$ is not affected by the use of simplified forms of the collision operator [93] –in particular those which do not conserve momentum.

The flux-surface averaged viscous force in (2.50) can be expressed as linear combinations of the first order particle and heat fluxes [92, 93, 97, 99], where the proportionality constants are named viscosity coefficients (see e.g. transport matrices defined in equations (35) and (38) of reference [93]). For the sake of simplicity the effect of heat fluxes and temperature gradients is neglected in the following, as in [113–115]. In this context, it is convenient to define a poloidal $\mu_p$, parallel $\mu_i$ and bootstrap $\mu_b$ viscosity coefficients such that [20]

$$(B \cdot \nabla \cdot \pi_s^s) = \mu_{b,s} E_s + \mu_{i,s} \Lambda_s,$$ \tag{2.51a}

$$(e_\| \cdot \nabla \cdot \pi_s^s) = \mu_{p,s} E_s + \mu_{b,s} \Lambda_s.$$ \tag{2.51b}

For similar species temperatures $T_e \sim T_i$, the electron viscosity is taken to be an order $\sim \sqrt{m_e / m_i}$ smaller than that of the ions$^{11}$ and thus

$$(B \cdot \nabla \cdot \pi_s^s) \ll (B \cdot \nabla \cdot \pi_{||s}^s), \quad (e_\| \cdot \nabla \cdot \pi_s^s) \ll (e_\| \cdot \nabla \cdot \pi_{||s}^s).$$ \tag{2.53}

$^{10}$ Let $\mathbf{A}$ be such that $\mathbf{A} \cdot \nabla \psi = 0$ and $\nabla \cdot \mathbf{A} = 0$, and consider the projection of the viscous stress on such a vector, i.e. $\mathbf{A} \cdot \nabla \cdot \pi_s^s = \mathbf{A} \cdot \nabla (\pi_{||s}^s \mathbf{b}) - \mathbf{A} \cdot \nabla \pi_{||s}^s / 3$. The second term vanishes after averaging on a surface. On the other hand, the first term is massaged as

$$\mathbf{A} \cdot \nabla \cdot (\pi_{||s}^s \mathbf{b}) = \mathbf{A} \cdot \mathbf{b} \cdot \nabla \cdot (\pi_{||s}^s \mathbf{b}) + \pi_{||s}^s \mathbf{A} \cdot \kappa = \mathbf{B} \cdot \nabla \left( \pi_{||s}^s \mathbf{A} \cdot \mathbf{B} / B^2 \right) - \pi_{||s}^s \mathbf{b} \cdot \nabla \left( \mathbf{A} \cdot \mathbf{B} / B \right) + \pi_{||s}^s \mathbf{A} \cdot \kappa,$$

with $\kappa = \nabla_\| \mathbf{b} = -\mathbf{b} \times (\nabla \times \mathbf{b})$ the curvature vector. The first term vanishes after the surface-average and the other two are recast as

$$-\nabla_\| (\mathbf{A} \cdot \mathbf{b}) + \mathbf{A} \cdot \nabla \mathbf{b} = -\frac{1}{B^2} \mathbf{B} \cdot (\mathbf{B} \cdot \nabla) \mathbf{A} = -\mathbf{A} \cdot \nabla \ln B.$$

Here the orthogonality of the curvature and magnetic field vectors have been used. In addition, since $\mathbf{A}$ and $\mathbf{B}$ are tangent to the surface the cross product $\mathbf{A} \times \mathbf{B} = f(\psi) \nabla \psi$ has zero rotational, and so the relation $\mathbf{B} \cdot (\mathbf{B} \cdot \nabla) \mathbf{A} = \mathbf{B} \cdot (\mathbf{A} \cdot \nabla) \mathbf{B} = B (\mathbf{A} \cdot \nabla) \mathbf{B}$ holds. To sum up,

$$\left\langle \mathbf{A} \cdot \nabla \cdot \pi_s^s \right\rangle = \left\langle \mathbf{A} \cdot \nabla \cdot (\pi_{||s}^s \mathbf{b}) \right\rangle = -\left\langle \pi_{||s}^s \mathbf{b} \cdot (\mathbf{b} \cdot \nabla) \mathbf{A} \right\rangle = -\left\langle \pi_{||s}^s \mathbf{A} \cdot \nabla \ln B \right\rangle.$$

$^{11}$ From the pressure anisotropy definition in equation (2.48), the ratio of electron and ion viscosities can be estimated as

$$\frac{\pi_{||s}^s}{\pi_{||s}^s} \sim \frac{T_{0d} \delta_0}{T_{0d} \delta_0} \frac{\int f_{s0} d^3v}{\int \delta_0 d^3v} = \frac{T_{0d} \delta_0}{T_{0d} \delta_0} \frac{\delta_0}{\delta_0} \sim \left( \frac{T_{0d}}{T_{0d}} \right)^{3/2} \left( \frac{m_e}{m_i} \right)^{1/2}. \tag{2.52}

Here, the orderings $f_{s1} \sim \delta_0 f_{s0}$ and $m_s v_{||s}^2 \sim T_{0d}$ have been used.
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While this approximation may be correct in ion-root–i.e., \( E_r < 0 \)– plasmas of TJ-II, the electron viscosity must be kept to model TJ-II low density electron-root–i.e., \( E_r > 0 \)– plasmas since \( T_e \gg T_i \) [84]. In this parameter region, the ion and electron neoclassical fluxes display a similar strong \( E_r \) dependence around its equilibrium value [45] and therefore both contribute to the return to the neoclassical ambipolarity [116]. In the next subsections electron viscosity is neglected, so we restrict our treatment to plasmas with \( T_e \sim T_i \).

2.3. Viscosity coefficients

In this subsection semi-analytic expressions for the ion neoclassical viscosity coefficients in the Pfirsch-Schlüter (PS) and plateau regimes of collisionality are applied to the TJ-II stellarator geometry. Here, we follow the pioneering work in stellarators of Shaing and Callen [97] in the PS–collisional– regime, and that of Coronado and Wobig [98] and Shaing [99] for the plateau regime. Next, a comparison of the DKES outputs with these semi-analytic results is addressed following the so-called Sugama-Nishimura method [93, 117], which extends the moments approach to NC theory so to relate the NC viscosity coefficients to the DKES [95] monoenergetic coefficients. In the asymptotic limits of collisionality considered here–PS and plateau– the effect of the \( \mathbf{E} \times \mathbf{B} \) drift on \( f_{ii} \) can be neglected against the collisionless operator acting on \( f_{ii} \). Therefore the comparison will be established for \( E_r = 0 \).

2.3.1 Pfirsch-Schlüter regime

In the Pfirsch-Schlüter regime Coulomb collisions are so frequent that a subsidiary expansion of \( f_{ii} \) in the inverse of the collisionality, \( \tilde{\nu}^{-1} \ll 1 \), can be made (see e.g. section 4.3.1 in the review paper of Hirshman and Sigmar [92]). The ion pressure anisotropy is determined in this scheme by the second order piece of \( f_{ii} \) and is written as [97]

\[
\pi_{ii} = -3p_i \tau_i \left( \mu_{i1} u_i + \mu_{i2} \frac{2 q_i}{p_{i0}} \right) \cdot \nabla \ln B,
\]

with \( \tau_i \) the self collision time

\[
\tau_i = \sqrt{2 \tau_{\nu i}} = \frac{12 \pi^{3/2} c^2 \mu_i^{1/2}}{n_i \varepsilon^{3/2} \mu_i^{1/2}} \frac{1}{\ln \Lambda}.
\]

The dimensionless factors \( \mu_{ij} \) are calculated in reference [92] for the full linearised collision operator. In case of a pure plasma the resulting coefficients are \( \mu_{i1} = 1.365 \) and \( \mu_{i2} = 2.31 \) [97].

\[\text{**Note:**} The collisionless operator consists of parallel streaming and mirror forces, i.e.

\[
V_i \equiv v_i \nabla \parallel - \frac{1}{2} v_i \left( 1 - \zeta^2 \right) \nabla \parallel \ln B \frac{\partial}{\partial \zeta},
\]

see e.g. [117]. Thus, it is ordered as \( \mathcal{O}(v_i) \), whilst the operator associated with the \( \mathbf{E} \times \mathbf{B} \) drift,

\[
V_E \equiv - \frac{\partial \Phi}{\partial p} \mathbf{B} \cdot \nabla,$

is ordered as \( \mathcal{O}(v_i, \mathbf{d}) \). Here, the compressional part of the \( \mathbf{E} \times \mathbf{B} \) drift is removed, as in DKES [95]. It is noted that at very high collisionalities, \( \tilde{\nu}_i > 10^2 \), the effect of the \( \mathbf{E} \times \mathbf{B} \) drift on \( f_{ii} \) must be account for in the TJ-II, see e.g. figure 1 in ref. [45].

\[\text{**Note:**} In the expansion of \( f_{ii} \) in powers of \( \tilde{\nu}_i^{-1} \), i.e. \( f_{ii} = \sum_{k} f_{ii}^{(k)} \), the first three terms are proportional to \( \tilde{\nu}_i \), \( \tilde{\nu}_i^0 \), and \( \tilde{\nu}_i^{-1} \), respectively, so that the zero order term is ordered as \( f_{ii}^{(0)} = \mathcal{O}(\delta, f_{i0}) \sim \mathcal{O}(f_{i0}) \), the first order piece is \( f_{ii}^{(1)} = \mathcal{O}(\delta, f_{i0}) \) and the second order piece is \( f_{ii}^{(2)} = \mathcal{O}(\delta, \tilde{\nu}_i f_{i0}) \).}
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Note that the expression (2.54) has the same form as the Braginskii result in the fluid closure (see, e.g., chapter 4 in [22]). The ion viscosity coefficients (2.51) are then [20, 97]

\[
\begin{align*}
\mu_p &= C_{PS} \langle (e_\theta \cdot \nabla \ln B)^2 \rangle, \\
\mu_t &= C_{PS} \langle (B \cdot \nabla \ln B)^2 \rangle, \\
\mu_b &= C_{PS} \langle (e_\theta \cdot \nabla \ln B)(B \cdot \nabla \ln B) \rangle.
\end{align*}
\]

Here, \( C_{PS} \equiv 3 p_i \tau_i \mu_i \). The natural way to calculate the ion viscosity coefficients in the PS regime, equations (2.56), would be in Hamada coordinates,

\[
e_\theta \cdot \nabla \ln B = \frac{\partial \ln B}{\partial \theta}.
\]

However, it requires the sampling of \( \ln B \) in these coordinates. Since the Hamada poloidal angle \( \psi \) is a known function of general flux coordinates \((\theta_f, \phi_f)\) (i.e., those in which the magnetic field lines are straight lines, see section A.3 in the appendix A)

\[
\psi = \theta_f + \hat{\nu} G(\psi, \theta_f, \phi_f),
\]

the derivative respect to the Hamada poloidal vector in (2.57) is recast as

\[
\frac{\partial \ln B}{\partial \theta} = \frac{\sqrt{f}}{\sqrt{g}} \left\{ \left( 1 + \frac{\partial G}{\partial \theta_f} \right) \frac{\partial}{\partial \theta_f} - \frac{\partial G}{\partial \theta_f} \frac{\partial}{\partial \phi_f} \right\} \ln B.
\]

Details on the calculation of the flux coordinates \((\theta_f, \phi_f)\) and the generating function \( G(\theta_f, \phi_f) \) are given sections A.2 and A.3 of the appendix A.

The dependence of the coefficients (2.56) on plasma parameters comes from the \( p_s \tau_s \) pre-factor, with the ion self-collision time, \( \tau_i \propto T_i^{3/2} n_i^{-1} \), defined in equation (2.55). Therefore, \( \mu_i^{PS} \propto T_i^{5/2} \). For instance, typical values of the poloidal viscosity would be \( \mu_p^{PS} \sim 10^{-2} - 10^{-3} \) kg m\(^{-1}\) s\(^{-1}\) for \( T_i \sim 100 \) eV.

2.3.1.2 Plateau regime

In the plateau regime of collisionality the orbits of circulating particles are completed before being scattered by Coulomb collisions, and so, short mean-free-path cannot be assumed. On the other hand, trapped particles in magnetic wells are constantly interrupted by collisions so that particle transport is dominated by passing particles [98]. The diffusion process is determined by the particles whose pitch-angle \( \xi = v_{\parallel} / v \) is sufficiently large to avoid trapping, but small enough to suffer Coulomb scattering, i.e.

\[
\left( \frac{\omega_{sh}}{\omega_{Ts}} \right)^{1/3} \ll \xi \sim \left( \frac{\nu_d}{\omega_{Ts}} \right)^{1/3} \ll 1.
\]

Here, \( \omega_{sh} \sim \epsilon_t^{3/2} \omega_{Ts} \) is the typical toroidal-trapping frequency, \( \epsilon_t \) the toroidal ripple, \( \omega_{Ts} \) the transit frequency, and \( \nu_d \) the collision frequency representing the pitch-angle deflection rate for particle species \( s \). Note that the plateau regime only exists in large aspect-ratio devices [3, 22], i.e. \( \epsilon_t^{3/2} \ll \nu_{ss} \ll 1 \).
To calculate the viscosities [98], the magnetic field strength is Fourier-decomposed in the Hamada angles as

$$ B = \langle B \rangle \sum_{m,n} b_{mn}(\psi) \cos(m \vartheta - n \zeta), \quad (2.59) $$

where the strength of each \((m, n)\) mode is

$$ \langle B b_{mn}(\psi) \rangle = \frac{1}{4\pi^2} \int d\vartheta \int d\zeta B e^{-i(m \vartheta - n \zeta)} = \langle B \cos(m \vartheta - n \zeta) \rangle. \quad (2.60) $$

In the last step, the stellarator symmetry \(B(\vartheta, \zeta) = B(-\vartheta, -\zeta)\) has been used. As in the collisional case, we do not re-sample any function directly in Hamada coordinates. In the present case, the expansion (2.59) is performed in Hamada angles, which are known functions of the magnetic flux coordinates, see section A.3 in the appendix A. Thus, the magnetic field strength is finally expressed in flux coordinates, \((\theta, \phi)\), even though the modes correspond to the Hamada expansion. The relative error \((B_B - B_t)/B_t\) (in percentage) introduced by this decomposition is shown in the left column of figure 2.2. Although it can be up to 2.5% at some points, the mean of its absolute value is \(\leq 0.3\%\). The relative strength of each mode \(b_{mn}\), with respect to the maximum value is shown in the same figure (the \((0,0)\) mode is not included). Note that the poloidal and helical modes \((b_{10} \text{ and } b_{14}, \text{ respectively})\) dominate the spectrum.

Next, the viscosity coefficients (2.51) in the plateau regime [99] are given by

$$ \mu_p = \frac{\kappa_i}{B_c} \sum_{(m,n)\neq(0,0)} \frac{m^2 b_{mn}^2}{|n - \epsilon m|}, \quad (2.61a) $$

$$ \mu_t = -\kappa_i \sum_{(m,n)\neq(0,0)} mb_{mn}^2 \frac{n - \epsilon m}{|n - \epsilon m|}, \quad (2.61b) $$

$$ \mu_p = \kappa_i B_c^2 \sum_{(m,n)\neq(0,0)} b_{mn}^2 |n - \epsilon m|, \quad (2.61c) $$

with \(\kappa_i = \pi^{1/2} p_i(B)/v_{Ti}\). In the above expressions, the approximation \((\ln B)_{mn} \approx b_{mn}\) is made, as follows from the decomposition (2.59) and the large aspect-ratio of TJ-II, which makes \(b_{mn} \leq 0.2\). The poloidal viscosity in (2.61a) presents a singularity on rational surfaces, i.e. \(\mu_p \to \infty\) when \(|n - \epsilon m| \to 0\). Such a divergent behaviour has been extensively studied in both tokamaks and stellarators [113,119–121]. The singularity disappears when the effects of collisions and the \(E \times B\) drift on particle orbits are included. A local maximum in \(\mu_p\) as a function of the poloidal Mach number, \(M_p = E_p/(B_p v_i)\), is obtained for \(M_p\) close to unity. Such a non-linear behaviour of \(\mu_p = \mu_p(M_p)\) gives rise to a bifurcation phenomena [122–124], i.e. different poloidal

\[\text{[14]}\] In references [98,99] the parallel and poloidal projections of the stress tensor in equations (2.51) are expressed as linear combinations of poloidal and toroidal velocities \((u^\theta_p = u_\psi \cdot \nabla \vartheta = E_i + B^\vartheta \Lambda_i\) and \(u^\zeta_p = u_\psi \cdot \nabla \zeta = B^\zeta \Lambda_i\), respectively, \(\langle B \cdot \nabla \cdot \hat{n} \rangle = \mu_\psi u^\theta_p + \mu_\zeta u^\zeta_p\), \(\langle \mathbf{e}_d \cdot \nabla \cdot \hat{n} \rangle = \mu_\psi^\theta u^\theta_p + \mu_\zeta^\zeta u^\zeta_p\), rather than in terms of the flux-constants \(E_i\) and \(\Lambda_i\). Then, it is straightforward to show that \(\mu_p = \mu_\psi^\theta\), \(\mu_t = \mu_\psi\) and \(\mu_t = \mu_\zeta B^\zeta + \mu_\psi B^\zeta\). The viscosity coefficients in the from (2.61) are also consistent with those defined in [114]. However, the poloidal and parallel viscosity coefficients given in references [93,118] are 2 times larger than those in (2.61).
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Figure 2.2. Fourier decomposition of $B$ at the surface $\rho = 0.9$ using Hamada angles. (Left) Relative error introduced by the decomposition (in percentage); (Right) Relative strength of each mode, $b_{mn}/\max(|b_{mn}|)$, without considering the $(0,0)$ mode. The toroidal and helical modes, $b_{10}, b_{14}$, dominate the spectrum.

rotation states appear for the same viscous damping. The study of this non-linearity is out of the scope of this work, and thus the Hamada spectrum (2.59) is not calculated exactly at the rational surface, but in a close irrational surface [114].

For representation purposes, it is convenient to convert the viscosity coefficients to frequencies as

$$
\nu_p \equiv \frac{\mu_p}{m_i n_i (e_\phi \cdot e_\delta)}, \quad \nu_t \equiv \frac{\mu_t}{m_i n_i \langle B^2 \rangle}, \quad \nu_b \equiv \frac{\mu_b}{m_i n_i \langle e_\phi e_\delta \rangle^{1/2} \langle B^2 \rangle^{1/2}}.
$$

(2.62)

These viscous frequencies will be useful to understand the damping of the ionic flow in subsection 2.3.2 and are presented in figure 2.3 as a function of the normalised radius $\rho$ for the Pfirsch-Schlüter and plateau regimes, see equations (2.56) and (2.61). The ion temperature and density have been set to $T_i = 100$ eV and $n_i = 10^{19}$ m$^{-3}$, respectively, so that $\dot{\nu}_{ii} \approx 6 \times 10^{-2}$. This places the ions in the plateau regime of collisionality, which is characteristic of TJ-II plasmas, see e.g. [45]. Thus, the collisional result does not apply for the plasma parameters used in figure 2.3. Note: it is straightforward to estimate the viscous frequencies for another set $(n_i, T_i)$ from the numerical results shown in figure 2.3, as their dependence on plasma parameters is $\nu_{PS}^p \propto T_i^{5/2}/n_i$ and $\nu_{plat}^p \propto T_i^{1/2}$.

Some general comments can be made in light of the numerical results shown in figure 2.3. For the plasma parameters chosen (with $\dot{\nu}_{ii} \ll 1$) the plateau frequencies are smaller than those obtained in the Pfirsch-Schlüter regime. However, for collisional plasmas (with $\dot{\nu}_{ii} > 10$) the PS viscosities greatly reduces due to the $T_i^{5/2}$ dependence; indeed, for $\dot{\nu}_{ii} \to \infty$ ($\tau_{ii} \to 0$) the pressure anisotropy goes to zero, see equation (2.54). The viscous frequencies increase when moving towards the edge. This increment can be understood as the enlargement of the radial diffusion coefficient, produced by the increment of the effective ripple, see e.g. [45, 96].

The poloidal damping frequency $\nu_p$ dominates the entire plasma minor radius, with frequencies ranging several tens of kHz. Thus, low frequency radial electric field fluctuations –such as zonal flows– are neoclassically damped, see e.g. [87]. This justifies the neoclassical treatment
of ionic flows considered in here. On the other hand, a finite parallel mass (bootstrap) flow is expected at the core due to the finite value of the quotient $\mu_b/\mu_t$, see section 2.3.2. In the plateau regime such a ratio is up to 2 times higher than that in the PS case, reflecting the higher efficiency in the transference of momentum from the trapped population to the circulating particles by collisions (see, e.g. the discussion in section 11.4 of ref. [22]). The sign of the bootstrap flow (current) can change in a helical system (respect to the usual tokamak result, where it always has the same direction of the Ohmic current) due to the presence of non toroidal modes [3, 99], $b_{(m,n \neq 0)}$, that may change the sign of the bootstrap viscosity coefficient $\mu_b$, see equation (2.61b).

In the following, the semi-analytical viscosity coefficients (2.56) and (2.61) are compared with those calculated with DKES [96, 115] by using the so-called Sugama-Nishimura method [93, 117].

### 2.3.1.3 Comparison with DKES in the asymptotic limits of collisionality

The poloidal $\mu_p$ and parallel $\mu_t$ ion viscosity coefficients defined in (2.51) can be written in the form of the energy integral [93, 115]

$$ [\mu_t, \mu_p] = \frac{4\rho_i}{v_i \pi^{1/2}} \int_0^\infty dK K^2 e^{-K} \times [M^*(K), \left(\frac{d\psi}{dV}\right)^2 L^*(K)]. $$

(2.63)

Here $M^*(K)$ and $L^*(K)$ represent contributions of mono-energetic particles with energy $K \equiv x_i^2$ to the parallel and poloidal viscosities, respectively, and are calculated with DKES [95]. The dependence of these mono-energetic viscosity coefficients on the radial electric field is labelled by the parameter $\Omega \equiv E_r/(\langle v(B) \rangle)$, see e.g. [45]. Note that $\Omega = 0$ is taken in the asymptotic limits of collisionality considered in this work. The values of $M^*$ and $L^*$ coefficients in the asymptotic limits of collisionality are obtained from equation (2.63) and the semi-analytical results for $\mu_t$ and $\mu_p$ in equations (2.56) and (2.61), using that $M^*$ and $L^*$ are independent on the collisionality in the plateau regime and vary as $(\nu^*)^{-1}$ in the collisional case, see e.g. [93, 118]. Note: as the $M^*$ and $L^*$ dependence on the collisionality is the same for any species, the symbol $\nu^*$ is used in the following to label a normalised collisionality.
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The normalized monoenergetic contributions, $M^*$ and $L^*$, to the parallel and poloidal viscosities ($\mu_t$ and $\mu_p$ respectively) are presented in figure 2.4. The coefficients are nearly independent of collisionality in the plateau regime—hence the name "plateau"—and decrease linearly with the collisionality in the Pfirsch-Schlüter regime [93]. Good quantitative agreement is observed at high collisionalities, and within 20% in the plateau limit of collisionality. The dependence of the coefficients on the radial electric field—stored in the parameter $\Omega$—is small except for the poloidal viscosity (equivalently $L^*$) in the banana-plateau regimes, thus justifying the approach considered previously in 2.3.1.1 and 2.3.1.2.

The bootstrap $\mu_b$ viscosity coefficient can also be expressed in terms of the energy integral [93]

$$\mu_b = \frac{1}{(B^2) \frac{dV}{d\psi}} \frac{4\rho_i}{v_i \pi^{1/2}} \int_0^\infty dK K^2 e^{-K M^*(K)} G_b(K),$$

with the geometric factor $G_b$ given by [97]

$$G_b = \frac{dV}{d\psi} \frac{\mu_b}{\mu_t}.$$

Here, $G_b$ is a flux-surface function representing a geometrical factor associated with the bootstrap current that relates the parallel flows to the thermodynamic forces. This flux-function is shown in figure 2.5 as a function of normalized collisionality. As observed, the calculations in the asymptotic limits of collisionality correctly reproduce the DKES outputs. In the long mean-free-path the bootstrap geometrical factor depends strongly on the radial electric field and can reverse its sign, depending on the value of $\Omega$.

In summary, good quantitative agreement is obtained when comparing the viscosity coefficients calculated in the Pfirsch-Schlüter and plateau asymptotic limits of collisionality [97, 98] and those obtained with DKES [96,115] following the Sugama-Nishimura method [93,117]. The asymptotic limits are demonstrated to be useful in determining the bootstrap geometric factor, which determines the bootstrap parallel flow for a given radial electric field, as shown in the next subsection.

---

15Which determines the bootstrap parallel flow for a given radial electric field, as shown in the next subsection.
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Figure 2.5. Comparison of the bootstrap geometrical factor calculated by DKES (coloured lines) and the collisional and plateau semi-analytical limits (black lines). The legend is the same as in figure 2.4.

even though the effect of the radial electric field on particle orbits has been neglected. In the two following sections, the effect of the viscosity in transient and equilibrium ionic flows is studied, as well as the drag force produced by cold neutrals.

2.3.2 Damping times and equilibrium flows

Once the expressions for the viscosity coefficients are known in some asymptotic limits of collisionality, the time evolution of ionic mass flows can be studied through the time evolution and steady-state values of the two flux constants \( E(\psi) \) and \( \Lambda_s(\psi) \) (see equations (2.26), (2.31) and (2.42)). Recall that the effect of heat fluxes and temperature gradients has been neglected, equations (2.51), and that the electron viscous stress has been neglected, see (2.53). Then, the transient phase of the first order ionic mass flow, equations (2.43), is written as [20,115]

\[
\frac{\partial}{\partial t} \begin{pmatrix} E \\ \Lambda \end{pmatrix} = \begin{pmatrix} R \\ 0 \end{pmatrix} - \left( \begin{array}{ccc} \mu_p & \mu_b & \mu_t \\ \mu_b & \mu_t & \mu_t \end{array} \right) \begin{pmatrix} E \\ \Lambda \end{pmatrix}. \tag{2.66}
\]

Here species sub-index has been dropped and ion flows have been expressed in Hamada coordinates, see equation (2.42). In addition, \( R \) stands for a possible driving term [34,84]. The effect of a time-dependent viscosity [125,126] is neglected. Finally, the non-diagonal terms in the inertia matrix, \( \langle e_\theta \cdot B \rangle = I_T \), are zero for a currentless stellarator.

The set of equations (2.66) can be solved by inverting the inertia matrix \( L \) \( [L_{12} = L_{21} = 0, \]
\( L_{11} = m_n \langle e_\theta \cdot e_\theta \rangle, L_{22} = m_n \langle B^2 \rangle] \) and considering the equivalent system \[127\]

\[
\dot{u} = r - Mu, \tag{2.67}
\]

where \( u = [E,\Lambda]^T, r = L^{-1} \times [R,0]^T \) and \( M = L^{-1} \times V \). The matrix \( V \) contains the ion viscosity coefficients \( [V_{12} = V_{21} = \mu_b, V_{11} = \mu_p, V_{22} = \mu_t] \), so that

\[
M = \begin{pmatrix} \nu_p & \tilde{l} \nu_b \\ \nu_b / \tilde{l} & \nu_t \end{pmatrix} \begin{pmatrix} E \\ \Lambda \end{pmatrix}, \tag{2.68}
\]

with \( \nu_t \) the damping frequencies defined in (2.62) and \( \tilde{l} \equiv \sqrt{\langle B^2 \rangle / \langle e_\theta \cdot e_\theta \rangle} \) a geometrical factor (with units \( [\tilde{l}] = T \, m^{-1} \)). For a constant source term [84], or if the external current is abruptly

-15
2.3. Viscous damping and equilibrium ion flows

terminated [34], the flows will decay exponentially with two different damping rates in the eigen-directions of the matrix $M$, i.e.

$$\nu_{f/s} = \frac{\nu_p + \nu_t}{2} \pm \sqrt{\left(\frac{\nu_p - \nu_t}{2}\right)^2 + \nu_b^2}.$$  \hfill (2.69)

Here, $\nu_{f/s}$ correspond to fast/slow damping rates [114]. As the poloidal viscous frequency dominates over the entire plasma minor radius, see figure 2.3, the damping rates are approximately $\nu_f \approx \nu_p$ and $\nu_s \approx \nu_t$ [115]. The corresponding damping times $\tau_i = 1/\nu_i$ are presented in figure 2.6 as a function of the normalised radius $\rho$ for the plateau asymptotic limit of collisionality characteristic of TJ-II. The ion temperature and density have been set to $T_i = 100$ eV and $n_i = 10^{19}$ m$^{-3}$, respectively, as in figure 2.3. Values of $\tau_i \sim 0.1 - 1$ ms and $\tau_p \sim 20 \mu$s are obtained in this calculation. Note that $\tau_{\text{plat}} \propto T_i^{-1/2}$. Thus, for a more realistic value of the ion temperature at the plasma edge, $T_i \sim 20$ eV, the theoretical poloidal decay time is $\tau_p \sim 50 \mu$s [115], in reasonable agreement with the experimental results obtained at the edge of TJ-II, $\tau_{\text{exp}}^p \sim 25 \mu$s, in relaxation biasing experiments [128].

It is noted here that the numerical results presented in figures 2.3 and 2.6 are based on the calculation of the Hamada poloidal inertia, $\langle e_\theta \cdot e_\theta \rangle$. In a large aspect-ratio, circular cross-section tokamak the poloidal inertia is approximated by $\langle e_\theta \cdot e_\theta \rangle \equiv \langle e_\phi \cdot e_\phi \rangle \approx r^2(1 + 2q^2)$ (see, e.g., the comparison made in the HSX stellarator [129]). Here, $r$ is the effective minor radius and $q = 1/\bar{\iota}$ the safety factor. An alternative way to examine the goodness of the $\langle e_\phi \cdot e_\phi \rangle$ calculation has been pointed out by Spong [38]. In the limit of high collisionality (and zero radial electric field) the radial transport coefficient incorporates the cross-field transport produced by friction forces acting on the Pfirsch-Schlüter flow [93]. As a result, the parallel contribution to the poloidal inertia can be evaluated in terms of the normalised DKES radial diffusion mono-energetic coefficient [45,95] as

$$\langle (e_\phi \cdot B)^2 \rangle = \lim_{\nu' \to \infty} \frac{3}{2} \frac{D_{11}}{\nu'^2},$$  \hfill (2.70)

with $D_{11} \equiv D_{11}(K)/[\frac{1}{2} \nu_s (m_s v_s/e_s) K^{3/2}]$ [93]. In the figure 2.7, a comparison of the parallel contribution to the poloidal inertia is presented, as obtained in the tokamak limit, from DKES through equation (2.70), and from the solution of equations (2.30) in magnetic coordinates. In TJ-II, the large aspect-ratio, circular cross-section tokamak approximation is only valid within
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a factor of three. Quantitative agreement is observed between the other two methods in most of the plasma minor radius, $\rho \leq 0.8$. This reinforces the reliability on the calculation of damping times presented in here, as well as those obtained by DKES [84,87].

![Figure 2.7. Contribution of the parallel component of the Hamada poloidal vector to the poloidal inertia, $\langle (e_\theta \cdot \mathbf{B})^2 \rangle$, as obtained from the direct estimation of $e_\theta \cdot \mathbf{B}$ in magnetic coordinates (red), from DKES radial coefficient in (2.70) (blue) and from the tokamak approximation $\langle (e_\theta \cdot \mathbf{B})^2 \rangle \approx 2r^2q^2(B)^2$ (black).](image)

Finally, the equilibrium ion flow is specified. From equations (2.67) and (2.68) the time evolution of the parallel mass flow is given by

$$\frac{\partial \Lambda_i}{\partial t} = \frac{\nu_b}{\ell} E_i + \nu_t \Lambda_i.$$  (2.71)

Therefore, for steady state conditions $\Lambda_i = -E_i \nu_b/(\ell \nu_t) = -E_i \mu_b/\mu_t$. The equilibrium ion flow, equations (2.33) or (2.42), results

$$u_i = E_i(\psi) \left( e_\theta - \frac{\mu_b}{\mu_t} \mathbf{B} \right) = E_i(\rho) \left( \frac{\mathbf{B} \times \nabla \rho}{B^2} + h \mathbf{B} - \frac{d\psi}{d\rho} G_b \mathbf{B} \right).$$  (2.72)

In the last step, the Pfirsch-Schlüter flow $E_i h \mathbf{B}$ encapsulated in the parallel component of the Hamada poloidal vector is made explicit. In addition, the geometrical bootstrap factor ($G_b$ form equation (2.65)) has been utilized. Note that since $G_b < 0$ for the ion collisionality regimes accessible in TJ-II plasmas, figure 2.5, the parallel (bootstrap) mass flow $\Lambda_i \mathbf{B}$ has the same sign of $E_i$ in the absence of external input of momentum. Then, for regimes in which $E_i \approx d\Phi/d\rho \propto -E_r$ (e.g., in ECRH plasmas where the radial electric field is mainly determined by the electron temperature gradient [45] and the electron density and ion temperature gradients are small) the bootstrap flow has the opposite direction of the magnetic field, in agreement with the experimental measurements [105].

### 2.3.2.1 Neutral damping

In the above discussion, the friction with neutral particles has been neglected. However, since neutral mass is similar to that of the ions, the damping produced by neutrals can modify the poloidal and parallel momentum balances [20,34,111,130], equations (2.51) and (2.43). The drag force caused by neutrals is modelled as [92,111]:

$$\mathbf{F}_n = -m_i n_i \nu_n (\mathbf{u}_i - \mathbf{u}_n) \approx -m_i n_i \nu_n \mathbf{u}_i.$$  (2.73)

Here $\nu_n$ represents the momentum damping rate, expected to be dominated by charge-exchange momentum losses [131]. The CX collision frequency between ions and neutrals can be approxi-
mated by
\[ \nu_n = n_n (\sigma_{\text{cx}} |\mathbf{v}_i - \mathbf{v}_n|) \approx n_n \sigma_{\text{cx}} v_{Ti}, \] (2.74)
with \( \sigma_{\text{cx}}(E) \) the CX cross section and
\[ \langle \sigma_{\text{cx}} |\mathbf{v}_i - \mathbf{v}_n| \rangle = \frac{1}{n_n n_i} \int d^3 \mathbf{v} f_i(x, \mathbf{v}) f_n(x, \mathbf{v}) \sigma_{\text{cx}} (|\mathbf{v}' - \mathbf{v}|) |\mathbf{v}' - \mathbf{v}| \]
\[ \approx \frac{1}{n_i} \int d^3 \mathbf{v} f_i(x, \mathbf{v}) \sigma_{\text{cx}} (|\mathbf{v}'|) |\mathbf{v}'| \equiv \sigma_{\text{cx}}(T_i) v_{Ti}, \] (2.75)
the CX rate coefficient. Equation (2.75) defines, indeed, the CX cross section as a function of the ion temperature. The numerical data has been obtained from the IAEA recommended atomic data [132], and is displayed in fig. 2.8. For TJ-II plasmas, where the ion temperature profile is rather flat [133] and \( T_i \leq 200 \) eV, the CX cross section is almost constant, \( \sigma_{\text{cx}} \sim 2 - 3 \times 10^{-19} \text{ m}^2 \).

The surface average neutral density profile is estimated with the 3-dimensional code EIRENE [134], which provides typical values of \( n_n \sim 10^{15} - 10^{16} \text{ m}^{-3} \). Hence, for thermal velocities in the range \( 100 - 200 \text{ km s}^{-1} \), the CX collision frequency is typically of the order of hundreds of Hz (\( \tau_{\text{cx}} \geq 1 \text{ ms} \), see e.g. [135]).

If friction with neutrals is added to the NC viscosity in the steady state parallel momentum balance (2.16), the viscosity relations (2.51) are modified as
\[ \langle \mathbf{B} \cdot \nabla \cdot \nabla_i \rangle - m_i n_i \nu_n \langle B^2 \rangle \Lambda_i = \mu_b E_i + \mu_1 \Lambda_i, \] (2.76a)
\[ \langle \mathbf{e}_i \cdot \nabla \cdot \nabla_i \rangle - m_i n_i \nu_n \langle \mathbf{e}_\phi \cdot \mathbf{e}_\phi \rangle E_i = \mu_p E_i + \mu_b \Lambda_i. \] (2.76b)
Here, we have used the fact that \( \langle \mathbf{e}_\phi \cdot \mathbf{B} \rangle = I_T = 0 \) for a currentless stellarator. Therefore, the viscosity relationships (2.51) are still valid, with an effective poloidal and parallel viscosity given by
\[ \mu_{pn} \equiv \mu_p + m_i n_i \nu_n \langle \mathbf{e}_\phi \cdot \mathbf{e}_\phi \rangle \] (2.77a)
\[ \mu_{\perp n} \equiv \mu_1 + m_i n_i \nu_n \langle B^2 \rangle. \] (2.77b)
These modifications would also affect the calculated damping rates through equations (2.69). In addition, the equilibrium flows (2.72) are also modified to
\[ \mathbf{u}_i = \frac{1}{\nu_i} E_i \mathbf{e}_\phi + \Lambda_i \mathbf{B} = \frac{1}{\nu_i} E_i \left( \mathbf{e}_\phi - \frac{\mu_b}{\mu_1 + m_i n_i \nu_n \langle B^2 \rangle} \mathbf{B} \right). \] (2.78)
The magnitude of the viscosity induced by neutrals is \( m_i n_i \nu_n \sim 10^{-6} - 10^{-5} \text{ kg s}^{-1} \text{ m}^{-3} \), which is smaller than the calculated neoclassical poloidal and parallel viscosities, see figure 2.8. Such a simple estimation is confirmed by the numerical calculations presented in the right column of figure 2.8, in which the viscosity generated by friction with neutral particles is added to the neoclassical viscosity calculated in the plateau regime. Nonetheless the damping caused by neutrals should be considered in regions close to a limiter, where the neutral particle densities increase considerably, \( n_H \leq 10^{17} \text{ m}^{-3} \) and \( n_{H_2} \leq 10^{18} \text{ m}^{-3} \) [136].

2.4 Compressible impurity flow in a stellarator

As put forward in section 2.2, the perpendicular flow is determined by the \( \mathbf{E} \times \mathbf{B} \) and diamagnetic flows at order \( \mathcal{O}(v_s \delta_s) \). This result holds at the same level that having a total flow
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tangential to the surface, i.e. $u_s \cdot \nabla r = \mathcal{O}(v_s \delta_s^2)$. Next, the structure of the equilibrium parallel flows is determined from the steady-state particle number conservation, equation (2.28). In the axisymmetric case particle number conservation yields an algebraic relation between the parallel flow and the density, see equation (2.37). However, in general toroidal systems such as TJ-II the parallel flow structure (2.29) is obtained from the incompressibility condition, that follows from a particle density that is constant on flux surfaces.

The inhomogeneity of the main ion density, although existing [137, 138], is small in the ordering schemes of kinetic theory, i.e. $n_i = \langle n_i \rangle + \mathcal{O}(\delta_i \langle n_i \rangle)$. Therefore, the lowest order bulk-ion flow is incompressible and thus the form of the parallel flow in (2.29) holds. The situation for impurity ions may be different. For the plateau ions characteristic of TJ-II, medium to high $Z$ impurities are in the Pfirsch-Schlüter collisional regime. As noted in, e.g., reference [100] this collisional character can cause the impurity density variations within a surface to be comparable to their mean value on the surface. This ratio scales like $n_z / \langle n_z \rangle \sim \hat{\nu}_i Z^2/\delta_i$. The relative variations of the impurity density within a surface can be of order unity, $n_z / \langle n_z \rangle \sim \mathcal{O}(1)$, even with $\delta_i \ll 1$ still a valid expansion parameter. Indeed, poloidal density variations of high-$Z$ impurities have been observed in several tokamak devices (see reference [139] and references therein). These in-surface density variations cause the parallel impurity flow to deviate from the ion parallel flow as the parallel pressure gradients drive a return flow. Furthermore, the return flows need not preserve an incompressible pattern as particle conservation $\nabla \cdot (n_z u_z) = 0$ does not reduce to flow incompressibility $\nabla \cdot u_z = 0$ for a non-constant impurity density $n_z$. Recent experiments on light impurities (B$^{5+}$ and C$^{6+}$) using the CXRS technique have reported a poloidal asymmetry of the impurity parallel flow at the pedestal region of the Alcator C-Mod [140] and ASDEX-Upgrade [141] tokamaks, thus indicating a substantial poloidal density variation of light-$Z$ impurities from particle conservation. This impurity density inhomogeneity was later confirmed through direct measurements of the density asymmetry [142–144]. In stellarators, a poloidal variation of the C$^{6+}$ density and poloidal velocity was observed in the core region of

**Figure 2.8.** (Left) Charge-Exchange cross section between cold hydrogen neutrals and protons. (Right) Effect of the neutral drag on the calculated neoclassical damping times in the plateau regime.
outward shifted plasmas in CHS [145].

The in-surface density variations cause the impurity flows to be compressible, i.e. the function \( \Lambda_z \) in equation (2.29) is not a flux function any more. In a tokamak, since the expression (2.37) is still valid, the inboard/outboard variation of the impurity poloidal flow can be utilized to derive the density asymmetry [140]

\[
\frac{n_z^{\text{in}}}{n_z^{\text{out}}} = \frac{B_d^\text{in}}{B_d^\text{out}} \cdot \frac{u_{z,p}^{\text{in}}}{u_{z,p}^{\text{out}}},
\]

see equation (2.39). In general stellarator geometry no such closed form can be found. Now, as \( \Lambda_z \) is no longer a flux function, it is convenient to define an impurity parallel return flow as

\[
\Lambda(\rho, \theta, \phi) = \Lambda_z(\rho, \theta, \phi) - \Lambda_i(\rho),
\]

which is associated with parallel gradients of the impurity density. With this particular choice impurity flows are written as the sum of an incompressible flow,

\[
u_{z0} = E_z \frac{B}{B^2} \nabla \rho + (\Lambda_i + E_z h) B,
\]

plus the return flow (2.80) which compensates for the impurity density redistribution, i.e.

\[
u_z = \nu_{z0} + \Lambda(\rho, \theta, \phi) B.
\]

Note that this velocity field is the same as that given by equations (2.25) and (2.29), but with \( \Lambda_z(\rho, \theta, \phi) \) given by (2.80). Finally, with the impurity flow expression (2.82) the continuity equation (2.28) reads

\[
B \cdot \nabla (n_z \Lambda) = -\nu_{z0} \cdot \nabla n_z,
\]

since \( \nabla \cdot \nu_{z0} = 0 \).

In the next subsection the parallel momentum balance (2.16) is specified for collisional impurities under steady-state conditions [100]. It is shown that the differences in the parallel mass flow between main-ions and impurities generate a friction force which may drive a parallel gradient on the impurity density. Next, from particle conservation a return flow appears, see equation (2.83). Therefore, the impurity parallel momentum balance is solved consistently [102] with impurity continuity equation (2.83). The experimental observation of a compressible impurity flow in ion-root, medium density plasmas of TJ-II is presented in chapter 5. There, we characterize and study the parallel flow \( \Lambda_z B \) in terms of a friction-driven impurity density redistribution. Such a friction model is derived next, although the results of the numerical simulations are left to chapter 5.

### 2.4.1 Impurity parallel momentum balance

The impurity parallel momentum equation is taken to be

\[
T_z \nabla || n_z + n_z Ze \nabla || \Phi = R_{z||},
\]

where \( R_{z||} \) is the parallel friction on the impurities and \( \Phi \) the electrostatic potential. As demonstrated in reference [100] the impurity temperature is equilibrated with the bulk ion temperature
and is therefore constant on the flux surface. As it is also shown in [100], impurity parallel inertia and viscosity can be neglected in (2.84) if \( \delta_i/(Z\nu_i) \ll 1 \). For the medium density ion-root plasmas to be considered in chapter 5 \((n_i \in (0.5 - 3) \times 10^{19} \text{ m}^{-3}, T_i \in 100 - 200 \text{ eV})\) typical values of the normalised ion gyro-radius and collisionality are \( \delta_i \sim 10^{-2} \) and \( \nu_i \sim 10^{-1} \), respectively. Then, for fully-ionised carbon impurity ions \((Z = 6)\), \( \delta_i/(Z\nu_i) \sim 10^{-2} \). Hence, the assumptions made in reference [100] to derive equation (2.84) are applicable here.

In the trace impurity limit, \( \sum n_i Z^2 \ll n_i \), the parallel friction on the impurities may be approximated by [146]

\[
R_{z\parallel} \approx R_{z\parallel} = -R_{z\parallel} = -\int \frac{d^3v}{m_i} v\parallel C_{iz}\{f_{i1}\},
\]

with \( f_{i1} \) the first order departure of the bulk ion distribution function from a Maxwellian. The ion-impurity collision operator can be modelled with a Lorentz operator in a large mass ratio approximation, i.e. \( m_z/m_i \gg 1 \), plus a term guaranteeing parallel momentum conservation [22]

\[
C_{iz}\{f_{i1}\} = \nu_{iz} L\{f_{i1}\} + \nu_{iz} \frac{m_i v\parallel}{T_i} f_M,
\]

\[
L = \left(1 - \frac{\partial}{\partial \xi}\right) \left(1 - \xi^2\right) \left(\frac{\partial}{\partial \xi}\right).
\]

Here, \( \nu_{iz} = 3\pi^{1/2}/(4\tau_{iz}x^2_i) \), \( \tau_{iz} = \tau_i n_i/(n_z Z^2) \) is the ion-impurity collision time (with \( \tau_{ii} \) given by (2.55)), \( x_i = v/v_i, v_i = \sqrt{2T_i/m_i} \) the ion thermal speed, \( \xi = v_i/v \) the pitch-angle and \( f_M = n_i 0/(\pi^{3/2}v_i^3) \exp(-x_i^2) \) is a flux-function Maxwellian. Since the collision operator is self-adjoint and \( L\{v_{i\parallel}\} = -v_{i\parallel} \), the term in the parallel friction force arising from the Lorentz operator is written as

\[
-\int \frac{d^3v}{m_i} v\parallel \nu_{iz} L\{f_{i1}\} = \frac{3\pi^{1/2}}{4\tau_{iz}} m_i v_i \int \frac{d^3v}{x_i} f_{i1}.
\]

Let us consider now the expansion of \( f_{i1}(x, v, \xi) \) in Legendre polynomials \( P_l(\xi) \), i.e. \( P_0 = 1, P_1 = \xi, \) etc. [93]. Due to the orthogonality properties of the \( P_l \) polynomials in \( \xi \in [-1, 1] \) only the \( l = 1 \) component of \( f_{i1} \) contributes to equation (2.88). Such a component is associated with the parallel particle and heat flows \( (u_{i\parallel} \) and \( q_{i\parallel} \), respectively) and is expanded by Laguerre (Sonine) polynomials \( L_j^{(3/2)}(x_i^2) \) as [22, 93]

\[
f_{i1}^{(l=1)} = \frac{2}{v_i} \xi x_i \left\{ u_{i\parallel} - L_1^{(3/2)}(x_i^2) \frac{2 q_{i\parallel}}{p_i} \right\} f_M + f_{i1}^{(l=1, j \geq 2)}.
\]

Here, \( f_{i1}^{(l=1, j \geq 2)} \) denotes the sum of the \( j \)th Laguerre polynomial components with \( j \geq 2 \). The inclusion of \( j > 1 \) terms [147] is out the scope of this report and thus \( f_{i1}^{(l=1)} \approx f_{i1}^{(l=1, j \leq 1)} \) is taken in equation (2.89), as is customary in the moments approach to neoclassical transport [22] (the so-called 13 M approximation). See the comments in section 5.4 regarding the effect of this truncation. With this assumption the parallel friction on the impurities becomes

\[
R_{z\parallel} \approx \frac{m_i n_0}{\tau_{iz}} \left( u_{i\parallel} - \frac{3 q_{i\parallel}}{p_i} - u_{z\parallel} \right),
\]

\[\text{Eq. 2.90}\]

\[\text{16}\text{ The first Sonine polynomials } L_j^{(3/2)}(x_i^2) \text{ are } L_0^{(3/2)} = 1, L_1^{(3/2)} = -x_i^2 + 5/2, L_2^{(3/2)} = x_i^4/2 - 7x_i^2/2 + 15/8, \text{ etc.}\]
with \( u_{\parallel z} \) the impurity ion parallel flow\(^\text{17} \). Note that if the exact result for the main-ion distribution function in the Pfirsch-Schlüter regime is used [102]

\[
J^{(l=1)}_{\parallel 1} = \frac{2}{v_i} \xi x_i \left\{ u_{\parallel ||} - \left( L_1^{(3/2)}(x_i^2) - \frac{4}{15} L_2^{(3/2)}(x_i^2) \right) \frac{2}{5} \frac{q_i}{p_i} \right\} \ ,
\]

the pre-factor \(-3/5\) accompanying the parallel heat flow in (2.90) must be replaced by \(-2/5\). For simplicity energy exchange is neglected, thus making heat flows incompressible for each particle species, \( \nabla \cdot q_i \approx 0 \). Then the bulk ion parallel heat flow is

\[
q_i = \frac{5p_i}{2e} \frac{\partial T_i}{\partial \rho} \ h B + \left( q_i \cdot B \right) \frac{B}{\langle B^2 \rangle},
\tag{2.92}
\]

with the function \( h \) defined in section 2.2. Using the general expression for a compressible impurity flow, equation (2.82), and equation (2.92), the parallel friction on the impurities is finally recast as

\[
R_{z||} = \frac{m_i n_{i0}}{\tau_{iz}} B \left[ E_i - E_z - \frac{3p_i}{2e} \frac{\partial T_i}{\partial \rho} \right] h - \frac{3}{5} \langle q_{i||} \cdot B \rangle \left( \frac{B}{\langle B^2 \rangle} \right)
\approx p_i \gamma_f B A_i h + B_z - \Lambda, \tag{2.93}
\]

with the flux constants \( \gamma_f(\rho), A_i(\rho) \) and \( B_z(\rho) \) given by

\[
\gamma_f \equiv \frac{m_i Z^2}{T_i \tau_{iz}}, \tag{2.94a}
A_i \equiv \frac{\tau_i}{e} \frac{d \ln n_i}{d \rho} - \frac{1}{2e} \frac{d T_i}{d \rho}, \tag{2.94b}
B_z \equiv -3 \langle q_i \cdot B \rangle \frac{B}{\langle B^2 \rangle}, \tag{2.94c}
\]

with \( \tau_{iz} \) the ion self-collision time, see equation (2.55), and \( q_i \) the ion heat flow. In the last step, the impurity diamagnetic term has been neglected against the main ion one. With these assumptions (i.e. trace impurities, \( \sum n_z Z^2 \ll n_i \), and 13 M approximation, \( J^{(l=1)}_{\parallel 1} \approx J^{(l=1),j \leq 1)}_{\parallel 1} \)) the impurity parallel momentum balance (2.84) results

\[
B \cdot \nabla n_z = \gamma_i n_z B^2 (A_i h + B_z - \Lambda) - n_z e Z \frac{\varepsilon}{\tau_{iz}} B \cdot \nabla \Phi, \tag{2.95}
\]

In stellarator geometry, equation (2.95) and the continuity equation (2.83) form a coupled system [102] of partial differential equations (PDEs). This set of equations can be expressed as a parabolic PDE in the variable \( n = n_z/\langle n_z \rangle \)

\[
\nabla (B \cdot \nabla n) - g B \cdot \nabla n - \gamma_i B^2 u_{\perp ||} \cdot \nabla n - f n = 0, \tag{2.96}
\]

\(^{17}\) In order to derive equation (2.90), the integral (2.88) is given by

\[
\int_{\tau_{iz}}^{\tau_{iz}} m_i e_i f_{1(\parallel)|i} d \rho = \int_{\tau_{iz}}^{\tau_{iz}} m_i n_{i0} \sum_{j=0}^\infty u_{i||,j} \int_0^\infty d t e^{-t} L_j^{(3/2)}(t) \left( \frac{m_i n_{i0}}{\tau_{iz}} \sum_j \frac{(2j + 1)!!}{j!!} B \frac{u_{i||,j}}{p_i} \right),
\]

where \( u_{i||,j} \) (with \( j = 0, 1, \ldots \)) are coefficients in the expansion \( f_{1(\parallel)|i}^{(l=1)} = 2/v_i \xi x_i I_{l}^{(3/2)} U_{l}^{(3/2)} \). From equation (2.89), the first two coefficients are \( u_{i||,0} = u_{i||} \) and \( u_{i||,1} = -2q_{i||}/(5p_i) \), so that the parallel friction in its form (2.85) is

\[
R_{z||} = \frac{m_i n_{i0}}{\tau_{iz}} \left( u_{i||} - \frac{3 q_{i||}}{5} - u_{z||} + \sum_{j=2}^{\infty} \frac{(2j + 1)!!}{j!!} B \frac{u_{i||,j}}{p_i} \right), \tag{2.91}
\]

thus recovering equation (2.90) when \( j \geq 2 \) terms are neglected.
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where

\[ g(\rho, \theta, \phi) = B \cdot \nabla \ln B^2 - \frac{e Z}{T_z} B \cdot \nabla \Phi + \gamma_t B^2 \{ (A_i + E_z)h + B_i + \Lambda_i \}, \quad (2.97) \]

\[ f(\rho, \theta, \phi) = \gamma_t A_i B \times \nabla \rho \cdot \nabla \ln B^2 + \frac{e Z}{T_z} (B \cdot \nabla \ln B^2 - B \cdot \nabla) B \cdot \nabla \Phi. \quad (2.98) \]

Equation (2.96) is converted to an algebraic system of equations by applying finite differences to the variable \( n \), see the appendix C. The angular periodicity of the TJ-II \( (T_\theta = 2\pi \text{ and } T_\phi = \pi/2) \) and the condition \( \langle n \rangle = 1 \) are imposed. The parallel return flow \( \Lambda B \) is obtained from equation (2.83). The system of PDEs has also been solved by Fourier expanding the variables in Boozer coordinates, showing consistency with the finite differences scheme.

Finally, it is noted that the impurity radial transport is written for collisional impurities as

\[ \langle \Gamma_z \cdot \nabla \rho \rangle = \frac{1}{e_z} (hB \parallel \langle \nabla \rangle) = \frac{T_z \gamma_t}{e_z} \left[ A_i \langle n_z (hB)^2 \rangle + B_i \langle n_z hB^2 \rangle - \langle n_z hB^2 \Lambda \rangle \right]. \quad (2.99) \]

In the last step, the result (2.93) has been used. In addition, the classical flux associated with perpendicular friction is not included in (2.99). Note that in the absence of impurity redistribution, i.e. \( n_z = n_z(\rho) \) and \( \Lambda = 0 \), the last two terms disappear in (2.99) and the usual result, see e.g. ref. [148], is recovered.
Experimental technique
The study of spectral lines emitted from laboratory and astrophysical plasmas has been used historically to measure numerous plasma characteristics such as concentration and transport of light impurities, or impurity rotation and temperature, these latter being extracted from the Doppler broadening and shift of such lines. However, as plasma temperatures increase in magnetically confined devices [149], the low-Z elements become completely ionized in the interior of these plasmas and no longer emit spectral lines; on the other hand, the detection of high-Z emission lines is restricted to wavelengths shorter than visible wavelengths, typically < 100 nm, where vacuum techniques are required and impurity line shifts might not be resolved.

In the late 70’s, R. C. Isler reported [150] on the observation of emission lines from O VIII\(^1\) after the injection of a fast neutral beam in the Oak Ridge Tokamak. The use of such beam-induced line emissions from fully-ionized light impurities became a very active area of research in the 80’s [151–153], and was consolidated as a technique for diagnosing hot fusion plasmas in the 90’s [48]. Nowadays it is known as Charge-Exchange Spectroscopy (CES) or, more commonly, Charge-eXchange Recombination Spectroscopy (CXRS, also called CXS or CHERS). The European Fusion Development Agreement (EFDA) organisation explains the CXRS technique as follows [154]:

Neutral atoms in the plasma (from, for example, a neutral beam) donate electrons to fully ionised impurity ions, producing hydrogen-like ions. As the electrons decay from excited states they emit photons from which the impurity temperature, rotation and density can be measured using conventional spectroscopy.

From the analysis point of view, CXRS spectra are convolved with contributions from several atomic effects such as Doppler or Zeeman broadening, as well as from uncertainties in the unresolved emission wavelength transitions from fine-structure levels, which are perturbed by the collisional plasma environment. Furthermore, CXRS requires the use of high-throughput optics plus a high-dispersion optical spectrometer to obtain measurements of impurity temperature and velocity with high accuracy and precision. Therefore, the spectral response of the optical device must be analysed and taken into account.

\(^1\) In spectroscopic notation, O VIII stands for O\(^{7+}\), C VI for C\(^{5+}\) and so on.
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On the other hand, as an active technique (i.e. a perturbative method) CXRS takes advantage of the localised emission produced by an external source of neutral atoms; usually, a beam of fast neutral particles. The intersection of such a beam and the optical line of sight determines the volume of measurement. However, even though the use of beams permits spatially resolved measurements, the finite de-excitation time of the accepting ion [155] in conjunction with the large velocity of the neutral beam particles [156] cause the daughter distribution function to depart from the original one [157] (which is the one under study). In particular, the effect on the measured velocity can be considerable.

In this chapter, the above issues are reviewed while highlighting those aspects which are more relevant for CXRS measurements in TJ-II. This chapter is organised as follows: in section 3.1, general concepts such as the charge-exchange process plus active and passive emission are introduced. Next, the collection optics and its alignment are detailed. In section 3.3 the Diagnostic Neutral Beam Injector (DNBI) utilised to excite the spectral line emission is described, together with a method to obtain the beam/line-of-sight interaction volume. In the following section, the mechanisms that affect the recorded line emission are explained and corrected when required. These are, Doppler and Zeeman broadening (section 3.4.1), instrumental response (section 3.4.2), fine-structure effects (section 3.4.3) and the beam-induced line emission during the finite lifetime of the excited impurity ion (section 3.4.4). In section 3.5 all the aforementioned aspects are combined in the data analysis procedure. In addition, examples of measured C⁶⁺ temperature and density profiles are given. Finally, conclusions are drawn in section 3.6.

3.1 Introduction to Charge-Exchange spectroscopy

The CXRS technique is based on the transference of charge between a neutral particle and a fully ionised atom. The donor is usually an energetic particle coming from an externally injected beam [48, 158]. Among the charge-exchange (CX) processes between neutral beam particles,
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$H_0^b$, and hot plasma impurities, $A Z$, there are several reactions which result in well isolated line emissions, e.g., those involving $O^{8+}$, $C^{6+}$ or $He^{2+}$. In the TJ-II CXRS diagnostic the process

$$C^{6+} + H_0^b(nl) \rightarrow C^{5+}(n = 8, l^*) + H_0^+(n = 7, l) + H_0^+ + h\nu(8 \rightarrow 7),$$  \hspace{1cm} (3.1)

was chosen (see section 3.2 in reference [159]). The emitted line is in the visible range, $\lambda_0 = 529.07$ nm, which simplifies the spectroscopic techniques used. Hence, such emissions can be collected by commercial camera lenses, optical fibres and a spectrograph, which permits the $C^{6+}$ impurity poloidal density, temperature and velocity to be measured [46, 105]. For the latter parameters, the ion temperature can be determined from the Doppler broadening of the collected emission line. Besides, the impurity rotation is obtained from the shift in wavelength with respect to the rest wavelength of the emission line of interest.

Figure 3.2. DNBI-excited raw C-VI spectral line data (Active plus Passive) and background C-VI line emission (Passive). Note: in spectroscopic notation spectral lines from C$^{5+}$ ions are termed C VI. On the left, two reproducible ECRH plasmas are depicted (A+P: shot#25801; P: shot#25799), whilst the right column corresponds to the NBI heated phase (A+P: shot#32577,; P: shot#32576 on the right, respectively). The active signal is obtained from the difference of the two discharges. Multi-Gaussian fits to the latter are presented.

Before proceeding further, it should be noted that the line emission resulting from (3.1) already exists in the plasma, mostly due to electron excitation [152, 153] and is not a spatially localised emission. Such emission is termed passive. A volume-localized excitation of fully stripped carbon is achieved by injecting a neutral beam into the plasma; Heating NBIs are normally used, see e.g. [160–162], although dedicated Diagnostic Neutral Beams (DNBI) are also frequently employed, as in [46, 163–165]. The advantage of the former is that the beam-excited emission is significantly stronger than the passive contribution, with the drawback of a partial loss of the spatial resolution [166]. On the other hand a DNBI provides the possibility of making measurements in plasmas heated only by waves, as well as obtaining relatively high spatial resolution\(^2\). In TJ-II, such a system has been installed, see figure 3.1 (from reference [47]). It provides a 5 ms long pulse of neutral hydrogen accelerated to 30 keV (the ratio of its full,

\(^2\) It is noted here that the increasing interest on the impurity density inhomogeneities and flow compression
half and third energy components is 90 : 8 : 2) [46]. Its 1/e-radius at focus is 21 mm; thus, well localised measurements can be made along the beam path.

As aforementioned, in order to obtain neutral beam induced spectral line data –and hence spatially localized information along sightlines– it is necessary to remove background (passive) C\textsuperscript{5+} light from spectra. This is done by alternatively injecting and not injecting the DNBI into reproducible plasmas (shot-to-shot technique [46]). Then, by subtracting a background spectrum from the stimulated plus background (active plus passive) spectrum the CXRS data are obtained. For ECRH plasmas, the active emission is a factor of \sim 5 smaller than the passive one, while in NBI heated plasmas, this ratio is reduced to a factor of 3, see figure 3.2. A multi-Gaussian fit to the active signal is also shown in the figure, and will be explained in section 3.5.

### 3.2 Collection Optics and Spectrograph

![Figure 3.3](image)

Figure 3.3. Schematic of the multi-channel spectroscopic system for CXRS measurements [46].

For light collection, a tri-directional optical system (two poloidal views plus one toroidal line of sight array) is installed to measure Doppler shifts and widths of this C VI line. It consists of three optical paths which are composed of a 63 mm diameter fused quartz vacuum window/internal described in section 2.4 has led recently to the development of CXRS rotation measurements which are not based on the use of beams, see e.g. [140, 165, 167, 168]. To this end, cold neutral gas is puffed on the high-field side of a tokamak, where the beams are attenuated before reaching that region of the plasma and cannot be directly injected.
shutter assembly, a commercial camera lenses (85 mm-f/1.2 for the poloidal bottom porthole, and 50 mm-f/1.4 for toroidal and poloidal top views) and a 12-way fibre optic bundle located at the lens focus. The light is transmitted to the spectrograph equipped with three curved input slits, a bandpass filter (2.0 ± 0.5 nm), a holographic transmission grating sandwiched between two BK7 prisms, a fast mechanical shutter and a back-illuminated CCD camera (1024x1024 pixel with 13x13 μm² sized pixels). Such an optical system is described schematically in figure 3.3, taken from reference [46]. Here, only the poloidal sightlines are shown. The poloidal top fibres are used to correct for uncertainties in the C⁵⁺ rest emission wavelength, and thus, do not provide additional information about the parent C⁶⁺ distribution function (further details are given in subsection 3.4.3.1).

The toroidal sightlines were installed during this thesis. It views the DNBI beam from the tangential porthole highlighted in figure 3.1. The toroidal system shares the porthole with a tangential Neutral Particle Analyser, see e.g. [135]. Therefore, a retractable in-vacuum mirror located in the mouth of the access port is needed to redirect light to the lens. This, together with the intricate TJ-II geometry and the lack of access to the vacuum vessel, complicates the alignment of the sightlines and the DNBI, see subsection 3.2.1. In figure 3.4 a top view of TJ-II last-closed magnetic surface and toroidal sightlines is sketched. Note that this system views both sides of the magnetic axis (inboard and outboard toroidal measurements in the figure).

The light focussed by the lenses onto the fibre bundle ferrule is transmitted through 600 μm core superguide G silica fibres to a Holospec Spectrograph, by Kaiser Optical Systems. The 36 fibres are joined together in a single bundle which terminates in a ferrule, fixed to the spectrometer input. As explained in references [46,169] the entrance slits must be curved to avert the strong curvature produced by the short focal length of the spectrograph. The impact of this
effect on velocity and temperature measurements is studied in section 3.4.2.

The Holospec spectrograph is a transmission grating spectrometer, widely employed in CXRS diagnostics, see e.g. [166,170,171]. For the TJ-II, the system consists of an 85 mm f/1.8 input lens to provide parallel light, a transmission grating (centred at 5291 Å) that is sandwiched between two right angle BK7 prisms in order to increase the wavelength dispersion at the output focal plane, and an output 85 mm f/1.4 lens that focuses the dispersed lighted onto the image plane (see figure 3.5). Finally, a 1024 × 1024 pixel back illuminated CCD detector (by Roper Scientific, Model Pixis 1024B) is positioned at this image plane. The pixel size is 13 × 13 µm, resulting in an active area of 13.3 × 13.3 mm and a linear dispersion at the focal plane of 0.1495 Å/pixel. Further details can be found in reference [159]. A mechanical shutter was installed between the spectrograph and the CCD camera to minimize background light and smearing during the CCD reading time. It allows exposure times of 5 ms to be achieved (the DNBI beam pulse length), with reduced opening and closing times.

3.2.1 Optical alignment and measurement positions

Alignment of the poloidal sightlines is performed by illuminating each fibre bundle with an intense light source and observing, through a nearby view-port, the orientation and location of the resultant bright spots with respect to markings on the inside of the opposing vacuum flange, see the left column of figure 3.6. From these, the sightline paths through the neutral beam are determined using a poloidal cross-section drawing of the machine in the DNBI sector.

On the other hand, alignment of the tangential viewing sightlines involves aligning the in-vacuum mirror as well as orienting the fibre bundle ferrule. For this, a preliminary alignment is made by illuminating the fibres with the intense light source and observing, through a view-port located in a sector downstream of the neutral beam sector, the location of bright spots on the inside of the vacuum chamber as the mirror is rotated. Once the mirror is set so that the lines-
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Figure 3.6. (Left) A photo taken through a lower viewport, showing illuminated spots created on the upper vacuum flange of sector A7 when aligning the bottom sightlines: The orientation and location of these bright spots with respect to markings on the inside of the opposing vacuum flange, allow the DNBI-sightline intersections to be determined. (Right) Layout of toroidal fibre bundle ferrule. The fibres numbered 13 to 16 are used to check for line-of-sight symmetry about the beam centre (see text).

of-sight pass through the beam, the light source is removed. Then, the fibre ends that attach to the spectrograph input fibre bundle, are connected to Avalanche Photodiodes (APD) whose bias voltages were previously adjusted to a common gain. Then, by repeatedly injecting the DNBI into the TJ-II chamber, the mirror and fibre bundle are adjusted in-turn until all APD signals are maximized. Moreover, as an additional check, light from the sightlines that straddle the 12 principal sightlines are checked for symmetry about the beam centre, see the right column of figure 3.6. Finally, by repeating the fibre illumination procedure described before for the toroidal fibres, the location of bright spots on the vessel inboard wall are noted and cross-checked. Then, using a 3 dimensional computer aided design (CAD) software with the geometrical coordinates of the vacuum chamber, neutral beam and sightlines as inputs, the beam/sightline crossing points are found for the magnetic configuration of interest. This is schematically represented in figure 3.7.

Figure 3.7. Computer Aided Design sketch for the calculation of the DNBI and toroidal sightlines crossing points. The geometrical coordinates of the vacuum chamber, neutral beam (orange cylinder) and sightlines (coloured cylinders) are input to the program. The poloidal sightlines appear as thin vertical cylinders, whilst the toroidal views extend towards the observer. The pink streamers delimit the last-closed magnetic surface (LCMS).

Finally, having determined the poloidal and toroidal measurement positions, their coordinates
are interpolated with the aid of magnetic configuration maps [21] to obtain the corresponding flux surface labels, see equation (1.3). The location of the flux surfaces is known accurately from the vacuum field. Note that the helical axis of TJ-II makes the Shafranov shift is negligible ($\leq 3$ mm $\beta \leq 1\%$, see e.g. [172]), smaller than the spot size of the fibres. Consequently, the inboard and outboard measurements are directly mapped to flux coordinates using the known magnetic field geometry, and in contrast to the tokamak experiments [140,141], no additional relative shift between the inboard and outboard measurements is needed for aligning.

An additional check to confirm the goodness of the toroidal $\rho$ mapping is made. For this, the spectrograph grating (set at 529 nm [46]) was exchanged for one centred at 656.2 nm. Then, by injecting the DNBI beam into the vacuum chamber with no magnetic fields, spectra with Doppler-shifted H$\alpha$ line emission from the beam were collected and analysed. Hence, by determining the Doppler shift of the beam-H$\alpha$ for each sight line, the corresponding beam velocity was calculated without correcting for the beam to sight line angle. Knowing the beam energy, the beam to sight line angles were determined and the beam/sight line intersection points could be determined. These intersection points were compared with the values obtained using the illumination method described above, thereby confirming the uncertainties in the alignment of toroidal fibres, i.e. $\sim \pm 3$ mm. Note: the separation between toroidal sightlines, $\geq 3$ cm, is fixed by the fibre bundle and focusing lens.

Figure 3.8. A schematic diagram of CXRS diagnostic sightlines with a poloidal cut that shows several magnetic surfaces for the standard magnetic configuration of TJ-II. Toroidal views go into the page, see figure 3.4. The inboard and outboard positions of measurement are highlighted. The magnetic surfaces in which poloidal and toroidal outboard measurements coincide, $\rho \sim 0.2, 0.4$ and 0.6, are coloured red, blue and black, respectively. For simplicity, the poloidal top fibres, which are symmetrically opposite to the poloidal bottom ones, are not shown.

A schematic layout of the diagnostic measurement positions is depicted in figure 3.8 (see also figure 3.4). As observed, poloidal cuts of TJ-II magnetic surfaces are bean shaped and exhibit large flux compressions within a surface. The plasma minor radius region spanned by nearly symmetric poloidal views is $\rho \in (0.25, 0.85)$ in the 100,44,64 standard magnetic configuration. As explained in section 3.4.3.1, poloidal top fibres are used to correct for uncertainties in the $C^{5+}$ rest emission wavelength, and thus, do not provide additional information about the $C^{6+}$ distribution function.

On the other hand, the toroidal fibres cover both sides of the magnetic axis, from $\rho = -0.75$
to $\rho = 0.6$ at 10 locations (2 of the 12 sightlines are obstructed by the vacuum chamber). The region in which both poloidal and toroidal measurements are taken is labelled as outboard, in analogy with tokamaks; while the zone where only toroidal measurements are made is labelled as inboard. The nomenclature $\rho \geq 0$ and $\rho \leq 0$ is also utilized to define these regions. In the outboard region, poloidal and toroidal fibres view the same surfaces at $\rho \sim 0.2, 0.4$ and 0.6 (in figure 3.8 these surfaces are coloured red, blue and black respectively). Therefore, the 2D-flow velocity is completely determined at these locations. The redundant inboard-toroidal measurements will be used in chapters 4 and 5 to verify whether the flow incompressibility condition explained in section 2.2 holds or not.

### 3.3 Diagnostic beam and volume averaged measurements

The measurement volume for a given line of sight, $V_{\text{los}}$, results from the intersection of the DNBI path and the volume observed by each fibre. Therefore, the measured density, temperature and velocity of $C^{6+}$ ions are the result of averaging in that volume. When CXRS is performed with a heating NBI, inversion techniques are needed to recover the local values [166]. In TJ-II, the use of a compact DNBI with a small footprint in the plasma (its 1/e-radius at focus is 21 mm [46]) allows for measuring local quantities. However, since these are averaged measurements, any geometrical quantity $X(r)$ used during data processing (e.g. magnetic field strength, sightline cosines or Pfirsch-Schlüter dimensionless factor (2.32), among others) has to be averaged in the measurement volume $V_{\text{los}}$. This is done by considering the weighted integral

$$\langle X \rangle_{V_{\text{los}}} := \frac{\int_{V_{\text{los}}} d^3r \varepsilon X}{\int_{V_{\text{los}}} d^3r \varepsilon}, \quad (3.2)$$

with $\varepsilon = \langle \sigma v \rangle_{\text{cx}} n_b n_C$ the local $C^{5+}$ brightness, $n_b$ the density of fast neutral particles and $n_C$ the density of $C^{6+}$ ions. Thus, local beam and carbon impurity densities are required to solve this integral.

#### 3.3.1 Diagnostic neutral beam injector profile

The work presented in this subsection is based on reference [159]. The intention here is not to characterize the beam in detail (see, e.g., the detailed work in reference [163]), but rather to provide an estimate of its radial extent, and consequently, of the measurement volume. To this end, beam attenuation is estimated by considering a simple pencil-like attenuation model [49,159],

$$n_b \approx n_{b,\text{vac}} \exp \left( -\int_{\text{beam path}} \alpha(l) dl \right), \quad (3.3)$$

with $\alpha(l)$ the local attenuation factor along the beam path [135],

$$\alpha(l) \approx n_e(l) \left( \sigma_p + \sigma_{\text{cx}} + \frac{\langle \sigma_e v_e \rangle_0}{v_b} \right), \quad (3.4)$$

where the charge exchange ($\sigma_{\text{cx}}$), and ionization by proton impact ($\sigma_p$) and by electron impact ($\langle \sigma_e v_e \rangle_0/v_b$) cross sections [132,173] are expressed in terms of the beam energy in the top of
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![Image of a graph showing cross sections for relevant atomic processes in DNBI attenuation.](image)

Figure 3.9. Cross sections for the relevant atomic processes in DNBI attenuation [132]: charge exchange ($\sigma_{CX}$), ionization by proton impact ($\sigma_p$) and ionization by electron impact ($\sigma_e$) as a function of the neutral energy. Note that the ionization by electron impact rate, $\langle \sigma_e v_e \rangle_0$, depends also on the background electron temperature, $T_e$, as shown at the bottom.

Figure 3.9. The ionization by electron impact rate ($\langle \sigma_e v_e \rangle_0$) depends also on the background electron temperature $T_e$, as shown at the bottom of the figure.

In equation (3.3) $n_{b,\text{vac}}$ stands for the beam particle density profile in vacuum, which is proportional to the current density in vacuum [159],

$$n_{b,\text{vac}} \propto j_v(0) \exp \left( -\frac{\alpha_0}{r_0} r^2 \right),$$

with $I_b$ the total beam intensity, $r$ the radial distance to the beam axis and $j_v(0)$ the beam current in vacuum at the beam axis,

$$j_v(z,0) = \frac{I_b}{\pi r_0^2} \frac{z^2}{z^*} \left\{ 1 - \exp \left( -\frac{\alpha_0 r_0^2}{z^*} \right) \right\}.$$

Here, $\alpha_0 \approx 5^\circ$ is the beam divergence, $r_0 = 4 \text{ cm}$ the acceleration grid radius, $z$ the axial distance along the beam path, $z_* = (1/z - 1/z_f)^{-1}$, and $z_f = 170 \text{ cm}$ the focal distance [159].

Such formula (3.5) has been benchmarked with the equations derived in references [163, 174], showing quantitative agreement. Profiles of the DNBI, equations (3.3) and (3.5), can be found in reference [159] for several plasma conditions.
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3.3.2 Volume averaged measurements

In order to perform averaging over a measurement volume, equation (3.2) requires the carbon impurity density as input. As an approximation, the carbon density can be substituted by the electron density in equation (3.2), which is thus simplified to

\[
\langle X \rangle_{V_{los}} \approx \frac{\int_{V_{los}} d^3r n_b n_e X}{\int_{V_{los}} d^3r n_b n_e}.
\] (3.7)

The integral (3.7) requires the use of three different grids to interpolate the magnitudes: a cylindrical grid for the beam, 36 cylindrical grids for the sightlines, and the curvilinear grid developed by J. Guasp [21] for plasma magnitudes. Numerical routines to quickly interpolate in a grid a certain quantity defined in another grid have been developed.

![Figure 3.10.](image)

**Figure 3.10.** DNBI profile at its 1/e-width, with the magnetic surfaces crossed by the DNBI. The last closed magnetic surface (\( \rho = 1 \)) is shown as well. The DNBI enters the plasma at constant toroidal angle, \( \phi = 75.5^\circ \), and vertical position, \( Z = 0.2 \) cm. Note that the beam axis does pass through the magnetic axis.

As an example of such a calculation, the DNBI vacuum profile at its 1/e-width is represented in figure 3.10. The vacuum profile is calculated with equation (3.5); from it, the positions at which the beam particle density has been reduced by a factor \( \sim 1/e \) of its value at the beam axis are obtained. The colour label in figure 3.10 represents the magnetic surface crossed along the beam path at these positions. Here, the magnetic surface label \( \rho \) has been obtained in the plasma grid (from the known vacuum magnetic field [21]) and interpolated in the beam grid. These kind of interpolations are useful for rapid data processing. For instance, they allow estimating the beam attenuation, equation (3.3), since the electron density and temperature in the attenuation coefficient, equation (3.4), are flux-functions.

The errors associated with the average of the geometrical factors, equation (3.7), are given by the standard deviation in the measurement volume,

\[
\delta_X = \left\{ \langle X^2 \rangle_{V_{los}} - \langle (X)_{V_{los}} \rangle^2 \right\}^{1/2},
\] (3.8)
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and are propagated through the code. Therefore, the errors in the final results will consist of statistical ones, plus standard deviations of geometrical factors in the measurement volume.

![Figure 3.11. Magnetic surface extent (vertical axis) observed by poloidal (blue) and toroidal (black) CXRS sightlines for the 100,44,64 magnetic configuration, as calculated from equations (3.7) and (3.8). For clarity, poloidal top measuring positions are not shown. Horizontal dashed lines at $\rho = 0.2, 0.4$ and 0.6 are plotted, to indicate the magnetic surfaces in which three independent measurements are made (toroidal inboard and outboard, and poloidal outboard).](image)

In figure 3.11, the magnetic surface extent $\rho + \delta \rho$ seen by the poloidal bottom and toroidal sightlines in the standard magnetic configuration is presented in blue and black, respectively, as calculated from equations (3.7) and (3.8). It is observed that in the outboard region, the poloidal and toroidal fibres view the same radial locations at $\rho \sim 0.2, 0.4$ and 0.6. Although not shown in this figure, the poloidal top and bottom measurements coincide over the region $\rho \in (0.25, 0.85)$ (see section 3.2.1). The magnetic surfaces spanned by a poloidal sightline increase as moving towards the magnetic axis, due to the vertical inclination of these sightlines. In contrast, the number of surfaces observed by a toroidal sightline is smaller, due to the alignment of these with the magnetic field.

3.4 Mechanisms affecting line emission

As a spectroscopic technique, CXRS requires knowledge of the atomic processes involved in the spectral line broadening and shifting (e.g., Doppler, Zeeman, Stark effects etc. or fine structure broadening), as well as instrumental effects. In addition, other contributions arising from the use of neutral beams, e.g., gyro-orbit motion, plume effect, energy cross-section dependence, etc. must be taken into account. Here, such effects are highlighted and discussed with respect to their effect on carbon temperature and rotation measurements for TJ-II specific conditions (i.e., $B \leq 1$ T; $T_i, T_C \leq 200$ eV; $u_t, u_p \leq 30$ km s$^{-1}$ $\ll v_{Ti}$ and $n_e \leq 5 \times 10^{19}$ m$^{-3}$).

3.4.1 Classical line-broadening: Doppler and Zeeman broadenings.

3.4.1.1 Doppler effect

A photon emitted by a fast particle appears shifted in frequency when observed in a laboratory frame. This is known as Doppler effect, and can be explain heuristically as follows: let us consider an excited particle emitting with a frequency $\nu_0$ when at rest. If this particle is moving with a velocity $v$, it continues emitting at the same frequency in the rest frame. However, in the laboratory frame, the time between two wave-fronts has changed, due to the relative movement of both systems. As frequency, $\nu$, and wavelength, $\lambda$, are related through the speed of light as
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c = \nu \lambda$, a change in frequency produces a change in wavelength: $\delta \lambda / \lambda = -\delta \nu / \nu$. Therefore, for small variations, $\Delta \lambda / \lambda_0 = -\Delta \nu / \nu_0$. Mathematically, this can be expressed in a compact form as

$$\lambda_v = \lambda_0 \sqrt{1 + \frac{v \cdot \mathbf{l}}{c}} \sim \lambda_0 (1 + \frac{v \cdot \mathbf{l}}{c})$$

(3.9)

Here, $\mathbf{v}$ is the relative velocity between the particle and the observer and $\mathbf{l}$ is a unitary vector in the direction of observation. If the particle is moving away from the observer the frequency measured by the observer decreases and the wavelength increases, i.e. there is a red-shift in wavelength, $\Delta \lambda = \lambda_v - \lambda_0 > 0$, towards longer wavelengths (in the visible range, towards the infrared region). On the other hand, if the particle is moving towards the observer, there will be a blue-shift towards shorter wavelengths (in the visible range, towards the ultra-violet region).

When a population of excited atoms is emitting, each one produces a different displacement in wavelength, thereby broadening the otherwise delta function-like emission. If the particles of species $s$ have a Maxwellian distribution of velocities, then, as each moving particle produces a different wavelength shift in the laboratory frame, equation (3.9), the spectral line acquires a Gaussian shape,

$$I_s(\lambda) d\lambda = I_{s p} f_{s M}(v) d^3v \propto \exp \left(-4 \ln 2 \left( \frac{\lambda_v - \lambda_{u_s}}{\sigma_s} \right)^2 \right) d\lambda.$$  

(3.10)

Here, $I_{s p}$ is the light emitted by a single particle of the species $s$, $f_{s M}$ is a Maxwellian distribution function (see equation (2.11)), $\sigma_s$ is the Full-Width at Half-Maximum (FWHM) of the spectral line, $\lambda_v$ is the shift produced by each velocity $v$ and $\lambda_{u_s}$ is the wavelength displacement due to the mean velocity $u_s$. From this, the temperature of the emitting population, i.e. the standard deviation of the velocities, can be determined as

$$T_s = \frac{m_s c^2}{8 \ln 2} \left( \frac{\sigma_s}{\lambda_0} \right)^2 = 1.68 \times 10^8 m_s (u) \left( \frac{\sigma_s}{\lambda_0} \right)^2 \text{ (eV)}$$

(3.11)

Here, $\lambda_0$ is the unshifted wavelength of the spectral line. The mass $m_s$ of the particle species $s$ is in atomic mass units (u), and $\lambda_0$ and $\sigma_s$ must be in length units. For the typical ion temperatures observed in TJ-II, $T_i \leq 200 \text{ eV}$, Doppler widths of about $\sigma_C \leq 1.7 \text{ Å}$ are expected for the C VI $n=8 \rightarrow n=7$ line at 5290.7 Å. This is now compared with other broadening terms.

3.4.1.2 Zeeman effect

In the presence of a magnetic field the ion energy levels are split in accordance with the interchange energy term: $W = \mu_B g \mathbf{J} \cdot \mathbf{B}$ (here, $\mu_B$ is the Bohr magneton and $g$ the Lande factor). For typical TJ-II magnetic fields of $B \sim 1 \text{ T}$, the Russel-Sanders approximation can be used [175–177].

According to reference [48], the ratio between the Zeeman and Doppler broadening is:

$$\frac{\sigma_{\text{Zeem}}}{\sigma_{\text{Dopp}}} = 6.06 \times 10^{-5} \left( \frac{m_s (u)}{T_s (\text{eV})} \right)^{1/2} B(T) \cdot \lambda (\text{Å})$$

(3.12)
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For the C VI emission at 5290.7 Å, \( T_C = 100 \) eV and \( B = 1 \) T, this ratio is \( \sim 0.11 \). This signifies that the shape of the line is not distorted by the Zeeman splitting, rather it is broadened. Thus a correction factor can be applied when estimating the temperature from the width of the measured spectral emission line \([178,179]\) rather than considering all Zeeman components when making a fit to the spectral line \([180]\). Such a derating factor is presented in figure 3.12 as a function of the measured impurity temperature. For the relative intensities of the \( \pi \) (\( \Delta M_J = 0 \)) and \( \sigma \) (\( \Delta M_J = \pm 1 \)) Zeeman components, the angle \( \alpha \) between the magnetic field and the viewing chord must be known. In the figure, \( \alpha = 60^\circ \) has been used, although the actual magnetic field to each sightline angle is utilized in the data analysis.

3.4.2 Instrumental effects

Correctly performed instrument calibration is essential if experimental uncertainties are to be minimized. Indeed, this should be done regularly during machine operation as thermal stresses in the spectrograph can be significant and can result in small but notable shifts of the CCD with respect to the focal plane centre \([181]\), e.g. \( 4 \) μm K\(^{-1}\) at the focal plane—this being equivalent to an offset of \( \sim 2.5 \) km s\(^{-1}\) K\(^{-1}\) for velocity measurements. For wavelength calibration, spectral lines \([182]\) at 5274.0393, 5280.0853, 5298.1891 and 5304.758 Å from a neon pencil type lamp are used to establish the wavelength dispersion at each fibre location on the focal plane, this being \( \sim 11.5 \) Å/mm at its centre. An in-house mounting structure was developed to facilitate this calibration procedure, see figure 3.13. In addition, all spectrographs suffer from broadening of the spectral emission line. As a result a numerical deconvolution of the instrument function and the measured spectral line must be carried out to determine the Doppler broadening of the said line, and hence the temperature. Here, the instrumental FWHMs, \( \sigma_{it} \), are determined from the weighted means of the FWHMs of the Ne I lines at 5280.0853 and 5298.1891 Å.
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In the following subsections these effects (i.e. numerical deconvolution of the instrumental function, wavelength calibration and thermal drifts) are described and their influence on measurements are discussed.

3.4.2.1 Instrumental broadening

Spectrometers are not perfect and produce a spectral line with a finite width at the output. This broadening is called the instrumental function (IF). Generally, as well as a broadening of a spectral line there can also be loss of intensity and, in some cases, a deformation of the original shape. Therefore, the effect of the detection system must be removed from the measured emission before analysing the data.

This procedure is expressed mathematically as a deconvolution [183],

\[ I_m(x) = \int dx' I(x - x')IF(x'). \]  

(3.13)

Here, \( I_m \) and \( I \) are the light intensities at the spectrograph output and input, respectively, and \( x \) is the pixel number in the CCD horizontal direction. It is a common practice to approximate the IF by a Gaussian profile. Since the main broadening mechanism in hot fusion plasmas is Doppler broadening (which produces a Gaussian shape of the spectral lines as shown in section 3.4.1), the well known equation for the convolution of two Gaussian functions is generally employed,

\[ \sigma^2_m = \sigma^2_{if} + \sigma^2. \]  

(3.14)

Here, \( \sigma_m, \sigma_{if} \) and \( \sigma \) are the FWHM of the measured line, the instrumental function and the original line emission of the impurity ion.

Nonetheless, equation (3.14) is only applicable when the IF is Gaussian. For the transmission grating spectrometer used here, stigmatic imaging of the entrance slit results in a deviation of the instrumental function from a Gaussian shape, i.e., it becomes more trapezoidal as the entrance slit width is increased. Hence, for fitting, a Gaussian function modified by an exponent \( s \) is required,

\[ \text{IF}(x) \propto \exp \left( - \ln 2 \left( \frac{4x^2}{\sigma^2} \right)^s \right). \]  

(3.15)

The exponent \( s \) provides the IF with a trapezoidal shape [170]. Similar IFs have been measured in other devices which use the same spectrograph [171, 184]. Furthermore, this effect was also observed in the HSX, where two Czerny-Turner spectrographs with relatively wide input slits of \( \sim 200 \mu \text{m} \) are used. The effect of such an exponent on the IF is shown in figure 3.14. For high values of the \( s \)-exponent, \( s \sim 10 \), the profile acquires a rectangular shape; when \( s = 1 \), a Gaussian curve is recovered.

**Figure 3.14.** Effect of the \( s \)-exponent on the Instrumental function: when \( s = 10 \), the profile becomes rectangular, whilst for \( s = 1 \) a Gaussian is obtained.
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The source of the trapezoidal IF can be found in the stigmatic imaging produced by the entrance slit [170]. Due to the finite size of the entrance slit, incoming light will produce a finite spot at the diffraction device -a grating-. There, wavelengths are separated spatially, so each one arrives at a different location at the focal plane (i.e., the CCD detector). Therefore, each wavelength will produce a different spot at the image plane. Hence, overlapping of individual wavelength images at the CCD detector is obtained. The coupling of the wavelengths depends on the input slit width, the dispersion power of the grating, etc. For instance, different entrance slit widths produce different IFs for the same optical system, as is demonstrated by comparing the instrumental response of two similar CXRS systems, in TFTR [170] and TJ-II [59]. In the former case, where a 250 \( \mu \text{m} \)-slit was used during a glow discharge calibration, the IF was almost rectangular. In contrast, a 100 \( \mu \text{m} \)-wide slit is utilized in TJ-II, and an IF with an exponent \( s = 1.3 \) is observed.

The influence of the IF on the 5298.189 Å Ne I line used for calibration is presented in figure 3.15. On the left column, a fit with the trapezoidal profile given by equation 3.15 is performed. The resultant FWHM is \( \sigma_{\text{IF, trapez}} = 7.68 \) pixels = 1.15 Å, and \( s = 1.31 \). A second fit is plotted on the right (red solid line). In this case, a small broadened \( \sigma_{\text{IF, wing}} = 1.47 \) Å Gaussian function is superimposed on the trapezoidal curve, in order to reproduce the wing-like features that appear at the edges of the Ne I line. The inclusion of these wings causes an increase in the exponent \( s \). Note: the centroids, \( \lambda_0 \), of both curves are left free. The wavelength difference in the best fit line centroids obtained by fitting with or without the broad Gaussian would result in a velocity uncertainty smaller than statistical errors. However, as will be shown, the deconvolution process can give rise to different impurity temperatures when the wings are considered in the fit.

The effect of wavelength overlapping is dependent on the original spectra line width [59]: for emission lines from calibration lamps, it has been shown that the otherwise Gaussian shape
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is distorted towards a trapezoidal curve. In contrast, when the Doppler temperature broadened C VI emission line is considered, even though the coupling is the same (it depends only on slit width), it is not sufficient to modify the shape of the curve for the experimental conditions considered here. This is shown in figure 3.16, where fits with $s=1$ (blue dashed line) and $s=1.31$ (red dash-dot line) have been applied to the experimental C VI data (black open circles) from a NBI heated plasma in the final steps of the discharge. The one with $s=1$ provides the best fit to the C VI experimental data as demonstrated by lower residuals across the full wavelength range (fine structure effects are also considered in the fit models [153]). The carbon temperatures obtained after applying a Gaussian deconvolution, equation (3.14), are $T_C(s=1) = 77.2$ eV and $T_C(s=1.31) = 104.3$ eV. Thus, the use of the calibration exponent to fit the C VI data leads to an overestimated temperature [185].

![Figure 3.16. A measured C VI line at 529.055 nm (black circles), fitted with a Gaussian profile ($s=1$, dashed blue line) and the exponent $s=1.31$ obtained from calibration (dash-dot red line). Residuals are presented at the bottom.](image)

However, as commented before, equation (3.14) is only valid when two Gaussian functions are considered. In the present case, the previous convolution must be considered, see equation (3.13). It implies the division of two polynomials, which in general is inexact. Instead, a numerical convolution is performed for a range of test Maxwellian emissions, $I_{\text{test}}$,

$$I_m(x) = \int dx' I_{\text{test}}(x')IF(x - x').$$

(3.16)

As the integration, and so the convolution, is a linear process fine structure components of the C VI emission are not considered during $I_{\text{test}}$ construction. So, once the measured $\sigma_{IF}$ and $\sigma_m$ have been input, test functions with different Doppler broadening are convolved until the FWHM of the resultant function matches the measured one. This process demonstrates that the detected light is not distorted by the optical system, i.e., its shape remains Gaussian, rather it is just broadened. For the experimental data shown in figure 3.16 this procedure yields $T_C = 95.43$ eV.

The differences in estimated impurity temperature when using equations 3.14 and 3.16 are displayed in figure 3.17 as a function of the actual carbon temperature. When Doppler broadening is large compared to the instrumental width the convolution process approaches the classical
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one, and the correction factor tends to one. In contrast, for impurity temperatures close to
the instrumental temperature \(T_{\text{if}}\), obtained by inserting \(\sigma_{\text{if}}\) in equation (3.11), the difference
becomes significant. For the experimental conditions outlined here, this is \(\sim 15\%\).

\[
\begin{array}{c}
T_{\text{if}} = 89.4 \text{ (eV)} \\
\end{array}
\]

**Figure 3.17.** Correction factors for impurity temperature obtained through Gaussian and direct deconvolution, using a trapezoidal IF and a trapezoidal plus wings model for the IF. Here, \(T_{\text{if}}\)
is the equivalent temperature obtained by inserting the measured instrumental width, \(\sigma_{\text{if}}\), in equation (3.11).

In addition, as seen in figure 3.15, the best fit profile obtained with equation (3.15) does not
completely reproduce the instrumental shape at the edges where “wings” exist, these possibly
being due to the diffraction pattern introduced by the slit and the grating. These ”wing” features
can be modelled by imposing a small but broad Gaussian function when fitting with equation
(3.15), with the centroids of both curves set as free parameters. The result of such a fit is shown
in figure 3.15. The wavelength difference in the best fit line centroids, \(\lambda_0\), obtained by fitting
with or without the broad Gaussian, yields a velocity uncertainty that is less than the statistical
errors. As observed in figure 3.17, both methods (with/without wings) give values that are in
good agreement for the range of ion impurity temperatures expected in the core of TJ-II plasmas,
\(100 \leq T_C \leq 200 \text{ eV}\). However, this multi-curve fit is less stable when the instrumental function
differs greatly from the expected trapezoidal shape. Therefore the more stable fit model without
wings is used in the data analysis.

In summary, careful handling of the instrumental function deconvolution is necessary, when
this differs from a Gaussian shape, in order to avoid a systematic underestimation of impurity
ion temperature in plasmas. In the case of the TJ-II such an underestimation can be up to 20%
when the impurity temperature approaches the instrumental temperature (\(\sim 90 \text{ eV for 100} \mu\text{m slits}\)). Whilst the choice of fitting function is critical when determining impurity ion temperature,
it’s influence on impurity flow is less that statistical errors.

3.4.2.2 Wavelength calibration

As commented in the previous section, a correct analysis of the instrumental function is es-
tential for impurity temperature determination. Besides, the light dispersed by the spectrometer
and recorded by the CCD camera does not have an absolute wavelength reference. Hence, the
multi-channel spectroscopic system must be calibrated for each sightline so that wavelength and
pixel number are related. From it, the linear dispersion of the instrument, \(\Delta \lambda/\Delta x\) (Å/ pixel),
can be deduced.

For this a calibration is performed for each of the three 12-way fibre arrays with a Neon
pencil-type lamp (from Newport, California (USA), model 6032). The lamp is inserted between a 85 mm f/1.2 camera lens mounted on TJ-II and the fibre bundle [46], in such a way that the numerical aperture of each of the 12 fibres is filled. To this end, an in-house mounting structure was developed to facilitate this calibration procedure, see figure 3.13. Three or four Ne I lines close to the C VI 5290 Å emission are considered: 5274.0393, 5280.0853, 5298.1891, 5304.7580 Å [182]. A typical spectra is seen in figure 3.18.

Now, knowing the wavelengths of the calibration lines of interest, the calibration procedure can be started. However, a model for the relation $\lambda = \lambda(x)$ is needed. The theoretical grating equation for the HoloSpec spectrometer is:

$$\lambda \nu = \cos \gamma \left[ \sin(\theta_1 + \phi_1) + \sin(\theta_2 + \phi_2) \right],$$

where $\nu^{-1} = \lambda_0/(\sin \theta_1 + \sin \theta_2) \approx \lambda_0/\sqrt{3}$. Here, the nomenclature used by R. E. Bell in
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reference [169] is followed, see figure 3.19. Then equation (3.17) can be recast as

\[ \lambda = A + B \sin \theta'_p \cos \alpha_2 - \cos \theta'_p \sin \alpha_2, \]  

(3.18)

where \( \theta'_p = \theta_p - (\theta_1 - \theta_2) \), \( B = \cos \gamma/\nu \), \( A = B \sin(\theta_1 + \phi_1) \) and

\[ \sin \alpha_2 = \frac{\sin \epsilon' + \Delta(x + x_0) \cos \epsilon'}{N \sqrt{1 + \Delta^2(x + x_0)^2}}. \]  

(3.19)

Here, \( N \sim 1.5196 \) is the BK7 refractive index, \( x \) is the pixel number and \( x_0 \) is the pixel number for optical axis with negative sign, \( x_0 = -512 \). In addition, the quantity \( \Delta \) is the ratio between the pixel size and the focal length, \( \Delta = 13 \cdot 10^{-6}/85 \cdot 10^{-3} = 1.5294 \cdot 10^{-3} \). The angle \( \gamma \) is related with fibre position (vertical displacement along the CCD) and the angle \( \phi_1 \) reflects the array (top and bottom poloidal or toroidal) location at the entrance slit. The holographic grating is optimized for \( \lambda_0 = 5291 \ \text{Å} \) [159]. For the experimental arrangement, \( \epsilon' = 5^\circ \), \( \theta_1 = 60.0037^\circ \), \( \theta_2 = 59.9963^\circ \) and \( \theta'_p = 63.284267^\circ \), and for the simple case of \( \gamma = 0 \) (no deflection in the vertical direction of the CCD) and \( \phi'_1 = 0 \) (bottom array), \( B = 305.46465 \) nm and \( A = 264.55000 \) nm.

Figure 3.20. Residuals obtained after fitting the theoretical grating equation with different order polynomials: first (red, expressed in km s\(^{-1}\)), second (blue, in x10 m s\(^{-1}\)) and third order (black, in m s\(^{-1}\)).

Three polynomial fits have been applied to these theoretical data, equation (3.18). The residuals expressed in velocity units are plotted in figure 3.20. The error introduced by modelling the wavelength dispersion relation with a 2\textsuperscript{nd} or 3\textsuperscript{rd} order polynomial is less than 50 m s\(^{-1}\) in the region of interest (pixel numbers close to 500). This demonstrates that either a 2\textsuperscript{nd} or 3\textsuperscript{rd} order polynomial fit is good enough to reproduce the experimental data. Thus, the experimental method followed in the TJ-II CXRS system consists of recording several neon spectra, and fit the aforementioned four closest Ne I lines to the C VI emission with a second order polynomial fit.

Finally, another instrumental issue concerning the calibration in wavelength in TJ-II is the residual aberration which may arise from an incomplete correction for the short focal length of the spectrograph [46,169]. Such an effect has been studied by changing the arrangement of the optical fibres at the entrance of the spectrograph 4 times at least over two years. Non systematic errors in wavelength determination have been observed, thus demonstrating that deviations from paraxial optics are unimportant here.

In conclusion, it is shown here that errors in impurity ion velocity measurements due to calibration of the instrument, \( \leq 100 \) m s\(^{-1}\), are significantly less than expected ion velocities in
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the TJ-II, i.e. $\leq 10 \text{ km s}^{-1}$, and smaller than errors due to statistical uncertainties, $\geq 0.5 \text{ km s}^{-1}$.

3.4.2.3 Thermal Drifts

It was observed that the Holospec Spectrograph suffers from variations in the centroid and width of the spectral lines during TJ-II operation ($\sim 8$ hours). In order to characterize this, 100 consecutive neon spectra were recorded during two days in intervals of 30 minutes. From each group of 100 spectra a single measurement is obtained with the errors given by the standard deviation of the fitted parameters. The total time of this single measurement is $\sim 1 \text{ s}$ (100 ms per spectra, plus 46.72 ms of CCD read out), not enough to allow any variation of the optical system, other than mechanical vibrations.

In figure 3.21 the time evolution of the averaged fitted line centroid and FWHM of the Ne I line at 5298.189 Å is presented, together with the evolution of the experimental hall temperature, $T_{\text{hall}}$. Error bars are also plotted; in general these are small (less than 0.03 pixel for $\lambda_0$, 0.05 pixel for FWHM and $\sim 0.5^\circ\text{C}$ for $T_{\text{hall}}$), although in some cases the fit was poor, most likely due to a failure of the optical system, e.g., in the mechanical shutter or the CCD reading out, because of the long duration of the experiment.

These drifts are due to thermal stress and strain on the combined spectrograph and CCD camera instrumentation. Note that the CCD camera is not bolted onto the spectrograph in order to facilitate the positioning of the CCD image at the focal plane. Hence, the centroid and width of line vary with room temperature$^3$. Rather than thermally insulating the detection system

$^3$ Note that, besides the thermal stress, the line centroid is affected by the changes in the refractive index of air produced by temperature variations, as shown in section 3.4.3. Nonetheless, these latter cannot explain the observed hysteresis, unless the aforesaid stress on the instrument exists.
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in order to minimize such thermal drifts (this being both costly and complicated), frequently calibrations of the optical system are made during experiments with the disadvantage of opening and closing the experimental hall between shots.

3.4.3 Fine structure and local atmospheric effects

The CX process of interest in TJ-II, equation (3.1), involves the emission of a photon when the C\textsuperscript{5+} ion de-excites from the \( n = 8 \) to the \( n = 7 \) level. Such a transition must obey the well-known selection rules for atomic transitions. In H-like ions, the \( J \)-transitions for these high levels are almost degenerate. Hence, the resultant photon wavelengths are much closer than can be resolved by the spectrometer used here, thus broadening the line [153]. Thus, it is essential to consider such broadening when analysing the C VI line emitted during the CX process (3.1). For this it is necessary to determine if the transition process is mixed by collisions for the plasma conditions under study.

For an isolated atom, it is straightforward to calculate the transition probabilities of each state and therefore determine the population of the different \( J \) levels. However, the plasma environment can mix the nearly degenerated states of hydrogen-like ions, by electric and magnetic fields, or collisional rearrangement [48]. For the TJ-II conditions, the most important mechanism is ion-ion collisions [186,187]. Collisional coupling depends, therefore, on plasma parameters such as density, temperature or impurity content. Sampson [188] has developed a criteria to estimate the critical electron density, \( n_e \), at which collision rates from the \( J = 1/2 \) to all other sublevels \( J \) within the same \( n \) state equals the radiative rate from \((n,J=1/2)\)\textsuperscript{4},

\[
n_e \geq \frac{Z^{7.5}}{n^{8.5}} \times 1.18 \times 10^{21} \text{ m}^{-3},
\]

which for the C VI transition of interest (\( n=8, Z=6 \)) gives \( n_e \sim 1.7 \times 10^{19} \text{ m}^{-3} \). So, for plasmas with \( n_e \geq 1.7 \times 10^{19} \text{ m}^{-3} \) even in the worst scenario (transitions from the furthest sublevel to all other \( J \) states) a statistical population of the \( J \) sublevels should be achieved.

<table>
<thead>
<tr>
<th>Transition ((2S+1L_J))</th>
<th>( \Delta \lambda_J = \lambda_0 - \lambda_J ) (Å)</th>
<th>Relative Intensity, ( I_J ) (a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^2K_{15/2} \rightarrow ^2I_{13/2} )</td>
<td>-0.217</td>
<td>0.605</td>
</tr>
<tr>
<td>( ^2K_{13/2} \rightarrow ^2I_{11/2} ) &amp; ( ^2I_{13/2} \rightarrow ^2H_{11/2} )</td>
<td>-0.143</td>
<td>1.000</td>
</tr>
<tr>
<td>( ^2I_{11/2} \rightarrow ^2H_{9/2} ) &amp; ( ^2H_{11/2} \rightarrow ^2G_{9/2} )</td>
<td>-0.036</td>
<td>0.644</td>
</tr>
<tr>
<td>( ^2H_{9/2} \rightarrow ^2G_{7/2} ) &amp; ( ^2G_{9/2} \rightarrow ^2F_{7/2} )</td>
<td>0.135</td>
<td>0.399</td>
</tr>
<tr>
<td>( ^2G_{7/2} \rightarrow ^2F_{5/2} ) &amp; ( ^2F_{7/2} \rightarrow ^2D_{5/2} )</td>
<td>0.443</td>
<td>0.233</td>
</tr>
<tr>
<td>( ^2F_{5/2} \rightarrow ^2D_{3/2} ) &amp; ( ^2D_{5/2} \rightarrow ^2F_{3/2} )</td>
<td>1.128</td>
<td>0.124</td>
</tr>
</tbody>
</table>

Table 3.1. Relative intensities of the fine structure components for the C VI transition \( n = 8 \rightarrow n = 7 \) in vacuum for statistically populated upper levels. Here, \( \Delta \lambda_J \) is the offset of the \( \Delta J = 1 \) wavelength transitions with respect to the unshifted wavelength \( \lambda_0 \).

In such a collisional-mixing case, the relative intensities of the fine structure components are the product of the Einstein coefficient and the statistical weight, \((2J + 1)/n^2\). The Einstein

\textsuperscript{4}This is the most extreme case of collisional mixing, since the \( J = 1/2 \) is the least degenerate state.
coefficient coefficients are calculated here within the Pauli approximation [176] but without considering Lamb shifts or nuclear mass effects. In addition, the method developed by D. Hoang-Binh is used [189], which gives the value of the radial integral involved. See appendix B for details. Here only the $\Delta J = +1$ transitions are considered as they are the most intense [176]. Their relative intensities for emission in vacuum are presented in table 3.1. Transitions between $|\gamma, J = 3/2 >$ and $|\gamma, J = 1/2 >$ states are not considered within this model, since they have not been observed in the experimental data (for typical TJ-II impurity temperatures, they should appear isolated from the rest of the line emissions at lower wavelengths). This means that a complete statistical population of the $J$ sublevels is not achieved, even when the critical density of equation (3.20) is exceeded in NBI heated plasmas of the TJ-II.

Next, the theoretical unshifted wavelength $\lambda_0$ is obtained after weighting the fine structure components,

$$\lambda_0 = \frac{\sum I_J \lambda_J}{\sum I_J} = \frac{5292.0426}{N} \text{ Å} \quad (3.21)$$

Here, $N$ stands for the refractive index of air. It is calculated as in reference [190, 191], where local temperature, relative humidity and atmospheric pressure values are needed. For this a combined temperature and relative humidity sensor was installed in the TJ-II experimental hall. Typically, an atmospheric pressure of $p \approx 94$ kPa, a temperature of $T \sim 20$ °C and 20% of relative humidity are measured. The maximum change on $N$ is caused by temperature variations, which results in a wavelength variation of $\delta \lambda_0 \sim 0.005$ Å K$^{-1}$. Usually, in the TJ-II experimental hall the temperature varies by about 5 °C during a day, see figure 3.21. In such conditions, the refractive index varies from $N(15 \, ^{\circ}\text{C}) = 1.00025814$ to $N(20 \, ^{\circ}\text{C}) = 1.00025373$, and hence, the rest wavelength in air is $\lambda_0 \sim 5290.677 - 5290.7$ Å. Similar values are reported in the literature [192, 193], where standard atmospheric conditions ($p = 101$ kPa and $T = 15$ °C) are used, and thus our calculated value is $\lambda_0 = 5290.58$ Å. Note: the inclusion of the atmospheric pressure in the analysis is critical as its non inclusion can give rise to an error of $\sim 0.1$ Å in the rest wavelength.

Finally, the C VI line emission excited by the DNBI is modelled by the sum of all these contributions, under the assumption of a Maxwellian equilibrium (see figure 3.22),

$$I(\lambda) = A \sum J I_J \exp \left( -4 \ln 2 \left( \frac{\lambda_v - \lambda_u - \delta \lambda_J}{\sigma} \right)^2 \right). \quad (3.22)$$

Here, the Doppler shift of each $J$-component, $(\lambda_v - \lambda_u)_J$, is been approximated by

$$(\lambda_v - \lambda_u)_J = \lambda_J \left( 1 + \frac{w \cdot 1}{c} \right) = (\lambda_0 - \delta \lambda_J) \left( 1 + \frac{w \cdot 1}{c} \right) \approx (\lambda_v - \lambda_u) - \delta \lambda_J,$$

where $w = \mathbf{v} - \mathbf{u}$ is the relative particle velocity, see section 2.1, and $(\lambda_v - \lambda_u)$ is the Doppler shift of the central wavelength, $\lambda_0$. Hence, it is assumed that all the lines are shifted as a whole. Note that $\lambda_v$ in (3.22) is a free parameter, whilst the velocity information is stored in the shift produced by the mean flow,

$$\lambda_v = \lambda_0 \left( 1 + \frac{u \cdot 1}{c} \right). \quad (3.23)$$

---

5 Madrid is located at 600m and so the pressure is slightly lower than its nominal value of 101 kPa. Pressure data is obtained from http://www.ciemat.es/portal.do?IDM=266&NM=2
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On the other hand, fine structure broadening is automatically included in the data analysis process through equation (3.22), without requiring additional correction factors to account for this effect in temperature measurements.

![Modelled fine structure broadening of the C VI spectral line for a plasma in Maxwellian equilibrium with $T_C = 100$ eV. The resultant wavelength at rest is $\lambda_0 = 5290.7 \, \text{Å}$ for $p = 94$ kPa and $T = 20 \, ^{\circ}\text{C}$.](image)

**Figure 3.22.** Modelled fine structure broadening of the C VI spectral line for a plasma in Maxwellian equilibrium with $T_C = 100$ eV. The resultant wavelength at rest is $\lambda_0 = 5290.7 \, \text{Å}$ for $p = 94$ kPa and $T = 20 \, ^{\circ}\text{C}$. 

3.4.3.1 Experimental determination of the C VI rest wavelength

From equations (3.22) and (3.23), it is clear that an incorrect estimate of the C VI line emission wavelength at rest, $\lambda_0$, produces incorrect values of the measured mean flow, $u$. Therefore, precise knowledge of the relative population of the fine structure levels is needed, to avoid non-physical contributions to velocity measurements. As aforementioned, the population of the different $J$-levels is affected by the plasma, making its calculation highly complicated.

The procedure followed to overcome this difficulty is the use of opposing symmetric views (see e.g. references [155, 166, 194, 195]). Two sightlines that view the same plasma spot from opposing directions, $l_+ = -l_-$, can provide the value of the selected emission line wavelength at rest together with the projection of the velocity in these sightlines, $u_l = u \cdot l = u_{l_+} = -u_{l_-}$, i.e.

$$\lambda_0 = \frac{\lambda_{u_+} + \lambda_{u_-}}{2}, \quad u_l = \frac{\lambda_{u_+} - \lambda_{u_-}}{2}c.$$  

(3.24)

Therefore it is necessary to resort to experimental techniques to overcome this drawback. For instance, in the HSX device, this is done by inverting the magnetic field and comparing the result with the velocities measured with the opposite magnetic field direction$^6$ [164]. However, not all the devices can meet these demands [160,162,171,196,197]; the impurity line emission at

---

$^6$This method relies on the assumption that flow is reverted when reverting the magnetic filed (which is true if it is neoclassical).
rest is then calculated using complex codes [173] which rely on several plasma parameters such as impurity concentration, bulk ion and electron densities, temperatures, etc.  

\[ \lambda_u = (\lambda_0 + \lambda_{cx}) \left( 1 + \frac{u_i}{c} \right) \approx \lambda_0 \left( 1 + \frac{u_i}{c} \right) + \lambda_{cx}. \]  

(3.25)

Here, \( \lambda_{cx} \) accounts for possible deviations in the populations of the fine structure level from a complete statistical mixing\(^7\). This is removed by adding measured wavelengths from top

\[^7\text{Expression (3.24) can be generalised to the case of opposing views which are not exactly symmetric. In such a case, since the direction of flow is unknown, three independent wavelength shifts are required at the same location,}\]

\[ \lambda_{cx} = \nabla \rho \cdot \frac{\sum \delta \lambda_i \mathbf{e}_j \times \mathbf{e}_k}{\sum \mathbf{e}_j \times \mathbf{e}_k}. \]  

(3.26)


\[^7\text{Expression (3.24) can be generalised to the case of opposing views which are not exactly symmetric. In such a case, since the direction of flow is unknown, three independent wavelength shifts are required at the same location,}\]

\[ \lambda_{cx} = \nabla \rho \cdot \frac{\sum \delta \lambda_i \mathbf{e}_j \times \mathbf{e}_k}{\sum \mathbf{e}_j \times \mathbf{e}_k}. \]  

(3.26)

Here, \( \delta \lambda_i = \lambda_i - \lambda_0 \) is the wavelength shift (numbered \( i \)) with respect to the theoretical rest wavelength, and \( \mathbf{e}_i \) the corresponding unitary vector in the direction of observation \( i \). The summation in (3.26) must be cyclic, but the order in which the wavelength shifts (and the associated sightline unitary vectors) are summed is arbitrary, as long as such order is kept in the summation.

In the case of having poloidal opposing views, \( \mathbf{e}_p1 = -\mathbf{e}_{p2} \), the –typically– toroidal shift does not appear,

\[ \lambda_{cx} = \frac{\nabla \rho \cdot (\delta \lambda_1 \mathbf{e}_{p1} \times \mathbf{e}_1 + \delta \lambda_2 \mathbf{e}_{p2} \times \mathbf{e}_2)}{\nabla \rho \cdot \sum \mathbf{e}_j \times \mathbf{e}_k} = \frac{\delta \lambda_1 + \delta \lambda_2}{2} = -\lambda_0 + \frac{\lambda_1 + \lambda_2}{2}, \]

thus recovering (3.24). Note that here the total rest wavelength is \((\lambda_0 + \lambda_{cx})\). On the other hand, in tokamaks, the radial direction \( \nabla \rho \) is orthogonal to the toroidal direction \( \mathbf{e}_p \propto \phi \) (see, e.g., the basis vectors obtained in reference [129] for a modelled tokamak), and so

\[ \lambda_{cx} = \left| \frac{\nabla \theta \cdot (\delta \lambda_{p1} \mathbf{e}_{p1} - \delta \lambda_{p2} \mathbf{e}_{p2})}{\nabla \theta \cdot (\mathbf{e}_{p2} - \mathbf{e}_{p1})} \right| = \frac{\delta \lambda_{p1} \cos \theta_2 - \delta \lambda_{p2} \cos \theta_1}{\cos \theta_2 - \cos \theta_1}, \]  

(3.27)

even if the two poloidal sightlines are not opposing. Here, the relation \( \nabla \rho \cdot \mathbf{e}_{p1} \times \mathbf{e}_{p2} \propto \nabla \rho \cdot \mathbf{\hat{\phi}} = 0 \), valid for tokamaks, has been invoked. An expression like (3.27) was utilized previously in TJ-II [159]. However, in nonaxisymmetric systems the gradient to a magnetic surface has a component in the toroidal direction, \( \nabla \rho \cdot \mathbf{\hat{\phi}} \neq 0 \),

**Figure 3.23.** Schematic diagram of CXRS diagnostic sightlines for the 100.44.64 magnetic configuration. Only 8 Poloidal Top lines of sight are shown, as the outer most 4 do not provide useful data for this configuration. Inboard and outboard toroidal sightlines are highlighted. In addition, poloidal cuts of magnetic surfaces are presented, together with the directions of interest for velocity measurements: radial (\( \nabla \rho \)), parallel (\( \mathbf{B} \)) and \( \nabla \rho \times \mathbf{B} \). Note that none of these vectors is contained in the poloidal plane. The magnetic field vector, \( \mathbf{B} \), points into the page.
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and bottom poloidal sightlines, equation (3.24), since they have almost the opposite direction. Besides, when correcting for this effect in the inboard toroidal velocity measurements, it is assumed that the rest wavelength \( \lambda_0 + \lambda_{\text{cx}} \) is a flux-function. Such an hypothesis relies on the collisional origin of \( \lambda_{\text{cx}} \) deviations, and on the assumption of flux constant ion density and temperature, i.e. \( n_i \approx n_i(\rho) \) and \( T_i \approx T_i(\rho) \).

\[
\Delta \lambda = \lambda_{\text{exp}} - \lambda_{\text{theo}} \quad \text{(˚A)}
\]

\[
\Delta u = \Delta \lambda \cdot c \quad \text{(km s}^{-1})
\]

\[\text{Normalised radius, } \rho\]

In figure 3.24 radial profiles of the experimental \( \lambda_{\text{cx}} \) with respect to the theoretical rest wavelength are presented. Here the zero in the y-axis corresponds to the calculated rest wavelength (for standard atmospheric conditions, \( \lambda_0 = 5290.58 \) Å). In addition, the black dashed line corresponds to the long wavelength limit for the C VI line (i.e., the wavelength of the \( ^2K_{15/2} \to ^2I_{13/2} \) transition for this simulation, see table 3.1) whilst the blue dashed line corresponds to the theoretical rest wavelength \( \lambda_0 = 5290.53 \) Å given in reference [192]. The difference between the value in reference [192] and that calculated here could be due to transitions from lower \( l \) levels, that are not included here. From the figure it can be concluded that the statistical mixing among fine structure sublevels is reached in the core of TJ-II NBI heated plasmas. Hence, the criteria to achieve collisional mixing developed by Sampson [188] (and the calculations given in reference [187]) is fulfilled in the core of these plasmas, when \( n_e \geq 1.5 \times 10^{19} \text{ m}^{-3} \). From the data shown in figure 3.24 a value of 5290.51 \( \pm \) 0.02 Å is obtained at the core, in good agreement with that measured in DIII-D, 5290.52 \( \pm \) 0.05 Å [193]. Note that variations in the local pressure or air humidity between the discharges used to create figure 3.24 are not considered, since they are expected to be small.

3.4.4 Line emission of charge-exchange excited states

As well as non-real velocities that arise when the fine structure is not correctly handled, the daughter distribution function may introduce some undesired velocities arising from the energy and so the general expression (3.26) must be called. Calculations of the C VI line emission wavelength at rest with the general formula (3.26) and the simplified expression (3.24) show that the effect of the toroidal wavelength shift is negligible, as the poloidal sightlines are almost anti-parallel in TJ-II. Thus, the method considered in TJ-II is the simplified form of (3.24), with \( \lambda_{\text{cx}} = \lambda_{\text{cx}}(\rho) \).
dependence of the CX cross-section [156] and the gyro-motion of the ions during the de-excitation process [155]. As a consequence, the daughter C$_{\text{5+}}$ ions distribution function is distorted in the velocity space yielding a real velocity not associated with the parent C$_{\text{6+}}$ distribution function, as discussed in reference [181]. Such flows are usually called pseudo-velocities.

A first principle derivation from kinetic equation is provided in [157], and applied in [196,198]. For this, it is assumed that all plasma parameters are frozen in time scales of the order of the radiation decay time. Next, the continuity equation is expanded in the smallness of the impurity-Larmor radius, $\delta_z = \mu_z / L_\perp \ll 1$, and the smallness of the thermal impurity velocity compared to the beam velocity, $\varepsilon = v_z / v_b \ll 1$. Since typical ion temperatures observed in TJ-II are $T_i \leq 200$ eV, thermal carbon velocities $v_z \leq 60$ km s$^{-1}$ are expected. Thus, $\delta_z < 10^{-2}$. For hydrogen atoms accelerated to 30 keV in the DNBI their velocity is large $v_b \sim 2400$ km s$^{-1}$, hence $\varepsilon \ll 1$.

Then, if a shifted (by the impurity mean flow $\varepsilon u_z$) Maxwellian distribution function of the parent impurity ions is assumed, the light emitted in the direction of observation is recast as

$$I_{\text{obs}} \propto \left( \frac{m_z}{2\pi T_z^2} \right)^{1/2} \tilde{n}_z \exp \left( -\frac{m_z}{2(T_z^2 + T_b^2)} (w_1 - \tilde{u}_z)^2 \right),$$

(3.28)

where $w_1 = (\varepsilon - \varepsilon u_z) \cdot e_i$ and $e_i$ is a unitary vector in the viewing direction. In the following the sub-index $z$ indicating impurity ions is dropped. The impurity density, $\tilde{n}$, temperature, $\tilde{T}$, and flow velocity, $\tilde{u}$, defined in (3.28) are

$$\tilde{n} \approx n \tau \nu_{\text{cx}} \left( 1 - \frac{\tilde{\nu}_{\text{cx}}}{v_b \nu_{\text{cx}}} u \cdot e_i \right) \sim n \tau \nu_{\text{cx}},$$

(3.29a)

$$\tilde{T} = \frac{T}{\Omega} g e_i \cdot \frac{\partial}{\partial p} u \parallel \sim \delta T,$$

(3.29b)

$$\tilde{u} = u_1 + u_2 \frac{M(w_1)^2}{T} + u_3 + u_4.$$  

(3.29c)

Here, $\tau \approx 1.1$ ns [155] is the lifetime of the excited state. In equation (3.29a) $\nu_{\text{cx}}$ and $\tilde{\nu}_{\text{cx}}$ are frequencies characterizing the neutral beam,

$$\nu_{\text{cx}} \approx \frac{n_b (\sigma_{\text{cx}} v_{lb})}{v_b},$$

(3.30a)

$$\tilde{\nu}_{\text{cx}} \approx \frac{1}{\sigma_{\text{cx}} v_{lb}} d(\sigma_{\text{cx}} v_{lb}) \bigg|_{v_b} \sim 2 \times 10^{-6} \text{ s}^{-1}. $$

(3.30b)

In equation (3.30b) the results of [156] are used to give an order of magnitude. More details are given later. From this estimation, the approximation made in (3.29a) $\tilde{n} \sim n \tau \nu_{\text{cx}}$ follows, so that $\tilde{n}$ can be interpreted as the number of impurity ions, $n$, that have emitted during a time $\tau$ after undertaking CX reactions with $n_b$ neutral beam atoms. Note that the beam CX frequency $\nu_{\text{cx}}$ causes the observed density, $\tilde{n}$, to vary strongly with position through the beam density, $n_b$ (see sections 3.3 and 3.5).

The factor $g$ in (3.29b) depends on the gyro-frequency of the parent, $\Omega$, and daughter, $\omega = \Omega(Z - 1)/Z$, impurity ions as

$$g = \frac{\tau (\omega - \Omega) e_i \cdot e_\perp + (1 + \omega \Omega^2) e_i \cdot e_\parallel |\nabla \rho|}{1 + (\omega \tau)^2} \sim \frac{1}{a} e_i \cdot e_\perp,$$

(3.31)

where $a$ is the Larmor radius, and $\rho$ is the density. However, the modifications are negligible for the experimental conditions outlined here.
with \( \mathbf{e}_r \) a unitary vector in the radial direction, and \( \mathbf{e}_\perp = \mathbf{b} \times \mathbf{e}_r \). A fully-ionised carbon in TJ-II has a typical cyclotron frequency of \( \Omega \sim 50 \) MHz. Thus, the product \( \Omega \tau \sim 5 \times 10^{-2} \) is small and the approximation made in (3.31) follows, where \( |\nabla \rho| \sim 1/a \) has been taken in order to give an estimation (here \( a \) is the plasma minor radius). From (3.31) the ordering \( \bar{T} \sim \delta T \) in equation (3.29b) is obtained, and thus the observed temperature equals the parent distribution temperature to the required order.

The corrections to the parent distribution velocity in (3.29c) are

\[
\begin{align*}
    u_1 &= -\frac{g}{m} \frac{T'}{m\Omega} \left( \frac{n'}{n} - \frac{T'}{2T} \right) \sim \delta v_x, \\
    u_2 &= \frac{1}{2g} \frac{T'}{m\Omega} \sim u_1, \\
    u_3 &= -\frac{T}{m} \frac{\tau |\nabla \rho|}{1 + (\omega\tau)^2} (\mathbf{e}_\perp \cdot \mathbf{e}_r - \omega \tau \mathbf{b} \cdot \mathbf{e}_\perp) \frac{\partial}{\partial \rho} \ln(\tau \nu_{cx}) \\
    &\sim -\frac{T}{a m} \frac{\partial}{\partial \rho} \ln(\tau n_b) \mathbf{e}_\perp \cdot \mathbf{e}_r, \\
    u_4 &= -\frac{T}{m} \frac{\dot{\nu}_{cx}}{u_0 \nu_{cx}} \left( \mathbf{e}_b \cdot \mathbf{e}_\parallel \mathbf{e}_\parallel + \frac{1}{1 + (\omega\tau)^2} [\mathbf{e}_\perp \cdot \mathbf{e}_\perp (\mathbf{e}_b \cdot \mathbf{e}_\parallel - \omega \tau \mathbf{b} \cdot \mathbf{e}_\perp) + \mathbf{e}_\perp \cdot \mathbf{e}_\parallel (\mathbf{e}_b \cdot \mathbf{e}_\parallel + \omega \tau \mathbf{b} \cdot \mathbf{e}_\perp)] \right) \\
    &\approx -\frac{T}{m} \frac{\dot{\nu}_{cx}}{u_0 \nu_{cx}} \left( \mathbf{e}_\perp \cdot \mathbf{e}_b + \frac{\omega \tau}{1 + (\omega\tau)^2} \mathbf{e}_\parallel \cdot (\mathbf{e}_b \times \mathbf{e}_\parallel) \right) \sim -\frac{T}{m} \frac{\dot{\nu}_{cx}}{u_0 \nu_{cx}} \mathbf{e}_\perp \cdot \mathbf{e}_b. 
\end{align*}
\]

The first two contributions are diamagnetic velocities in the direction of observation and are negligible in TJ-II. On the other hand, \( u_3 \) is a radial diamagnetic velocity in the population of excited states and \( u_4 \) is the flow arising from the energy dependence of the CX reaction [156]. The latter appears even for a zero lifetime, and makes the largest contribution to the flow. For TJ-II conditions the estimation is \( u_4 \leq -5 \mathbf{e}_\perp \cdot \mathbf{e}_b \) km s\(^{-1}\). A more detailed calculation will be addressed next. The term \( u_3 \) is ordered as \( u_3 \sim -10 \mathbf{e}_\perp \cdot \mathbf{e}_r \partial \ln(\tau n_b)/\partial \rho \). The radial variation in \( \tau \) is related to that in the rest wavelength and is therefore expected to be unimportant, see figure 3.24. The radial derivative in the neutral density has contributions from the spatial variation of DNBI profile in vacuum and the attenuation of the beam [159],

\[
\frac{\partial}{\partial \rho} \ln(\tau \nu_{cx}) \approx \frac{\partial \ln n_b}{\partial \rho} = \frac{\partial}{\partial \rho} \left( \ln j_e(0) - \frac{\pi}{l_b} j_e(0) r^2 \right) - \alpha(l_b) \frac{\partial l_b}{\partial \rho}.
\]

Here, \( j_e(0) \) is the beam current in vacuum at the beam axis, \( I_b \) the total beam intensity, \( r \) the radial distance to the beam axis and \( \alpha(l_b) \) the attenuation coefficient of the beam particles [49,135], with \( l_b \) the beam path length (see section 3.3.1). All the terms in (3.33) are \( O(1) \) or smaller, and thus the velocity \( u_3 \) is negligible in TJ-II (confirmed by numerical calculation). Note that for initial excited states with longer lifetimes, e.g. He\(^+\)(\( n = 4 \)) or H\(( n = 3 \)), the situation could be different [199].

In order to determine the flow arising from the energy dependence of the CX reaction, \( u_4 \), the emission rate \( Q = \langle \sigma_{cx} v \rangle \) is estimated with the analytic formula [156]

\[
Q(E_{col}) = Q_0 \frac{X^p}{1 + X^q},
\]

with \( X = E_{col}/E_m \) a normalised energy and \( E_{col} \approx E_b \) the colliding energy. In addition, \( Q_0 = (23.7 \pm 0.5) \times 10^{-15} \) m\(^3\) s\(^{-1}\), \( E_m = 49.2 \pm 1.7 \) keV, \( p = 3.05 \pm 0.18 \) and \( q = 4.76 \pm 0.12 \).
are fitting parameters obtained from a set of published atomic data for effective charge-exchange emission \[156\], which have been evaluated for the CXRS diagnostic in TJ-II. With (3.34), the quotient in equation (3.30b) results

\[
\tilde{\nu}_{\text{cx}} \approx \frac{1}{Q} \frac{dQ}{d\nu_{\text{b}}} \bigg|_{\nu_{\text{b}}} = \frac{2}{v_{\text{b}}} \left( \frac{p + X_{\text{b}}^q (p - q)}{1 + X_{\text{b}}^q} \right) = 2.2 \times 10^{-6} \text{ s}^{-1},
\]

(3.35)
a value in good agreement with the estimation made in equation (3.30b). The DNBI-driven flow \(u_4\) in (3.32d) is then

\[
u_{\text{b}} \cdot e_i \frac{T_C(eV)}{100} \text{ km s}^{-1}.
\]

Figure 3.25. Pseudo-velocities due to energy dependence of the CX emission rate for the different sightlines. A constant temperature of 100 eV has been assumed across the plasma radius.

This velocity contribution is presented in figure 3.25 for a constant temperature of \(T_C = 100\) eV for the different sightlines used. As would be expected, when sightlines are nearly perpendicular to the injected beam direction such a flow is close to zero, as it is the case for the top and bottom poloidal lines-of-sight. However, the contribution to measurements of velocity for the toroidal view is not negligible, being of order 1–2 km s\(^{-1}\) and dependant on the local value of the impurity temperature. Note this effect does not produce a large inboard/outboard asymmetry in the measured toroidal flow, as will be discussed in chapter 5. Finally, since this velocity is a real flow of the daughter \(C^{5+}\) distribution function, it is corrected in the analysis procedure after correcting for fine structure effects (see section 3.4.3.1 and equation 3.25). There are two additional effects that have been omitted in deriving the pseudo-velocities (3.32), and can potentially affect the results shown in figure 3.25. First, it is necessary to consider the contribution to equations (3.30) of the relative populations of full (30 keV), half (15 keV) and third (10 keV) energy \(H_0^\text{b}\) particles in the injected beam. These were measured by injecting the beam into the chamber without magnetic fields and collecting the resultant spectrum emitted by cold hydrogen in the vacuum chamber and by the beam hydrogen, see figure 3.26. Following the method in \[200\] the \(E : E/2 : E/3\) ratio is 94.5 : 4.25 : 1.25. Thus, the approximation of a mono-energetic beam made in equations (3.30) is reasonable, and the impact of the half and third beam components, negligible. On the other hand, charge-exchange collisions between \(C^{6+}\) ions and accelerated \(H_0^\text{b}\) in excite states \(n = 2, 3\) can enhance the \(C^{5+}\) upper state population, since its rate coefficient is an order of magnitude larger than that of the ground state \[173\]. Therefore, even a small fraction
of excited beam neutrals can make considerable contributions. As discussed in reference [201] such an effect is important for energies below 20 keV. Since the DNBI in TJ-II is almost monoenergetic (with $E = 30$ keV) the effect of excited beam particles is expected to be negligible.

Through this subsection, a number of corrections to the measured density, temperature and flow velocity of the emitting $C^5+$ ion have been described; these are necessary to recover the actual velocity moments of the $C^6+$ distribution function. In the next section all the aspects affecting temperature, density, and velocity measurements of $C^6+$ ions are combined in the data analysis procedure, with examples of $C^6+$ temperature and density profiles measured in TJ-II.

### 3.5 Carbon impurity temperature, density and velocity measurements

A multi-Gaussian fit to an active signal is made using the expression [105],

$$I_C = I_0 \sum_j a_j \exp \left\{ - \frac{\left( \lambda - \delta \lambda_j - \lambda_c \right)^2}{\sigma} \right\},$$

(3.37)

where $a_j$ is the relative amplitude of each of the fine structure components of the C VI spectral line when assuming a statistical population of the initial $j$-levels, and normalized to the sum, $\sum_j a_j = 1$. See section 3.4.3.1 for details. $\delta \lambda_j$ stands for the wavelength separation of the fine-structure components respect to the rest wavelength: $\lambda_0 = \sum_j a_j \lambda_j = 5292.04 \, \text{Å}$ in vacuum [202]. In addition, $\lambda_c$ measures the line centroid. Such a fit, equation (3.37), was applied to the data shown in figure 3.2 (green line).

#### 3.5.1 Temperature profiles

Carbon temperatures are obtained from the parameter $\sigma$ in equation (3.37), after considering Zeeman broadening and a numerical deconvolution of the instrumental function [59], see...
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Figure 3.27. Fully-ionized carbon ion temperature profile for representative ECR-heated plasma (discharge #25801, with $n_e(0) \approx 0.5 \times 10^{19} \text{ m}^{-3}$ and $T_e(0) \approx 0.8 \text{ keV}$) and NBI-heated plasma (discharge #32577, with $n_e(0) \approx 2.0 \times 10^{19} \text{ m}^{-3}$ and $T_e(0) \approx 0.3 \text{ keV}$), as measured by poloidal bottom (blue circles), top (red asterisks) and toroidal sightlines (black squares). The central majority ion temperature measured by the NPA is shown for the ECRH plasma (purple triangle).

sections 3.4.1 and 3.4.2.1. Representative temperature profiles of ECR and NBI heated phases are displayed in figure 3.27. Note that the error bars are reduced in the higher density plasma (NBI phase, on the right of the figure) with respect to the low density case because of the improved photon statistics for the former situation. In general, it is found that CXRS temperature measurements are symmetric about magnetic axis within error bars. Indeed, the consistency of the temperature measurements from the three fibre arrays can be used as an additional check of the diagnostic optical alignment (section 3.2.1). It is noted, however, that outboard edge temperature measurements with $\rho > 0.7$ do not go to zero (this is a general result for both heating phases). This might be attributed to the low statistic counts recorded and poor S/N ratio. In addition, the presence of supra-thermal impurities [203] could broaden the C VI line. Such an effect has been numerically studied by considering a bi-Maxwellian emission with artificially added Poisson noise. In the simulation it is found that, for typical CXRS signals in ECRH plasmas, it is no possible to distinguish between thermal and suprathermal populations. As the present work is focused on core measurements with $|\rho| \leq 0.7$, this study is left for future work.

For completeness, the majority ion temperature measured by a central chord-view of a poloidal Neutral Particle Analyser (NPA) [58, 133], is shown for the ECRH case (left side of figure 3.27). This diagnostic detects hot neutral hydrogen particles that escape from the plasma after undergoing a CX reaction with cold neutrals that reach the plasma core via diffusion [204]. There is no comparison for the NBI plasma shown here—as the NPA diagnostic was being upgraded at the time CXRS measurements were performed in NBI plasmas—even though values of $T_{NPA} \leq 120 \text{ eV}$ are routinely observed [58]. As pointed out in, e.g., reference [205], NPA provides a line-averaged temperature value$^9$. Thus, lower temperatures are expected from this diagnos-

$^9$ In references [205, 206], it was claimed that the sharp variation of the NPA sightline with respect to the magnetic surface label, $\partial l_{NPA}/\partial \rho$, should be sufficient to localise the NPA measurement. Nevertheless, this was a bad interpretation, since this term will have an infinitesimal contribution, $d\rho$, to the integral involved in the calculation of the NPA detected fluxes.
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Correction techniques have been implemented recently in the data analysis of the NPA diagnostic, yielding core bulk ion temperatures in the NBI phase of $T_i \leq 140$ eV [207]. This, together with instrumental corrections to the carbon impurity temperature [59] (explained in section 3.4.2.1), have lead to improved agreement between these diagnostics [206].

Finally, TJ-II is also equipped with a toroidally viewing NPA that is set to observe the same plasma volume as the poloidal NPA. However, the former systematically observes a higher main ion temperature than the latter, as reported in [205]. These differences could be interpreted as a pressure anisotropy in the main ion distribution function, see section 2.3. Note that viscous forces are negligible for the more collisional impurities, see section 2.4. Thus, it can be expected that bulk ion temperatures differ when measuring in toroidal and poloidal directions, while the impurity temperatures do not. Nevertheless, the temperature difference observed by toroidal and poloidal NPAs is much larger (in the order of 100 eV) than the temperature anisotropy that could be expected from the neoclassical theory, i.e. $T_{i\parallel} - T_{i\perp} = O(\delta_i T_i)$. The understanding of these observations is outside the framework of this thesis and is left for future work.

3.5.2 Density profiles

Carbon impurity density measurements are challenging with the experimental set-up used in TJ-II, since the beam density and the absolute throughput of the optical system need to be quantified, i.e.

$$n_C = \eta \frac{\int d\lambda I_C}{\tau_{nb} \langle \sigma_{cx} v \rangle v_b}.$$  \hspace{1cm} (3.38)

Here, $\eta$ is the absolute efficiency of each sightline –that includes all the possible intensity losses– and $\int d\lambda I_C$ is the integrated beam-excited C VI line emission at 5290.7 Å. In addition, the observed density $\tilde{n}_C = n_C \tau_{cx}$ in equation (3.29a)– has been related to the C$^{6+}$ density through the CX frequency $\nu_{cx} = n_b \langle \sigma_{cx} v \rangle v_b$, see equations (3.29a) and (3.30a).

The local beam density, $n_b$, was estimated in section 3.3.1 by considering a simple pencil-like beam attenuation model [49], together with an analytical expression to account for the beam profile in vacuum. On the other hand, the optical system is not absolutely calibrated so it is not possible to convert measured active counts in the CCD to C$^{6+}$ ion densities in the plasma. However, an estimation of carbon density relative profiles can be made by assuming that the throughput of each fibre is proportional to the total intensity recorded during the instrument wavelength calibration procedure, i.e.

$$\langle n_C \rangle_{\text{los}} \propto \frac{1}{1} \frac{\int d\lambda I_C}{\int_{\text{los}} d^3 r n_b \int d\lambda I_{\text{Ne}}}.$$  \hspace{1cm} (3.39)

Here, the integral of the beam atoms is performed in the sightlines measurement volume, $\text{los}$, as explained in section 3.3. In addition, the total neon signal is obtained by integrating two Ne I lines that straddle the C VI line. Note that variations along the plasma minor radius of the lifetime $\tau$ and CX reaction rate $\langle \sigma_{cx} v \rangle v_b$ in equation (3.38), have been neglected in the approximation (3.39).

In figure 3.28, C$^{6+}$ density profiles, as obtained using equation 3.39, are presented for two ECRH plasmas studied prior to and after December 2011 and January 2013. Profiles are nor-
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Figure 3.28. Fully-ionized carbon ion density profiles as measured by poloidal bottom (blue circles), top (red asterisks) and toroidal sightlines (black squares). Two ECRH discharges are shown. Left: shot #25801, with $n_e(0) \approx 0.5 \times 10^{19} \text{ m}^{-3}$ and $T_e(0) \approx 0.8 \text{ keV}$. Right: shot #32598, with $n_e(0) \approx 0.6 \times 10^{19} \text{ m}^{-3}$ and $T_e(0) \approx 0.8 \text{ keV}$. The disagreement among the three fibre arrays in the latter might be attributed to a lack of absolute calibration.

Normalised at $\rho \sim 0.3$, since they are not absolutely calibrated. The profile for shot #25801 (left) is flat and slightly hollow, as is the case of electron density profiles measured by Thomson Scattering [208] in the ECRH phase. As observed, measurements from the three fibre arrays coincide for this discharge within error bars, except in the region $\rho \geq 0.6$. The slight inboard/outboard asymmetry in the toroidal measurements might be due to uncertainties in the calculation of local beam neutral density, see section 3.3. Indeed, the beam profile varies sharply when crossing the plasma from the outboard side (where it enters the plasma) towards the inboard region. Thus, a more detailed characterization of the beam is required, prior to assessing possible asymmetries in the toroidal density measurements.

On the right column of figure 3.28 the carbon density profile measured by the poloidal top array develops a pronounced peak, which is not observable in the other arrays. Such a feature has been observed in all measurements performed since 2011, but was not present in previous experiments (e.g., in the results reported in reference [105]). This points to a possible error in the estimation of the relative efficiency of each fibre, equation (3.39). Note that as the lamp used for spectrograph calibration is located between the light collections lens and fibre bundle, see figure 3.13, the influence of the internal mirror for the toroidal sightlines, the vacuum viewports or the focusing lenses are not included in the calibration, thereby introducing significant uncertainties into the carbon density profile measurements.

Therefore, carbon density profiles obtained since 2011 are considered unreliable. This complicates the interpretation of the results presented in chapter 5, where the possibility of an impurity compressible flow is studied, and so carbon density measurements are of great interest. In addition, these measurements are needed to calculate the impurity diamagnetic velocity and, hence, the radial electric field. Thus, the approximation $E_z \approx d(\Phi)/d\rho$ in equation (2.26) is considered for the C$^{6+}$ impurity ion under study.
3.5.3 Flow velocity

Finally, the velocity along sightlines, \( v_l = \mathbf{v} \cdot \mathbf{e}_l \), is obtained from the line centroid shift, \( \lambda_c \).

\[
\lambda_c = (\lambda_0 + \lambda_{cx}) \left(1 + \frac{v_l}{c}\right) \approx \lambda_0 \left(1 + \frac{v_l}{c}\right) + \lambda_{cx}.
\]  

(3.40)

Here, \( \lambda_{cx} \) accounts for possible deviations in the populations of the fine structure level from a complete statistical mixing, that might cause unphysical contributions to the measured velocity. This is removed by adding the measured wavelengths from top and bottom poloidal sightlines (see section 3.4.3.1 for details), since they are almost symmetrically opposite. In addition, accurate and precise calibration in wavelength with frequent access to the experimental hall is required to correct for thermal drifts, as explained in sections 3.4.2.2 and 3.4.2.3.

As explained in section 3.4.4, the daughter distribution function of \( \text{C}^{5+} \) ions exhibits some apparent velocities, usually named pseudo-velocities, not related to the plasma flow. In TJ-II, due to the relatively small magnetic field strength and temperatures, the only significant contribution comes through the velocity arising from the energy dependence of the beam/carbon charge exchange cross-section, which is orientated in the DNBI direction. These effects are only significant for the toroidal view (since the poloidal sightlines view the beam almost perpendicularly), being \( \leq 1 - 2 \text{ km s}^{-1} \) for the typical temperatures observed \( T_C \leq 200 \text{ eV} \), see figure 3.25.

The presentation of velocity profiles is left to the experimental results part, chapters 4 and 5, since further data analysis is required to extract the perpendicular and parallel flux-surface averaged flows.

3.6 Summary

A new toroidal viewing array has been installed during this thesis. In this chapter, specific methods have been developed to align the optical system, for both the poloidal and toroidal lines-of-sight. In addition, numerical routines to account for the uncertainties introduced by the average in volume intrinsic to CXRS measurements are provided.

Several instrumental, atomic and beam-related effects that can influence CXRS measurements reported in this thesis have been described and quantified: (a) atomic effects such as Doppler, Zeeman and fine-structure broadening; (b) instrumental issues such as the numerical deconvolution of the instrumental function, wavelength calibration and thermal drifts; and (c) velocity corrections coming from uncertainties in the \( \text{C} \ \text{VI} \) line emission rest wavelength, and pseudo-velocities arising from the energy dependence of the charge-exchange cross section. These corrections have led to an improved agreement between main ion and carbon impurity temperatures in TJ-II plasmas \([58, 59, 205]\), as well as accurate and precise rotation measurements \([105, 209]\).

Finally, profiles of fully-ionized carbon density measurements have been presented. It is shown that relative \( \text{C}^{6+} \) density measurements obtained since 2011 are unreliable, as values from the three fibre arrays performed at the same location do not coincide. This is attributed to a lack of absolute calibration. Some solutions to this problem will be addressed at the end of this report as future work.
Experimental results
In this chapter, the incompressibility of C\textsuperscript{6+} impurity flows is studied in low density plasmas of the TJ-II stellarator, i.e. for $\bar{n}_e \leq 1.2 \times 10^{19}$ m\textsuperscript{-3}. As explained in section 2.2, the incompressibility condition is a consequence of particle number conservation with a density constant on flux surfaces. Such an incompressible velocity field is fully determined by two flux functions, see equation (2.33), that ultimately relate to the radial electric field and bootstrap current. Next, the two flux-functions that determine the incompressible flow are studied in light of neoclassical (NC) theory. Note that the incompressibility of flows follows from the usual neoclassical (and gyrokinetic) ordering schemes but it neither assumes nor implies the flows to be of 'neoclassical origin'. Indeed, the spatial variation of an incompressible flow has been recently employed to estimate the poloidal velocity from inboard and outboard toroidal measurements in TCV and DIII-D \cite{165,168}.

There is no clear picture concerning the NC nature of poloidal flows in tokamaks. Early measurements on TFTR with CXRS on fully-ionized carbon \cite{210} indicated a large discrepancy with the NC theory. However, a deeper understanding of CXRS measurements \cite{155} (see section 3.4.4 for a detailed explanation) led to better agreement between experimental poloidal flows and NC expectations on JT-60U \cite{196}, MAST \cite{211} or NSTX \cite{181}, in H-Mode plasmas or even in the presence of an Internal Transport Barrier (ITB). Moreover, recent measurements on Alcator C-Mod \cite{212} and ASDEX-Upgrade \cite{213} tokamaks have been demonstrated to follow NC theory in the absence of impurity density asymmetries. Nevertheless, poloidal velocity measurements on JET within an ITB \cite{214,215}, and on DIII-D during H-mode and quiescent H-mode \cite{201}, are still not fully understood.

On the other hand, toroidal flows in tokamaks are expected to be dominated by mechanisms other than neoclassical, since toroidal viscosity vanishes for axisymmetric systems. Nevertheless, the presence of a sizeable toroidal ripple and/or non-axisymmetric magnetic perturbations for ELM control in tokamak reactors could induce a non-negligible toroidal viscosity. For instance, the effect of an increasing toroidal ripple was study recently in Tore Supra \cite{216}, showing...
consistency between measured flows and NC predictions.

In stellarator devices plasma cannot rotate freely [33] and the radial electric field is determined by the ambipolarity condition on the NC radial particle fluxes, see section 2.3. Detailed comparisons of the NC radial electric field with CXRS measurements have been performed on the W7-AS stellarator, showing reasonable agreement for most of the plasma scenarios studied [26]. In addition, in the LHD and CHS stellarators, qualitative agreement was found between radial electric field measurements and calculations with simplified NC theories [217, 218]. The effect of the magnetic field ripple on the toroidal flows was also investigated in CHS [219] and LHD [220], showing qualitative effects of helical and toroidal ripple on spontaneous toroidal flow. Finally, a recent work in HSX has shown a clear discrepancy between the experimental and NC radial electric fields [164]. The authors claim that the monoenergetic approximation used by DKES might be inadequate for radial electric fields close to the helical resonance [221]. Nonetheless, the parallel flow was well reproduced after including momentum-correction techniques and impurities in the calculations.

In the TJ-II stellarator the radial electric field has been studied by means of the Heavy Ion Beam Probe (HIBP) [66] and Doppler Reflectometry (DR) [72] diagnostics. Measurements from the former showed consistency with NC calculations in the electron root, within a factor a two [66]. However, the experimental values systematically exceed the NC predictions in ion-root operation [222]. In addition, passive spectroscopy has been utilized to measure poloidal and toroidal rotations of impurities [103, 104]. Qualitative agreement was reported between the experimental poloidal flow and NC values, mainly in the change of root as density increases [87]. In contrast, significant discrepancies were found in the toroidal flows for the different species studied and with NC calculations [103].

In this chapter we use CXRS to measure fully ionized carbon impurity flows in low density plasmas of the TJ-II stellarator and compare them with neoclassical calculations. First, we present in section 4.1 a general treatment of the sightlines and flow geometry, which allows the extraction of the two flux-surface averaged (FSA) flows from two velocity measurements. These flux constants define an incompressible flow within a flux surface and are related to the radial electric field and the ion bootstrap current. In section 4.3, the method is applied to two pairs from three measurements (poloidal, outboard-toroidal and inboard-toroidal) to show that the spatial variation of the flow is consistent with incompressibility. Finally, the measured flows are compared with neoclassical predictions (section 4.4) and good agreement is found for the radial electric field (in all the cases studied) and parallel mass flows (in ECRH plasmas without momentum injection).

4.1 Data analysis: flux-surface flows extraction

The general form of the impurity velocity field is (see equation (2.33) and section 2.2)

$$\mathbf{u}_z = E_z(\rho) \frac{\mathbf{B} \times \nabla \rho}{B^2} + (\Lambda_z(\rho) + E_z(\rho)h) \mathbf{B},$$

(4.1)

where the perpendicular velocity is given by $\mathbf{E} \times \mathbf{B}$ and diamagnetic contributions, see equations (2.25) and (2.26). The parallel flow in (4.1) is composed of a parallel mass flow, $\Lambda_z \mathbf{B}$, and the
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local parallel Pfirsch-Schluter (PS) flow, \(E_r h \vec{B}\), see equation (2.29) and figure 2.1 in section 2.2. In order to obtain flux-surface averaged (FSA) flows from poloidal and toroidal CXRS velocity measurements, it is convenient to define dimensionless vectors, which store the variation of the flow within the surface. These are

\[
\mathbf{f} = -\frac{\langle B \rangle}{\langle |\nabla \rho| \rangle} \left( \frac{\vec{B} \times \nabla \rho}{B^2} + h \vec{B} \right),
\]

(4.2)

\[
\mathbf{g} = \frac{\langle B \rangle}{\langle B^2 \rangle} \vec{B}.
\]

(4.3)

Note that the vector \(\mathbf{f}\) has both perpendicular and parallel components, the latter coming from the PS contribution, \(f^\parallel \equiv f^\parallel + f^\perp\). Poloidal cuts of such dimensionless parallel vector were presented in figure 2.1. Then, impurity flows are expressed as

\[
\mathbf{u}_z = \mathbf{f} U^\perp(\rho) + \mathbf{g} U^b(\rho).
\]

(4.4)

Here, the following perpendicular and parallel FSA flows are defined,

\[
U^\perp(\rho) \equiv \frac{E_r}{\langle B \rangle} - \frac{1}{nZ e} \frac{dp}{d\rho} \frac{\langle |\nabla \rho| \rangle}{\langle B \rangle},
\]

(4.5)

\[
U^b(\rho) \equiv \Lambda_z(\rho) \frac{\langle B^2 \rangle}{\langle B \rangle} = \frac{\langle u_z \cdot \vec{B} \rangle}{\langle B \rangle},
\]

(4.6)

where the FSA radial electric field is given by \(E_r(\rho) = -\langle |\nabla \rho| \rangle d\Phi/d\rho\). In the following, impurity ion bootstrap flow refers to the FSA parallel flow, \(U^b\), since it is the contribution of the ion velocity to the bootstrap current. This is done in order to distinguish it from the PS flow, which is also parallel.

![Figure 4.1. Dimensionless factors that store the variation of the flows on the surface for the (left) poloidal-bottom and (right) toroidal fibre arrays. The vector \(\mathbf{f}\) has been split into their parallel and perpendicular components (\(f^\parallel = f \cdot \hat{b}\) and \(f^\perp = (\hat{b} \times f) \times \hat{b}\), respectively).](image)

Finally, taking the projections of the velocity vector \(\mathbf{u}_z\) over the poloidal-bottom and toroidal sightlines \((u_p = \mathbf{u}_z \cdot \hat{e}_p\) and \(u_t = \mathbf{u}_z \cdot \hat{e}_t\), respectively) the FSA mean velocities are obtained from the measured flows as

\[
\begin{pmatrix} U^\perp(\rho) \\ U^b(\rho) \end{pmatrix} = \frac{1}{\Delta} \begin{pmatrix} g_t & -g_p \\ -f_t & f_p \end{pmatrix} \begin{pmatrix} u_p \\ u_t \end{pmatrix},
\]

(4.7)
Here, $\Delta = g_t f_p - g_p f_t$, and the sub-index (p, t) denote the projection of a vector $(u_z, g$ or $f)$ over the poloidal and toroidal lines of sight. Accordingly, the FSA flows can be obtained from two different measurements performed on a surface, but not necessarily at the same location. The results of this procedure are presented in the next section.

The projection of the geometrical vectors, $f$ or $g$, over the poloidal-bottom and toroidal sightlines is displayed in figure 4.1. The vector $f$ has been split into their parallel and perpendicular components, to illustrate their contributions on the velocity field. As expected, the poloidal velocity is dominated by the perpendicular contribution, although the parallel one (through the $g \cdot e_p$ factor) has to be accounted for. The sample volumes located at the outboard plane are close to stagnation points of the PS flow and therefore its contribution to these measurements is modest, unlike in the inboard region where it can become dominant for toroidal velocities.

In addition, the mean values and standard deviation of these geometrical quantities have been obtained through the average over the measurement volume for a given fibre, as explained in section 3.3. It can be observed that when moving towards the plasma centre, the dispersion in these factors increases, since the poloidal views become more perpendicular to the surfaces. The errors in the results will consist therefore of the statistical ones, plus those due to the average in the measurement volume.

### 4.2 Plasma scenarios

In this work, two plasmas scenarios are considered, both being operated in the 100,44,64 magnetic configuration. The first one, heated by ECRH, is characterized by flat electron density ($n_e(0) \approx 0.5 \times 10^{19}$ m$^{-3}$) and peaked electron temperature profiles ($T_e(0) \approx 0.8$ keV), see figure 4.2. However, ions remain cooler, $T_i(0) \approx 80$ eV ($T_i \approx T_c$ is assumed, see the comparison in figure 3.27), with slightly hollow temperature and impurity density profiles. The data presented here corresponds to TJ-II discharge #25801, which is representative of several similar discharges that are briefly discussed at the end of this chapter.

In the second scenario, plasmas are heated with a tangential NBI injected in the direction of

---

1. The projections of the P-S dimensionless vector, $f_{PS} \cdot e_i$, presented in figure 4.1 are consistent with those shown in figure 2.1. Let us consider, e.g. an inboard toroidal view for which $B \cdot e_i < 0$ and $f_{PS} \cdot e_i > 0$. Then, the Pfirsch-Schlüter factor should be negative, $f_{PS} < 0$. This is consistent with the values presented in figure 2.1 for the poloidal plane $\phi = 75^\circ$.
the toroidal magnetic field. The resultant density profile is more peaked, with $n_e(0) \approx 1.6 \times 10^{19}$ m$^{-3}$, whilst the electron temperature decreases to $T_e(0) \sim 300$ eV. In contrast, the ions reach temperatures up to 200 eV. The discharge chosen for this case, #28263, is not representative of fully developed NBI heated plasmas, as it corresponds to the first steps of the NBI phase, where the density grows rapidly. Nevertheless, it is included here to highlight that for these low density plasmas the results are independent of the heating method.

Finally, the measurements presented are restricted to the region $|\rho| \leq 0.8$, because CXRS measurements are not reliable at the edge of TJ-II, due to the poor statistics and the possible presence of suprathermal ions [203].

### 4.3 Flow incompressibility

The assumption of an incompressible velocity field like the one in equation (4.1) is widely used in present day CXRS data analysis (see, e.g., references [164, 165, 201]). In this subsection this hypothesis is verified by applying the method developed in the previous section, equation (4.7), to the poloidal and toroidal velocities measured in the discharges presented in figure 4.2.

The observed velocity pattern, after correcting for fine structure effects and pseudo-velocities (see sections 3.4.3.1 and 3.4.4), is represented in figure 4.3 for the ECRH and NBI heating scenarios under study. Poloidal top velocity measurements are not shown, since they were already used to correct for fine structure effects, and so do not provide further information about poloidal flow. In this figure, positive velocities correspond to particles moving away from the observer. In the ECRH plasma, the toroidal rotation is opposite to the magnetic field direction, while the toroidal flow is reversed in the NBI case. In addition, ECRH toroidal measurements exhibit a strong in/out asymmetry that is explained next.

As commented before, CXRS toroidal velocity measurements are performed on both sides of the magnetic axis in TJ-II, see figure 3.8. Therefore, they are suitable for the verification of flow incompressibility, due to its redundancy on several magnetic surfaces. In figure 4.4 the perpendicular, $U_\perp(\rho)$, and parallel, $U_b(\rho)$, FSA flows obtained are plotted. The values that result from inboard toroidal measurements are presented as open circles, whilst the ones deduced from outboard toroidal velocities are squares. In both cases, the poloidal measurements inserted in equation (4.7) come from the outboard region.

![Figure 4.3](image-url)
The agreement found between inboard and outboard measurements confirms the main hypothesis of the applied method, i.e., that impurity flows are incompressible for the low density plasmas presented here. Indeed, to the authors’ knowledge, this is the first time that this fundamental assumption of kinetic theory is checked with independent measurements at different locations of a surface (recent works at TCV and DIII-D [165, 168, 223] extract the poloidal flow from toroidal in/out measurements, but are not compared with direct poloidal measurements, due to difficulties associated with such measurement in these tokamaks).

The strong asymmetry in the toroidal velocity observed in the ECRH scenario, figure 4.3 (a), is explained by the larger (compared to the NBI case) perpendicular flow, which generates significant variations in the parallel velocity, through the local Pfirsch-Schlüter flow. As expected, there is a change from electron to ion root in the radial electric field with increasing density [45, 87, 107], and therefore, a change of sign in $U_\perp$ (the impurity diamagnetic contribution is negligible\(^2\), except for $\rho \sim 0.7$ in the NBI case, where it reaches $\sim 1$ km s\(^{-1}\)). Finally, a positive parallel velocity is observed in the NBI plasmas, which is compatible with the injection of the beam in the direction of the magnetic field. This will be discussed in the next subsection.

As an indication of the importance of this previous check on the flow spatial variation prior to its comparison with neoclassical estimates, it is noted that in higher density NBI plasmas, which are studied in the next chapter, a compressible flow variation is observed in TJ-II. More specifically, the flow is found to be compressible in the sense that the two (inboard and outboard) measured bootstrap velocity components are different. Therefore, this component of the flow does not show and incompressible form like $f(\rho)B$, as it would be expected. This makes the comparison of parallel velocities with standard neoclassical theory not straightforward. Indeed, impurity density variations within a flux surface have been theoretically predicted in the presence of large ion pressure gradients [100], and recently observed in several tokamak devices (Alcator C-Mod [140] and ASDEX-Upgrade [141]). The asymmetry is related to ion-impurity friction and ultimately to impurity radial fluxes, which makes its comprehension particularly relevant for nuclear fusion. The analysis of such plasmas [209] is presented in chapter 5.

Finally, as an additional benchmark of the method presented in here, the extracted FSA

\(^2\) As explained in section 3.5.2, systematic errors in carbon density measurements were observed and attributed to the lack of absolute calibration of the optical path. However, such uncertainties are not so critical for the plasmas presented in this chapter, as demonstrated in figure 3.28.
radial electric field is compared with that measured by Doppler reflectometry (DR) [67], see figure 4.5. The error bars in CXRS measurements are large, due to the small S/N ratio typical from a low density, ECRH heated, lithium coated plasmas. On the other hand, for these steady-state ECRH plasmas in which plasma parameters are almost constant, DR measurements are taken in a wide temporal frame\(^3\), thus allowing for large counting statistics and small vertical error bars. In the latter measurements the phase velocity of turbulent structures is neglected. On the other hand, the impurity diamagnetic contribution has been neglected when determining \(E_r\) from CXRS velocity measurements, due to the uncertainties in carbon density measurements explained in section 3.5.2. As aforementioned, such contribution is negligible in TJ-II ECRH plasmas. Furthermore, the good quantitative agreement found in between CXRS and DP gives confidence in the analysis method developed here. It also confirms the hypothesis made in DP data analysis [109].

In the following, a comparison of CXRS flow measurements with NC calculations of the radial electric field and main-ion parallel mass flow is provided.

### 4.4 Comparison with neoclassical theory

The Drift Kinetic Equation is solved by using the numerical code DKES [95] complemented with momentum correction techniques [117, 224]. DKES calculates the monoenergetic transport coefficients of the magnetic configuration. These coefficients are convoluted with a Maxwellian distribution function which in turn depends on local density and temperature, see e.g. equation (2.63). The inclusion of the thermodynamical forces (gradients of density and temperature and radial electric field) allows the FSA neoclassical fluxes to be estimated. The neoclassical radial electric field itself is found iteratively by imposing ambipolarity on the particle radial fluxes, equation (2.46). Specific details of the bootstrap calculation for TJ-II are found in [44, 45], and references therein. These simulations are consistent with other calculations of the bootstrap current [225, 226].

The inputs for this calculation are the magnetic field equilibrium and TJ-II density and temperature profiles. The former is taken to be the vacuum equilibrium, for the low \(\beta\) plas-
In order to estimate accurately the parallel and poloidal momentum balance, one should make the calculation by including protons, electrons and main impurities present in the plasma. However, for the lithium-coated plasmas studied in this work, the impurity concentration is low [73] and does not modify the ambipolar equation, leaving $E_r$ unchanged. Since the impurity diamagnetic term is small, this completely determines the poloidal impurity rotation. On the other hand, once one ensures momentum conservation in the calculations (by including inter-species friction), the bootstrap flow of the trace impurities is shown to follow that of the bulk ions, which are calculated as in [44]. Finally, one may wonder if values of $E_r$ close to resonances could be found, as in [164]. In such a case, the poloidal $E \times B$ drift and the poloidal component of the thermal motion along the magnetic field cancel out, producing a peaking of the radial fluxes so the local ansatz and the $E \times B$ incompressibility assumption [221], underlying DKES computations, fail. At TJ-II, this occurs for very large values of $E_r$ [227] for the ion temperatures observed in this thesis, i.e. $T_i > 50$ eV. The agreement found in the present comparison supports the hypotheses in our calculation.

Some general considerations can be made, following the results obtained for model plasma profiles [44,45,107,226]. Low density ECRH plasmas in TJ-II are in the electron root: $E_r$ is positive and large, and therefore it partially cancels the large contribution of the $T_e$ gradient to the electron radial transport (see figure 4.2). This large radial electric field drives a large ion parallel flow, especially close to the centre, where the fraction of trapped particles is small and $E_r$ is considerable. On the contrary, NBI plasmas are in the ion root. In order to reduce the ion particle radial transport-driven by the ion temperature gradient-to the electron level, $E_r$ is small and negative. This partial cancellation of the ion channel has consequences in the parallel momentum balance as well, where the negative $E_r$ leads to a small ion bootstrap current.

In the following, the results of a comparison between NC theory and CXRS measurements are presented. Since CXRS active data has been obtained from two different discharges (shot-to-shot technique [46], where main plasma parameters: $n_e$, $T_e$, etc., are reproducible within diagnostic error bars), we compare the experimental data with the average of NC outcomes for both plasmas. In figure 4.6, the measured and calculated radial electric field are shown.

**Figure 4.6.** Comparison of neoclassical (grey shading) and measured (red circles) $E_r$, for the: (a) ECRH discharge, #25801; and (b) NBI plasma, #28263.
experimental values are in agreement with previous results obtained in similar plasmas with the HIBP diagnostic [66], and agree with the NC predictions within the error bars. Nonetheless, the mean values observed at the core of the ECRH plasma are somewhat larger than that of the neoclassical estimate; however, the error bars are significant. Moreover, the contribution to the experimental $E_r$ from toroidal measurements, $\propto -g_\parallel \hat{b} \cdot \mathbf{e}_p u_p$, equation (4.7), is similar to that of the poloidal flows, $\propto g_\parallel \hat{b} \cdot \mathbf{e}_t u_p$, due to the high toroidal velocities observed in the core region, see figures 4.1 and 4.3 (a). As a result the uncertainties in $E_r$ increase, since toroidal sightlines are almost aligned with the magnetic field lines, and thus, the extraction of its perpendicular contribution is less reliable.

In the NBI plasma, the experimental errors are reduced, see figure 4.6 (b). The inferred radial electric field is in good quantitative agreement with neoclassical calculations. The error bars about the NC estimates in figure 4.6 correspond to the not insignificant uncertainties in the plasma profiles, as in [45]. In particular, for $\rho \geq 0.6$, both electron and ion roots can result, as different values of density and temperature are considered within the error bars of figure 4.2, hence the significant uncertainties. Finally, the agreement found for this discharge in the radial electric field suggests that fast NBI ions do not contribute significantly to the radial ambipolar balance, although they inject parallel momentum, as discussed in the following text.

Figure 4.7 (a) shows calculations of neoclassical bootstrap ion flow during the ECRH phase, together with the C$^{6+}$ parallel flux-surface flow, $\langle u \cdot \mathbf{B}/B \rangle$. A strong parallel rotation driven by the radial electric field is observed at the core region, that is well reproduced by the neoclassical predictions. In the higher density unbalanced NBI case, the parallel flow consists of the neoclassical one (bootstrap), plus the rotation induced by the NBI heating neutrals. Indeed, these measurements show that the NBI external momentum input dominates, producing a parallel flow larger in magnitude and opposite in sign to the calculated bootstrap contribution to the flow. Since this is a low density NBI heated plasma, the injected fast neutrals can penetrate to the core. This would explain why the deviation of the parallel flow is maximum towards $\rho \sim 0.2$, whilst measured parallel flow approaches bootstrap calculations for $\rho \geq 0.6$.

In order to highlight the reproducibility of the results in the ECRH scenario, the comparison of the measured radial electric field and bootstrap flow with NC calculations have been depicted in figure 4.8, for a set of similar ECRH discharges. The features observed in figures 4.6 (a) and 4.7 (a) are replicated in these discharges, and the agreement with the NC theory is repeated as well.
4.4. Comparison with neoclassical theory

Finally, the recent comparison [228] between NC calculations and CXRS flow measurements in the vicinity of the so-called low-density transition, see e.g. [79], is presented in figure 4.9, for the same set of reproducible plasma discharges #32597 – #32599 presented in figure 4.5. For this plasma scenario the electron density, \( n_e(0) \approx 0.6 \times 10^{19} \text{ m}^{-3} \), is close to the density in which the radial electric field changes from electron- to ion-root. In such a transition, a sheared \( E_r \) appears at the edge of the plasma [78, 80], where the density gradient is maximum, and propagates towards the centre as the density is increased, see e.g. [81, 87]. As observed in figure 4.9 the theoretical and experimental \( E_r \) profiles are positive. Agreement in the parallel
bootstrap flow is observed within the experimental error bars, although the predicted values are smaller than CXRS parallel mass flow measurements at the core. At $\rho \sim 0.8$, the DR measures a minimum of $E_r$, with a double-shear layer on both sides of it. It is at this radial position where the reversal of the radial electric field typically starts [81], which means that indeed the plasma in figure 4.9 is very close to the transition. The predicted neoclassical $E_r$ also shows a double-shear-layer, although at a slightly outer radial position. The calculations slightly overestimate $E_r$ in the region $0.5 < \rho < 0.8$. The results are consistent with an underestimation of the ion radial flux: as indicated in [228] if finite-orbit-width effects were included in the calculation, as in reference [229], the theoretical predictions and experimental values would show better agreement. This is currently under investigation.

4.5 Summary

A review on the comparison between CXRS experimental flows and neoclassical calculations has been provided. The attention has been focused first on poloidal tokamak flows, and all velocity components (tangent to the surface) in stellarators. The present work contributes to this systematic comparison in between CXRS experimental flows and neoclassical predictions. Good quantitative agreement has been found between measured and NC radial electric fields for low density ECRH plasmas, far from the electron- to ion-root transition. Furthermore, a comparison of impurity parallel rotation with the NC bootstrap contribution to the parallel flow has been done for the first time in TJ-II, showing consistency with the calculations in these plasmas. In addition, in an unbalanced, not fully developed, NBI discharge with relatively low density good agreement has been found for the radial electric field, while a change in the direction of parallel rotation (with respect to the NC calculations, which do not account for momentum injection) has been observed. This points to a minor role of the fast ion-driven radial current in the ambipolar balance (or poloidal momentum balance) of the TJ-II stellarator.

The quantitative agreement found in the literature—an also in this work—leaves the neoclassical framework as a useful tool for predicting—viscous—forces within the surface and the damping of the flows. However, since standard neoclassical theory assumes an incompressible spatial

---

4 i.e., the one surging after imposing ambipolarity on the fluxes, as described in chapter 2, but without a consistent treatment of quasi-neutrality.

---

Figure 4.9. Comparison of NC and measured radial electric field (left) and bootstrap flow (right), for a set of reproducible ECRH discharges #32597 – #32599 close to the electron- to ion-root transition.
pattern of the flows, such hypothesis must be verified in the experiments prior to establishing a comparison with a transport theory. In this chapter, the basic form of the velocity field, i.e. a divergence-free total flow tangent to magnetic surfaces, has been verified. To this end, a general treatment of sightlines and flow geometry has been applied to two pairs of three independent velocity measurements performed at different locations of a flux surface, and consistency with a 2D incompressible flow has been demonstrated.

In this sense, the experimental observations on JET and DIII-D in high-performance plasmas scenarios, which showed a large discrepancy -even in the sign- between the experimental poloidal velocity and the neoclassical prediction, could have been obscured by the development of an impurity density asymmetry within the surface, a plausible hypothesis for the high-pressure gradients present in those plasmas. In that case, a compressible flow should be expected, making the comparison with neoclassical theory not straightforward.
In chapter 4 fully-ionised carbon impurity flow measurements were undertaken using CXRS in low density, ECRH plasmas of the TJ-II stellarator. The CXRS viewing line geometry was used to verify that the in-surface variation of parallel impurity flow was consistent with an incompressible total flow tangent to flux surfaces. In addition, the measured perpendicular and parallel flows were compared with neoclassical calculations of radial electric field and ion parallel flow, showing good agreement in those low density plasmas. However, as indicated in [105], measurements in-medium density plasmas, $n_e \in (1.2 - 2.4) \times 10^{19} \text{ m}^{-3}$, reveal a compressible pattern like that described in section 2.4, which must be accompanied by an impurity density variation within the surface. Large uncertainties in carbon density profile measurements arise in TJ-II from the lack of calibration of the optical paths inside the vacuum chamber, see the discussion in section 3.5.2. Therefore, to study whether the density is constant on flux surfaces the approach taken is to examine the spatial variation of the flows, as in references [140, 141]. These observations are detailed here.

The CXRS diagnostic makes use of impurity lines to measure the temperature, density and velocity of an impurity ion (here fully ionised carbon). Now, because of their high collision frequency with main ions, the temperature and parallel flow of impurities are generally taken to be a proxy of the main ion temperature and parallel mass flow. However, such collisional coupling between main ions and medium to high $Z$ impurities can induce impurity density variations within a surface that are comparable with their mean value on the surface, as described in section 2.4. The in-surface density variations cause the impurity parallel flow to deviate from the ion parallel flow as the parallel density gradients drive a return flow. Furthermore, such a return flow needs not preserve an incompressible pattern as particle conservation $\nabla \cdot (n_z \textbf{u}_z) = 0$ does not reduce to flow incompressibility $\nabla \cdot \textbf{u} = 0$ for non-constant impurity density $n_z$. Indeed, several tokamak devices have reported on a substantial poloidal variation of low-$Z$ impurity parallel flow on a surface at a tokamak pedestal, see references [140,143,144] and [141,142]. In stellarators, a poloidal variation of $C^{6+}$ density and poloidal velocity was observed in the core region of CHS outwards shifted plasmas [145].
While such behaviour of impurity flows limits the capability of CXRS on fully ionized impurity ions to directly track the bulk flow (arguably its intended purpose), the study of impurity density asymmetries and flow variations provides valuable information on impurity-ion friction, which is expected to be an important mechanism of impurity radial transport (see, e.g. reference [102]). Impurity dynamics, and particularly their radial transport and accumulation in the core of fusion plasmas is of utmost importance for fusion viability, as impurities can produce unacceptable energy losses through radiation as well as diluting the fusion reactants. Nevertheless, the radial transport of impurities displays considerable complexity which often has eluded a theoretical explanation. Classical examples are the impurity screening shown by the High-Density H-mode observed in W7-AS [230] and the impurity hole in LHD plasmas [220]. Therefore, the experimental validation of theoretical models of impurity density redistribution within a flux surface is of considerable importance as it provides some indirect validation of model predictions for impurity radial transport [138]. In addition, from the data interpretation point of view, the parallel return flows associated with a density inhomogeneity might complicate a comparison of CXRS rotation measurements with standard NC theory, particularly in the presence of large main ion gradients [201,215].

In this chapter CXRS measurements of C\(^{6+}\) flows in NBI heated, ion-root plasmas of the TJ-II stellarator are presented. Significant and reproducible deviations in the measured impurity flow from an incompressible pattern are observed as density increases, which points to a redistribution of impurity density within flux surfaces as was observed in [140–142] although it appears in more internal regions of the plasma, as in [145]. We present these flow measurements and compare the observed deviations with the parallel return flow from a modelled impurity density redistribution driven by ion-impurity friction [100]. Such a friction model was adapted to a general stellarator geometry with the bulk ions in the Pfirsch-Schlüter regime of collisionality in reference [102] and is extended here for main ions in the plateau regime, provided the ion temperature gradient is small (a plausible assumption for the plasmas under consideration). The calculated return flow substantially modifies the incompressible velocity pattern, being comparable to the impurity parallel PS flow. However it is shown that the calculated modifications at the precise locations of the CXRS measurements are not in the direction of the measured in-surface variations of impurity parallel flow. The inclusion of inertial and parallel electric field forces in the parallel momentum balance does not provide a better understanding of the experimental observations.

This chapter is organised as follows: in section 5.1, the methodology used to relate the velocity field to the CXRS flow measurements through the appropriate geometric quantities is explained. In section 5.2 the impurity flow measurements and their compressible asymmetries are described. These asymmetries are compared to the outputs of an ion-impurity friction model in section 5.3, where modifications to the impurity flow incompressible pattern caused by an in-surface impurity density variation are detailed. In section 5.4 the validity of the friction model is examined and the impurity parallel force balance is extended to account for inhomogeneities of the electrostatic potential within a magnetic surface. Finally, conclusions are drawn in section 5.5.
5.1 Data analysis

For the medium to high density plasmas under study in this chapter, a systematic deviation of the parallel flows from the form given by equation (2.29) is observed. The deviation is interpreted to be caused by variations of impurity density \( n_z \) within flux surfaces, in which case the reduction of the number conservation condition to the incompressibility of total impurity flows no longer holds. This situation is treated by allowing the function \( \Lambda_z \) in (2.29) to have angular dependencies, see section 2.4. To quantify the deviations it is convenient to define an impurity parallel return flow as \( \Lambda(\rho, \theta, \phi) = \Lambda_z(\rho, \theta, \phi) - \Lambda_i(\rho) \), which is associated with parallel gradients of the impurity density. With this particular choice, impurity flows are written as the sum of an incompressible flow \( u_z^0 \), see equation (2.81), plus the return flow, \( \Lambda B \), which compensates for the impurity density redistribution, see equation (2.80), i.e. \( u_z = u_{z0} + \Lambda(\rho, \theta, \phi)B \).

The data analysis employed here, which is an adaptation of that presented in chapter 4, accounts for possible compressible variations of the parallel impurity flow discussed previously. The method makes use of the three independent flow measurements performed at the same flux surface (two of them at the same point on a surface, refer to figure 3.8) to obtain independent measurements of the impurity parallel mass flow \( \Lambda_z \) at two locations of the same flux surface.

The logic can be summarised as follows: first, the intersecting poloidal and toroidal outboard sight lines are used to extract the local parallel and perpendicular flows. The perpendicular flow provides a direct estimate of \( E_z(\rho) \), which is then used to subtract the PS component from the parallel velocity to get a measurement of \( \Lambda_z \) in the outboard region, i.e. \( \Lambda_z^{\text{Out}} \). Next, the obtained value of \( E_z(\rho) \) is used to calculate the projections of the perpendicular and parallel PS flows on the inboard toroidal measurement at the same flux surface. After subtraction of these projections a second value of the impurity parallel mass flow, \( \Lambda_z^{\text{In}} \), is obtained in the inboard region.

To make the above description more explicit the impurity flow given by equation (2.82) is recast as

\[
\mathbf{u}_z = f \mathbf{U}_\perp + \Lambda_z \mathbf{B},
\]

with the dimensionless geometric vector \( f \) given by (4.2) and the perpendicular flow \( \mathbf{U}_\perp \) defined in (4.5). This surface-constant \( \mathbf{U}_\perp(\rho) \) is calculated from the intersecting poloidal and toroidal sight lines at three radial positions in the outboard region (\( \rho \sim 0.2, 0.4 \) and 0.6, see figure 3.8). These values of \( \mathbf{U}_\perp \) are used together with the condition \( \mathbf{U}_\perp(0) = 0 \) to interpolate \( \mathbf{U}_\perp \) at the radial locations of all CXRS toroidal measurement with \( |\rho| \leq 0.6 \). Note: in order to minimize the uncertainties in the extrapolation of \( \mathbf{U}_\perp \), the innermost CXRS toroidal measurement position at \( \rho = -0.75 \), see figure 3.8, is not used in this chapter.

Next, the quantity \( \Lambda_z(\rho, \theta, \phi) \) is obtained form toroidal velocity measurements as

\[
\Lambda_z = \frac{u_{z,\perp} - f \mathbf{U}_\perp}{B_t}.
\]
5.2 Experimental results

The sub-index t indicates the projection of a vector ($u_z$, $f$ and $B$) in the toroidal viewing direction, $e_t$, as in previous chapters. Figure 5.2 shows several examples of these profiles, that are discussed in the next section. Finally, the differences in the parallel mass flow (divided by the local magnetic field strength) are

$$\Delta \Lambda_z = \Delta \left( \frac{u_z t}{B_t} \right) - U_\perp \Delta \left( \frac{f t}{B_t} \right),$$

(5.3)

where $\Delta(X) \equiv X^{\text{in}} - X^{\text{out}}$. Note that the differences in the impurity parallel mass flow equal those of the impurity return flow defined in equation (2.82), i.e. $\Delta \Lambda_z = \Delta \Lambda$. Therefore, if flows are incompressible, $\Lambda_z$ is a flux function proportional to the $U_b(\rho)$ defined in section 4.1. The in-out differences in $\Lambda_z$ (see figure 5.2 of section 5.2) can then be compared with the symmetry in $U_b$ profiles found in low density density plasmas (figures 4.4, 4.8 and 4.9 of chapter 4).

5.2 Experimental results

In this chapter, two close magnetic configurations are considered: 100_44_64 and 100_40_63. For both configurations, on-axis magnetic field is about 0.95 T. The vacuum rotational transform, $\iota$, covers the range 1.55 $\leq \iota \leq$ 1.65 and 1.509 $\leq \iota \leq$ 1.608, and the volumes are 1.098 and 1.043 m$^3$, respectively. These two configurations have been studied in references [44] and [45] from the neoclassical point of view. For similar plasma profiles and momentum input, no qualitative differences are predicted in the flows within a magnetic surface. The plasmas presented here are heated by one of the two tangential NBIs, either in the direction of the magnetic field (co-injection), or in the opposite direction (counter-injection). The line averaged densities scanned in this chapter cover the range $n_e \in (1.2 - 2.4) \times 10^{19}$ m$^{-3}$.

Time traces of a representative plasma discharge, #32577, in the 100_44_64 configuration are shown in figure 5.1. The evolution of the reference discharge (#32576) used to remove background C$^{5+}$ emission is in blue, whilst the one in which the DNBI was fired, #32577, is in red. The time interval in which the DNBI is injected is plotted as a grey shadow. The NBI heating causes an increase in the line-averaged density and radiation. The radiation monitors in figure 5.1 correspond to a bolometer.

Figure 5.1. Time evolution of two similar plasma discharges. In red, shot#32577 with a DNBI pulse and in blue, shot#32576 without DNBI, used to remove the C$^{5+}$ passive contribution. From top to bottom, time traces of: line averaged electron density, $n_e$; plasma current (reversed), $-I_p$; radiation monitors: bolometer (solid line) and C$^{4+}$ (dashed); $H_\alpha$ monitor, located in sector away from DNBI sector. The DNBI injection is shown in grey.
signal (whose view-line intersects the DNBI path) and a C\textsuperscript{4+} spectral line monitor, shown as solid and dashed lines, respectively. A small increase is observed in the bolometer signal for discharge \#32577, which corresponds to photon excitation induced by the DNBI. Finally, the plasma current, \(I_p\), is negative corresponding to counter-injection (a co-injection reverses the sign of the current). The small oscillation observed in the plasma current is produced by small variations in the current of the external coils. The good reproducibility of the two discharges shown in figure 5.1 is representative of the data set used in this work and allows an accurate subtraction of the background C\textsuperscript{5+} emission from the active DNBI discharge.

Electron density and temperature profiles (\(n_e\) and \(T_e\), respectively) are measured by the Thomson scattering diagnostic [55], see figure 5.2. The discharges in the figure were performed in the 100\_44\_64 magnetic configuration, except discharges \#31100 and \#32306 (configuration 100\_40\_63). In all the discharges considered in this chapter, the electron temperature profile is approximately parabolic, with \(T_e(0) \approx 300\) eV, whilst the carbon temperature profile is rather flat, with \(100 \leq T_c \leq 200\) eV (it is assumed that main ion and impurities are in thermal equilibrium). In the right column of figure 5.2 the C\textsuperscript{6+} parallel mass flow, \(\Lambda_z B\), and PS flow, \(u_{PS}^z = E_z h B\), contributions to the total parallel velocity, \(u^z_{\parallel} = u_{PS}^z + \Lambda_z B\), are shown in blue and red, respectively (see section 5.1 for an explanation of the extraction of these flow components from the experimental measurements). The direction of the bulk toroidal flow is mainly determined by the NBI momentum injection. The incompressible expected value extrapolated from the outboard measurements, i.e. \(\Lambda_z = \Lambda_z(\rho) = \Lambda_z^{Out}\), is shown in grey. The discharge \#28263 is heated by the co-NBI injector and shows a lower line-averaged density.
In chapter 4, flows in this low-density NBI discharge were shown to be incompressible [105], see figure 4.4, and are included here as a reference. The measured $\Lambda_z$ profile departs from the incompressible expectation in the co-NBI discharge #32306 and the counter-NBI discharges #31100, #32577 and #32580. The reproducibility of the $\Lambda_z$ profile for the counter-NBI discharges, that are similar in terms of $n_e, T_e$ and $T_c$ profiles, but otherwise distant in time and impurity content, reinforces the reproducibility of the observed flow deviations. The general tendency observed in the experimental database, with few exceptions, is that the inboard parallel flow is more positive than the outboard one, and thus, the in-out differences in the parallel mass flow, $\Delta \Lambda_z$ from equation (5.3), are always positive. This observation is nearly independent on the magnetic configuration and the direction of injection of the heating NBIs.

As indicated in section 5.1, toroidal and poloidal view lines of the CXRS system intersect at three locations ($\rho \approx 0.2, 0.4$ and 0.6) on the outboard side of the DNBI path. This enables unambiguous determination of the perpendicular and parallel flow components at those locations –assuming a small radial flow component compared to the perpendicular and parallel flows. The perpendicular impurity flow component is expected to be dominated by the $E \times B$ flow because of the $1/Z$ factor of the diamagnetic flow. Figure 5.3 shows a comparison of this experimental approximation to the radial electric field with NC expectations, calculated as in [45]. The database shown here is comprised of 12 discharges. Note that the impurity diamagnetic term is not included in the calculation of the experimental radial electric field, because of the uncertainties in determining the carbon density profile in TJ-II. Nevertheless, a rough estimate of the diamagnetic contribution (obtained from the CXRS signals while ignoring the calibration deficiencies mentioned in section 3.5.2) typically results in absolute values $\leq 1$ kV m$^{-1}$ at $\rho = 0.6$, with little or no impact for more internal regions, as expected from the $1/Z$ dependence. This estimation is consistent with the main-ion diamagnetic velocities calculated from experimental data, $|v_{diam,i}| \leq 4$ km s$^{-1}$ for $|\rho| \leq 0.6$.

Despite this uncertainty in the estimated radial electric field, it should be noted that the radial electric field does not enter any of the expressions for impurity flows alone (sections 2.2 and 5.3), but rather in combination with the diamagnetic component as the total perpendicular flow. Such a velocity component is provided by the overlapping CXRS velocity measurements...
5.3 Friction-driven impurity density redistribution

through geometric factors only and is not subject to such uncertainties. In the following, the measured parallel mass flow deviations in the region $|\rho| \in (0.2, 0.6)$ are studied in light of an impurity density redistribution model, see subsection 2.4.1.

5.3 Friction-driven impurity density redistribution

Impurity temperature and parallel mass flow are generally taken to be a proxy of those of the main ions, as the impurity fluid is typically strongly collisionally coupled to the main ion fluid. For similar temperatures ($T_z \approx T_i$) and a large mass difference ($m_i \gg m_z$), impurity $z$ and ion $i$ normalised collisionalities relate to each other through $\dot{\nu}_{zi} = (m_i/m_z)^{1/2}(q_z/q_i)^2\dot{\nu}_{ii}$, see e.g. [22]. The pre-factor is $(m_i/m_z)^{1/2}(q_z/q_i)^2 \approx 10$ for a hydrogen plasma and $C_{6+}$ impurity which, for the plateau ions characteristic of TJ-II [45], places the impurity ions under study in the Pfirsch-Schlüter collisional regime. This collisional character of medium to high-$Z$ impurities can cause their density variations within a surface to be comparable with the mean value on that surface [100], and thus, the impurity parallel mass flow to differ from that of the main-ions. In order to study the measured parallel mass flow deviations from an incompressible pattern, the continuity equation (2.28) and the impurity parallel force balance

$$T_z \nabla_{\parallel} n_z = R_{\parallel},$$

(5.4)

need to be solved for the unknown functions $n_z$ and $\Lambda_z$. Here, $R_{\parallel}$ is the parallel friction on the impurities. The inclusion of other forces in equation (5.4) –namely the impurity inertia and the parallel electric field– is described and evaluated in section 5.4, while the impurity parallel viscosity is neglected against the parallel impurity pressure gradient, $\nabla_{\parallel} p_z$ [100]. As also shown in reference [100], the strong ion-impurity energy equilibration keeps the impurity temperature close to the ion one and thus $T_z = T_i(\rho)$.

In terms of the $\Lambda$ function defined in (2.82) and a normalised impurity density $n \equiv n_z/\langle n_z \rangle$ equations (2.28) and (5.4) are written as

$$\mathbf{B} \cdot \nabla (n\Lambda) = -u_{i0} \cdot \nabla n,$$

(5.5a)

$$\mathbf{B} \cdot \nabla \ln n = \gamma_i B^2 (A_i h + B_i - \Lambda).$$

(5.5b)

The solubility condition is $\langle \Lambda B^2 \rangle = B_i(\rho)\langle B^2 \rangle$, see subsection 2.4.1. The compressible pattern (2.82) has been used to express the continuity equation in its form (5.5a). In addition, a flux-constant friction coefficient $\gamma_i(\rho)$ and thermodynamic forces $A_i(\rho)$ and $B_i(\rho)$ have been defined in (5.5b) as

$$\gamma_i \equiv \frac{m_i Z^2}{T_i \tau_{ii}},$$

(5.6a)

$$A_i \equiv \frac{T_i}{e} \frac{d \ln n_i}{d\rho} - \frac{1}{2e} \frac{dT_i}{d\rho},$$

(5.6b)

$$B_i \equiv -3 \frac{\langle \mathbf{q}_i \cdot \mathbf{B} \rangle}{5 \rho_i \langle B^2 \rangle},$$

(5.6c)

where $\tau_{ii}$, the ion self-collision time, is defined in (2.55) and $\mathbf{q}_i$ is the ion heat flow. In deriving expression (5.5b) trace impurities are considered, i.e. $\sum n_z Z^2 \ll n_i$, and so the parallel friction
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on the impurities is approximated by that exerted by main ions, i.e. \( R_{zi} \parallel \approx R_{zi} \parallel = -R_{zi} \parallel \). The ion-impurity collision operator is modelled with a Lorentz pitch-angle scattering operator plus a term guaranteeing momentum conservation [100]. Finally, no assumption is made on bulk ion collisionality since its distribution function is expanded by Legendre and Laguerre polynomials, as is customary in the so-called moment approach to NC transport [22,93]. Here, the so-called 13 M approximation [147] is adopted, i.e. contributions from \( j > 1 \) Laguerre components are neglected, see section 2.4.1. Note that in the axisymmetric tokamak case, the impurity continuity equation (2.28) yields an algebraic relationship between the parallel impurity flow and the impurity density, see equation (2.79), whereas such a simplification does not occur in general stellarator geometry [102].

The ion-impurity parallel friction is studied first in the next subsection. The effect of a parallel electric field and impurity inertial forces are considered in section 5.4. It is anticipated here that the parallel momentum balance in (5.5b) is dominated by the friction force and that the general behaviour of the solutions is to display \( \Delta \Lambda \parallel < 0 \), in contrast with the measured in-out variation. This can be heuristically understood by noting that the differences in the Pfirsch-Schlüter flow, \( A_i h B \) in equation (5.5b), drive the impurity density redistribution. As a consequence of the in-surface density variation, an impurity return flow \( \Lambda B \) is established (equation (5.5a)) which must act to reduce the overall ion-impurity friction so that the density redistribution is not further amplified. Since the term \( A_i h \) on the RHS of equation (5.5b) is more negative on the inboard side, the return flow \( \Lambda \) tends to behave similarly.

\[
\begin{align*}
  u_{\text{dia},i} &= -1 \text{ km s}^{-1}, \quad \gamma = 33.5 \mu \text{s m}^{-2} \\
  u_{\perp,i} &= 4.4 \text{ km s}^{-1}, \quad u_{\text{boot}} = -1.5 \text{ km s}^{-1} \\
  u_{\text{dia},i} &= -3.4 \text{ km s}^{-1}, \quad \gamma = 47.1 \mu \text{s m}^{-2} \\
  u_{\perp,i} &= -2.3 \text{ km s}^{-1}, \quad u_{\text{boot}} = -6.9 \text{ km s}^{-1}
\end{align*}
\]

**Figure 5.4.** \( C^{6+} \) impurity density redistribution simulation for discharges \#25801 (left) and \#32577 (right) on the surface \( \rho = 0.6 \). From top to bottom: magnetic field strength variation, \( \Delta B = B/\langle B \rangle - 1 \) (field lines are plotted in white); density variation, \( \Delta n = n_z/\langle n_z \rangle - 1 \); return parallel flow, \( \Delta B \); and the differences in the Pfirsch-Schlüter velocity, \( \Delta u_{\parallel}^{PS} \sim A_i h B \). The inboard/outboard toroidal measurement positions are shown as an open circle and filled square, respectively.
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5.3.1 Calculation of the friction-driven impurity redistribution

The two coupled equations (5.5a) and (5.5b) can be recast as a second order partial differential equation for the unknown function \( n(\rho, \theta, \phi) \) (see subsection 2.4.1 and the appendix C). The radial coordinate is a parameter in those equations which involve angular derivatives only. The required inputs are the main ion parameters (temperature \( T_i \), density \( n_i \approx n_e \), parallel mass flow \( \Lambda_i \) and flux-surface averaged parallel heat flow \( \langle q_i \cdot B \rangle \)) together with the impurity perpendicular flow. The CXRS and Thomson Scattering diagnostics provide measurements of these parameters, except for the ion parallel mass and heat flows. The latter is calculated with DKES [95], complemented with momentum correction techniques [224]. On the other hand, the measured \( \Lambda_z \) in the outboard region is used as a first guess for the ion parallel mass flow when solving the differential equations, i.e. \( \Lambda_i^{(0)} = \Lambda_i^{\text{out}} \), since the external input of momentum is not included in the DKES \( \Lambda_i \) calculations. A new guess for the main ion parallel flow is then obtained upon subtraction of the calculated impurity-ion flow difference, \( \Lambda^{(0)} \) in our notation, i.e. \( \Lambda_i^{(1)} = \Lambda_i^{\text{out}} - \Lambda^{(0)} \). Note: throughout this process momentum conservation is imposed, i.e. \( \langle AB^2 \rangle = B_i(\rho)\langle B^2 \rangle \) from equation (5.5b). Finally, further iterations eventually lead to a solution for the impurity flow that matches the outboard CXRS measurement, \( \Lambda_i^{(n+1)} \equiv \Lambda_i^{(n+1)} + \Delta^{(n)} = \Lambda_i^{\text{out}} \). In practice only one iteration is necessary because the impurity return flow \( \Lambda \) is not very sensitive to the ion parallel flow \( \Lambda_i \) and the outboard measurement locations happen to be close to a stagnation point of the calculated impurity return flow, so that \( \Lambda_i = \Lambda_i^{\text{out}} \) is a good initial guess.

An example of a solution is shown in figure 5.4 for discharge #32577 (presented in figures 5.1 and 5.2) and for the \( \rho = 0.6 \) magnetic surface. These results correspond to fully ionised carbon \( \text{C}^{6+} \) impurity that is used for the CXRS measurements. For comparison to the low-density plasmas studied in chapter 4, the same quantities for discharge #25801 are presented, see figure 4.2. The slightly hollow density profiles, typical in ECRH discharges in TJ-II, result in a small and negative

\textbf{Figure 5.5.} Mapping of \( \text{C}^{6+} \) impurity density redistribution simulation in the CXRS poloidal plane of measurement for discharge #32577. From top to bottom: density variation, \( \Delta n \% \); impurity return flow, \( \Lambda B \); and the impurity Pfirsch-Schlüter velocity. The inboard and outboard toroidal measurement positions are shown as open circles and filled squares, respectively. The magnetic surfaces in which the inboard/outboard comparison is made, namely \( \rho \approx 0.2, 0.4 \) and 0.6, are also shown as dashed lines.
thermodynamic force $A_i$, see equation (5.6a). Correspondingly, both the relative impurity density variations and return flow are small. In particular, it should be recalled that the measured impurity flows were shown to be nearly incompressible for this discharge, see figure 4.4. The results of the calculations of impurity density redistribution for discharge #32577 and for several magnetic surfaces, $\rho \leq 0.8$, are plotted in figure 5.5 for the toroidal section where the CXRS measurements are made, $\phi = 75.5^\circ$.

Some general comments on the solution can be made in light of the simulation results shown in figures 5.4 and 5.5. For the plasma profiles used in this chapter, $\delta_n \in (1.2 - 2.4) \times 10^{19}$ m$^{-3}$, carbon impurities tend to accumulate in the interior region of the bean-shaped plasma poloidal cross section (which is close the region of maximum magnetic field strength in TJ-II due to the proximity of the central coil, see figure 3.8). The resulting return flow is comparable in size to the PS impurity flow. Its angular dependence also shows a dominant $\cos \theta$ component. The difference in sign between the PS and return parallel flows is in line with the overall tendency heuristically described at the beginning of this section: the return flow $\Lambda$ tends to compensate the $A_i hB$ friction drive in equation (5.5b), for in these ion root plasmas $A_i$ and $\partial \Phi / \partial \rho$ are of similar magnitude and different signs so that $u^{PS}_z \approx (\partial \Phi / \partial \rho) hB \sim -A_i hB$. Consequently, the differences in the simulated impurity parallel return flow at the locations of the CXRS measurements, $\Delta \Lambda_z \equiv \Delta \Lambda$ from (2.82), are found to be negative for the high-density shots in our CXRS database.

5.3.2 Comparison with experiment

Figure 5.6 shows radial profiles of the friction-driven simulated (black) and experimental (blue) differences in the impurity parallel mass flow, $\Delta \Lambda_z$, for the 5 discharges presented in figure 5.2. The simulated compressible modifications to the impurity flow are small at the CXRS measurement locations and thus do not account for the observed differences. A comparison of the experimental and simulated values of $\Delta \Lambda_z$ is presented in figure 5.7 for the same database as in figure 5.3. Error bars in figures 5.6 and 5.7 originate from the spread of the simulated velocities in the measurement volumes, see equations (3.7) and (3.8). As discussed in section 5.3.1, the parallel friction term in equation (5.5b) calculated from experimental profiles appears capable of producing a measurable impurity density asymmetry and parallel return flow, even for the internal positions considered in this work (the region of maximum gradient is typically located

![Figure 5.6](image-url)
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at \(|\rho| \sim 0.7 - 0.8\) in TJ-II plasmas). Values of \(\Delta \Lambda_{z}^{\text{theo}} \sim -2 \text{ km s}^{-1} \text{ T}^{-1}\), or larger, are found in the simulation, while the experimental differences can easily reach \(\Delta \Lambda_{z}^{\text{exp}} \sim 6 \text{ km s}^{-1} \text{ T}^{-1}\). The overall tendency of the simulated return flows to be more negative on the inboard side is also clear from figure 5.7. Note that at the inboard positions the impurity return flow varies sharply, see figure 5.4, which translates into large error bars.

From the above comparison it is concluded that although impurity-ion parallel friction (in its modelled form in equation (5.5b)) is capable of causing impurity density asymmetries and return flows of the order of magnitude of the observed in-out flow differences, the simulated return flows do not agree with the observed in-surface variation of the impurity parallel mass flow \(\Lambda_{z}\) at the CXRS measurements locations for most cases. In the following section some of the assumptions made in the model (5.5b) are examined, and the parallel force balance (5.4) is extended to account for impurity inertia and the effect of a parallel electric field.

Figure 5.7. Comparison of the experimental and theoretical values of \(\Delta \Lambda_{z}\). It is observed that the simulated and measured values are systematically in disagreement, except for a few cases. The symbols legend is the same as in figure 5.3. The error bars in the simulation come from the spread of the calculated velocities in the measurement volumes.

5.4 Discussion on the validity and extensions of the model

A previous impurity parallel friction model for stellarators [102] considered main ions in the Pfirsch-Schlüter regime of collisionality. This regime is not strictly applicable to the plasmas presented here \((n_{i} \in (0.5 - 3) \times 10^{19} \text{ m}^{-3}, T_{i} \in 100 - 200 \text{ eV})\) since main ions are in the plateau regime \(\dot{\nu}_{ii} \sim 10^{-2} - 10^{-1}\) [45]. As indicated in section 5.3, and explained in subsection 2.4.1, no assumption is made in this work on main ion collisionality, although the ion distribution function is truncated in the Laguerre expansion \((j \leq 1, \text{ see 2.4.1})\) as in the 13 M approximation to neoclassical theory [22,147].

In order to quantify the impact of this approximation let main ions be in the Pfirsch-Schlüter regime, as in reference [102]. In this regime of collisionality \(\langle q_{i} \cdot B \rangle = 0\) (hence \(B_{i} = 0\) in (5.6c)) and \(A_{i}^{\text{PS}} = (T_{i}/e) \times (d \ln n_{i}/d \rho)\). Now, if a \(j > 1\) truncation is applied to the exact collisional result, the thermodynamic force \(A_{i}\) in (5.5b) becomes

\[
A_{i}^{\text{PS, truncated}} = A_{i}^{\text{PS}} - 1/(2e) \times (dT_{i}/d \rho),
\]

which equals the general result \(A_{i}\) in (5.6c). The resultant impurity redistribution and return flow obtained from the exact and truncated collisional results are displayed in figure 5.8. As
observed, the impurity density in-surface variation reaches values up to \( \Delta n \sim \pm 20\% \) in the full collisional result while \( \Delta n \sim \pm 13\% \) when truncating the main ion distribution function. The simulated return velocity, \( \Lambda_B \), is similarly affected by the truncation (values of \( \pm 6 \) and \( \pm 4 \text{ km s}^{-1} \) are obtained in the exact and truncated friction models, respectively). This comparison and the proximity of TJ-II main ion collisionalities to the Pfirsch-Schlüter regime indicate that the inclusion of higher order Legendre components \([147]\) in the modelled friction (5.5b) is unlikely to change the tendencies in the simulated impurity redistribution and return flow presented in section 5.3. On the other hand, the generalization of the parallel friction presented in (5.5b) allows one to directly use the measured main-ion parameters (since no assumption is made on collisionality) and to include the effect of a non-zero parallel heat flow, thus extending the friction model presented in reference \([102]\).

**Figure 5.8.** Mapping of C\(^{6+}\) impurity density redistribution and return flow in the CXRS poloidal plane for discharge \#32577. On the left, the exact Pfirsch-Schlüter main ion distribution function is used \([102]\). On the right, a \( j > 1 \) truncation is applied to the PS result.

Besides the above discussion on the generalization of the ion-impurity parallel friction, the impurity parallel force balance (5.4) can be extended to account for inertial and electrostatic parallel forces as

\[ m_z n_z b \cdot (u_z \cdot \nabla u_z) + n_z Ze \nabla \parallel \Phi + T_z \nabla \parallel n_z = R_\parallel, \]

where the first term on the left hand side is the impurity parallel inertia and the second one is the parallel electric field. The former can be approximated by

\[ m_z n_z b \cdot (u_z \cdot \nabla u_z) \approx m_z n_z \Lambda^2_B \cdot \nabla B, \]

since the local PS and return parallel flows are expected to be smaller than the main ion parallel mass flow in internal regions, \( |\rho| \leq 0.4 \), of TJ-II NBI heated plasmas. This same approximation leads to centrifugal outboard accumulation of high-Z impurities in tokamaks \([139]\). In order to
examine the impact of inertia on the impurity density redistribution, let the impurity parallel force balance be dominated by the inertia, i.e. \( \nabla \parallel \ln n_z = -\gamma_c^2 b^2 \) with \( b \equiv B/(\langle B \rangle) \). Then the impurity inhomogeneity is \( \Delta n = \exp \left\{ -\gamma_c^2 (b^2 - 1) \right\} \). Note that although impurity thermal velocities \( \leq 50 \text{ km s}^{-1} \) are comparable to main ion parallel mass flows \( \leq 20 \text{ km s}^{-1} \) (i.e. \( \gamma_c \leq 0.4 \)), the small aspect ratio of TJ-II \( (b^2 - 1) \sim a/R \sim 0.1 \) makes \( \Delta n \leq 2 \% \) across all the plasma minor radius. Such an estimation has been confirmed numerically. Therefore, impurity parallel inertia is neglected henceforth.

Finally, the term containing the electrostatic potential variation on a flux surface, \( \Phi = \Phi - \langle \Phi \rangle \), in equation (5.7) is considered. This portion of the full electrostatic potential, \( \Phi \), results from imposing quasi-neutrality among the non-equilibrium density parts of the coexistent species. Furthermore the calculation, carried out with the particle-in-cell code EUTERPE [138], considers adiabatic electron response as well as trace impurities. Under these approximations the resulting map of \( \Phi \) mirrors that of the main ion density. As an example, \( \Phi \) is shown in figure 5.9 for discharge \#32577, where values of \( \Phi \leq \pm 3 \) V are obtained in the simulation for the CXRS plane of measurement.

Now, if parallel inertia is neglected, the impurity momentum balance (5.7) becomes

\[
B \cdot \nabla \ln n = \gamma_f B^2 (A_i h + B_i - \Lambda) - \frac{eZ}{T_z} B \cdot \nabla \Phi,
\]

see subsection 2.4.1. The parallel momentum balance in its form (5.8), together with particle conservation (5.5a), can be transformed into a second order partial differential equation for the unknown \( n \), as in section (5.3.1). Figure 5.10 displays a mapping of the simulation results for discharge \#32577 in the CXRS poloidal plane for magnetic surfaces \( |\rho| \leq 0.8 \), after considering (left) friction-only and (right) friction plus the \( \nabla \parallel \Phi \) forces in its model form (5.8). As observed, the impurity redistribution and return flow patterns are affected by the inhomogeneity of the potential only at external radial locations \( |\rho| > 0.7 \). Nevertheless the tendency to display \( \Delta \Lambda < 0 \) remains unaltered, thus contradicting the experimental observations.

A possibly important omission of the impurity re-distribution model used in this work could be the assumption of trace impurities. For the plasmas considered here values of \( Z_{eff} \sim 1.2 - 1.6 \) are obtained from soft X-ray emission, which would give rise to impurity strengths of \( n_z Z^2/n_i \sim 0.2 - 0.6 \). For such cases both the inhomogeneity of the electrostatic potential [146] and the collision operator used to model the parallel friction on the impurities [142] would change, thus modifying the impurity redistribution within a magnetic surface. The inclusion of these effects is out of the scope of this thesis and is left for future work.
5.5 Summary

Fully-ionised carbon impurity perpendicular flows are found to be in reasonable agreement with neoclassical calculations of the radial electric field. The parallel flow of these impurity ions is obtained at two locations on the same flux surface. For this, the calculated Pfirsch-Schlüter parallel velocity is subsequently subtracted. The resultant component of the flow is observed to vary systematically on each flux surface, pointing to a breakdown of impurity flow incompressibility in the medium density plasmas studied. The experimentally observed velocity deviations are compared with parallel return flows calculated using a modelled impurity density redistribution driven by ion-impurity friction. Such a model is extended to account for impurity inertia and inhomogeneities in the electrostatic potential. The simulation results show that the parallel impurity force balance is dominated by parallel friction for the plasmas considered here, and demonstrate that the calculated return flow substantially modifies the incompressible velocity pattern. However, the simulated differences become almost insignificant at the CXRS measurement locations and thus do not explain the in-surface variations of impurity parallel flow. The experimental validation of theoretical models of impurity density redistribution within a flux surface is of considerable importance as it provides an indirect validation of the model predictions for impurity radial transport.

Figure 5.10. Mapping in the CXRS poloidal plane of the simulated $C^{6+}$ density inhomogeneity, $\Delta n$, and return flow, $\Lambda B$, for discharge #32577 and for magnetic surfaces $|\rho| \leq 0.8$, after considering: (left) friction-only and (right) all relevant forces in model (5.8).
CONCLUSIONS AND OUTLOOK

Experimental set-up. In this thesis the Charge Exchange Recombination Spectroscopy (CXRS) technique has been used in the TJ-II stellarator to measure temperature and velocity profiles of fully-ionized carbon impurity ions, with the purpose of validating the incompressibility condition of light-Z impurity flows. In order to undertake such studies, it has been necessary to upgrade the existing CXRS optical system by installing toroidal viewing sightlines so that the TJ-II now possess the capability of measuring impurity flows at both sides of the magnetic axis. Furthermore, this diagnostic now provides three independent $^{6+}$ velocity measurements at three specific magnetic surfaces, namely at $\rho \sim 0.2$, 0.4 and 0.6. Such features, together with the high throughput of the instrumentation used, make the CXRS system at TJ-II suitable for studying the spatial structure of impurity flows on a magnetic surface. However, before velocity measurements can be determined several atomic, neutral beam-related and instrument effects in the recorded impurity line emissions need to be identified, quantified and corrected for. In addition, given the criticality of sightline alignment methods have been developed to align these optical light collection systems. Finally, numerical routines have been created to account for possible uncertainties introduced by the averaging in the beam/plasma interaction volume for each sightline.

Incompressibility in low-density plasmas and comparison with neoclassical theory. In order to extract the flux-surface averaged (FSA) flows determining an incompressible flow, a general treatment of sightlines and flow geometry has been developed and applied to two pairs of three independent velocity measurements performed at different locations of the same flux surface. In this way, consistency with a 2D incompressible flow has been demonstrated for low-density, i.e. $\bar{n}_e \leq 1.2 \times 10^{19} \text{ m}^{-3}$, plasmas in TJ-II [105]. In addition, good quantitative agreement has been obtained between measured and NC radial electric fields for low density ECRH plasmas, except when approaching the low density transition, where the extracted FSA radial electric field agrees within error bars with that measured by Doppler reflectometry, but is slightly overestimated by NC calculations [228]. On the other hand, a comparison of impurity parallel rotation with NC bootstrap flow has been undertaken for the first time in TJ-II, showing consistency with the calculations for ECRH plasmas [105].
Conclusions and outlook

Compressible impurity flow. When the studies of flow incompressibility have been extended to ion-root NBI-heated plasmas in the TJ-II, the measured radial electric field has been observed to be in reasonable agreement with neoclassical calculations; this indicates a minor role of the fast ion-driven radial current in the poloidal momentum balance of the TJ-II stellarator, as the inputs for NC calculations only include density profiles of thermalised species. However, in-surface variations of the impurity parallel mass flow have been observed systematically, except in an unbalanced, not fully developed, NBI heated discharge with relatively low density, i.e. $\bar{n}_e = 1.2 \times 10^{19}$ m$^{-3}$. Such observations point to a breakdown of impurity flow incompressibility in medium-density, i.e. $\bar{n}_e \in (1.2 - 2.4) \times 10^{19}$ m$^{-3}$, plasmas in the TJ-II, that must be accompanied by in-surface variations of impurity particle density.

Impurity density redistribution model. In order to understand the origin of these experimentally observed velocity deviations from an incompressible pattern, a comparison has been made with parallel return flows calculated using a modelled impurity density redistribution driven by ion-impurity friction; such a friction-based model extends the work presented in reference [102] since no restriction on main ion collisionality is imposed. Although the calculated impurity return flow substantially modifies the incompressible velocity pattern, these modifications become insignificant at the CXRS measurement locations and therefore do not explain the observed in-surface variations of impurity parallel mass flow [209].

The above friction model has been extended here to account for inertial and parallel electric field forces. As demonstrated, centrifugal forces are negligible in the plasmas studied due to the large aspect-ratio of TJ-II. On the other hand, small parallel gradients of the electrostatic potential, $\sim 3$ V m$^{-1}$, calculated with the particle-in-cell code EUTERPE [138], have been shown to be sufficient to compete with the parallel friction on the impurities and to drive additional impurity inhomogeneities. However, the resultant impurity return flow does not explain the experimental observations.

Impurity transport and parallel lines of research. The experimental validation of theoretical models of impurity density redistribution within a flux surface is important as it provides some indirect validation of the model predictions on impurity radial transport. Indeed, substantial changes in the radial transport of impurities are expected form their density redistribution [102] and in-surface variations of the potential [138]. In this sense, the studies presented in this thesis could help validate the model predictions on impurity radial transport. On the other hand, the observations of compressible impurity flows reported here –and its relation with impurity radial transport– have led to a renewed interest on impurity dynamics in TJ-II. For instance, an adaptation of the friction-driven impurity density redistribution model presented here has been used [231] to help seed light on previously reported measurements of an asymmetry in plasma broadband radiation measured by bolometers [61]. In parallel, the in-surface variations of the potential are being investigated by means of two distant probes [232].

Validity of neoclassical theory when predicting plasma rotation. In addition, from the data interpretation point of view, the parallel return flows associated with an impurity
density inhomogeneity might complicate the comparison of CXRS rotation measurements to standard\textsuperscript{1} neoclassical theory, as the latter assumes an incompressible spatial pattern of the flows. In particular, the experimental observations in high-performance plasmas scenarios on JET [214, 215] and DIII-D [201], which exhibited a large discrepancy—even in the sign—between the experimental poloidal velocity and the neoclassical prediction, could have been obscured by the development of an impurity density asymmetry within the surface—a plausible hypothesis for the high pressure gradients present in those plasmas. In this sense, i.e. in the absence of in-surface impurity density variations, the quantitative agreement found in the literature between CXRS rotation measurements and the neoclassical theory [105] leaves such a framework as a useful tool for predicting the equilibrium ionic flows, for situations where considerable ripple exists in the magnetic field strength.

**Benchmark of Hamada poloidal inertia and neoclassical viscosities.** Finally, it is noted that the experimental observations presented here rely on the calculation of the geometrical part of the Pfirsch-Schlüter flow (i.e., the parallel component of the Hamada poloidal vector). Such a calculation is benchmarked by means of a comparison of the poloidal inertia determined by the modelling procedure developed and by DKES. This numerical verification is important not only for calculation of the equilibrium flow, but also for obtaining the theoretical decay times of flows [87] for comparison with experimental measurements, see e.g. [84]. It should also be noted that the calculations of the viscosity coefficients with DKES have been successfully benchmarked with semi-analytical theories [115], thus reinforcing those works.

**Outlook**

In view of the results collected in this work, upgrades of the experimental set-up and improvements to the theoretical models are proposed in order to fully exploit the work developed here:

- For instance, an absolute calibration of the throughput of the CXRS optical system from the beam/plasma interaction volume to the CCD detector is required in order to obtain reliable impurity ion density profiles. This problem has been addressed partially by the combination of beam H$_\alpha$ emission and CXRS measurements, see e.g. ref. [233]. For this, light collected with the current optical CXRS system could be divided in the spectrograph by inserting a beam splitter located between its input lens and the bandpass filter. This would require a second transmission grating (centred on the H$_\alpha$ line at 6563 Å) as well as a second CCD camera, but would allow a beam through CCD throughput calibration to be performed.

- The main forces in the impurity parallel force are the friction on the impurities and the parallel gradient of the potential; the former scales with the square of the impurity charge, i.e. $Z^2$, whilst the latter scales with $Z$. Therefore, their contributions could be isolated by studying other impurities. For instance, the work presented here could be repeated for fully ionized helium, He$^{2+}$, since the reactions rates are similar to those for C$^{6+}$, and

---

\textsuperscript{1} I.e., the one arising after imposing ambipolarity on the FSA radial particle fluxes, but without a consistent treatment of quasi-neutrality.
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He could be injected into TJ-II plasmas when required. For this it would be necessary to replace the current transmission grating with one centred on the He II spectral line \( (n = 4 \rightarrow 3) \) at 4686 Å. An even more attractive experiment would be the combination of CXRS measurements of He II and C VI with beam Hα line emission measurements above.

- An automatic spectrograph calibration system [193] is recommended in order facilitate and ease regular spectral calibration, see the schematic diagram in the figure below. It might involve the robotic insertion and removal of a spectral calibration lamp between the light collection lens and fibre bundle ferrule. The key point for this calibration system lies in the inner surface of the diffusive chamber walls, where light from the calibration lamp is directed towards the fibre optic ferrule. Some trails have been made using a thin white light reflectance coating on a glass test plate of Coating white reflectance 6080 premix/250, by Labsphere Inc. However, the coating did not stick firmly to the surface under trial\(^2\). Another possibility would be the use of Teflon (polytetrafluoroethylene, PTFE) for the chamber walls, which diffuses a transmitting light nearly perfectly –exhibiting a Lambertian reflectance– and is commonly used in optical radiometry.

\[
\text{Diffusive walls} \quad \text{Remotely controlled actuator}
\]

- At present the number of sightlines (36) is limited by the number of spectral regions that can be recorded by the CCD camera without overlapping of signals from these fibres. However, two of the twelve toroidal sightlines cannot view the plasma as they are blocked by the vacuum chamber. In addition, a total of 4 poloidal sightlines observe outside the plasma. Hence, 6 of the 36 positions at the CCD camera do not currently provide useful information. Therefore, it is recommended that a new 12-way fibre bundle be mounted on the unused inboard poloidal top view port, see figure 3.3, as CXRS measurements at the inboard region will have two benefits: firstly, the deduction of the radial electric field at more positions (currently, when impurity flow compression is observed, the radial electric field can only be determined at three positions of the outboard region); secondly, it could bring new insights to the understanding of impurity flow compression.

\(^2\) We are grateful to the help of the Materials Group in the Laboratorio Nacional de Fusión, CIEMAT.
Conclusions and outlook

- A detailed comparison of main ion and carbon impurity ion temperatures is required for TJ-II. After recent upgrades of the TJ-II Neutral Particle Analysers [206, 207] and CXRS [59] diagnostic better agreement between main ion and CXRS ion temperatures was found, although not complete. For instance, as indicated in section 3.5.1, the Toroidal and Poloidal NPAs observe different main-ion temperatures [205]. As the temperature anisotropy caused by NC viscosity is not capable of giving rise to the observed discrepancy, further studies are required regarding this issue. On the other hand, comparisons of temperatures of different ionic species should be addressed. The high collision frequency of impurity species suggests that similar values should be observed due to rapid thermalization. However, in the literature, significant discrepancies are found when comparing heavy ion species (Si, Fe) with bulk ion temperatures in fusion plasmas [234] and in space plasmas. The concepts used here regarding the impurity parallel dynamic might shed light on such studies.

- The main-ion friction on the impurities modelled in section 2.4.1 can be extended to include higher order Laguerre polynomials in the expansion of the $(l=1)$ Legendre component of the main-ion first order distribution function. Indeed, such a component is written as [117]

$$f_{i1}^{(l=1)} = \frac{m_i}{T_i} f_{iM} \sum_{j=0}^{\infty} u_{i||,j} L_j^{(1/2)}(x_i^2).$$

In the work presented here, only the first two Laguerre components are utilized, with $u_{i||0} = u_{||i}$ and $u_{i||1} = -2q_i/(5n_i)$, see equation (2.89). Higher order terms $j \geq 2$

$$u_{i||,j} = \frac{B}{(B^2)} (Bu_{i||,j}),$$

can be computed with numerical codes such as DKES complemented with momentum correction techniques, see e.g. [224]. However, since the $(\theta, \phi)$ angular dependence of $f_{i1}^{(l=1,j\geq 2)}$ is that of the magnetic field strength $B$, the inclusion of these terms in the parallel friction is unlikely to change the simulation results presented in chapter 5. On the other hand, such $j \geq 2$ terms might affect the impurity radial transport in its form (2.99). Indeed, the generalization of (2.99) to include higher order Laguerre polynomials is straightforward and yields

$$\langle \Gamma_z \cdot \nabla \rho \rangle = \frac{T_z \gamma_f}{e_z} \left[ A_i (n_z (hB)^2) + \left\{ n_z hB^2 \left( \sum_{j_1=1} C_j \frac{(Bu_{i||,j})}{(B^2)} - \Lambda \right) \right\} \right],$$

with $C_j = (2j + 1)!!/(j!)^2 \approx 1.5, 1.9, 2.2, 2.5, \ldots, 2(n/\pi)^{1/2}$ for $j = 1, 2, 3, 4, \ldots, n \gg 1$.

- Finally, the experimental observations of an in-surface C$^{6+}$ density variation reported in the CHS stellarator [145] could be explained by the impurity density redistribution model presented in this work. As indicated in the conclusions of that reference, the inboard/outboard asymmetric poloidal rotation velocity of fully ionized carbon is observed in CHS where the neoclassically predicted Pfirsch-Schlüter-like toroidal flow velocity is damped.
As noted in chapter 2, the Pfirsch-Schlüter equilibrium flow arises in response to the compression of the perpendicular flow component and so is set once the radial electric field is damped to its equilibrium value. Such a "vanishing" of the Pfirsch-Schlüter flow might be understood in terms of the friction model described in 5: the differences between main-ion and impurity Pfirsch-Schlüter flows cause a parallel friction on the impurities that drives an impurity density redistribution. A return impurity flow appears to compensate the density compression and must act to reduce the overall ion-impurity friction so that the density redistribution is not further amplified. Therefore, the sum of the Pfirsch-Schlüter and return impurity flows tends to cancel out, in line with the observations reported in CHS.
Appendices
In this appendix the curvilinear coordinates utilized in this thesis are explained. Most of the content shown in this appendix is collected in chapter 6 of reference [36]. The geometry modulus used to obtain the magnetic topology of the TJ-II stellarator [21] is briefly described in section A.1. In section A.2 the coordinates in which B-lines are straight are implemented, and their relation with the PEST-1 coordinates of EUTERPE is explained. Finally, the Hamada coordinates and the connection with the Pfirsch-Schlüter flow in a stellarator are outlined in section A.3.

A.1 Magnetic library ”g3d”

All the calculations in this document are performed using the libraries created by J. Guasp for the TJ-II Stellarator [21]. A curvilinear system \((\rho_{g3d}, \phi_{g3d}, \theta_{g3d})\) is defined, with \(\rho_{g3d} \equiv \rho\) in equation (1.3), \(\phi_{g3d}\) the usual toroidal angle, and \(\theta_{g3d}\) a poloidal angle-like coordinate, defined as the arc of curve which results from the intersection of the surfaces \(\rho_{g3d}\) and \(\phi_{g3d}\) constant, normalized to \(2\pi\). The surface label \(\rho_{g3d}\) increases monotonically from the magnetic axis towards the last closed magnetic surfaced. The toroidal angle \(\phi_{g3d}\) is directed in the counter clockwise direction when viewing the device from the top. The poloidal angle \(\theta_{g3d}\) varies in such a way that the triad \((\nabla \rho_{g3d}, \nabla \phi_{g3d}, \nabla \theta_{g3d})\) is right-handed (i.e. \(\theta_{g3d}\) increases in the \(\mathbf{E} \times \mathbf{B}\) direction for positive radial electric field). In the following, the subindex g3d is dropped. The transformation between the above curvilinear coordinates \((\rho, \phi, \theta)\) and (machine-like) cylindrical coordinates \((R, \phi, Z)\) is obtained with the call \texttt{g3d_invers}((\rho, \phi, \theta; R, Z)). Here, \(Z\) is the coordinate along the axis of the torus; \(\phi\) the toroidal angle—coincident with the toroidal angle in the curvilinear coordinates; and \(R\) the horizontal distance between each point \(\vec{r}\) and the torus axis. This sub-routine, like many other in the library, utilizes a linear interpolation. Hence, the calculations presented in this thesis report are at most as accurate as this interpolation allows. A simple inspection of the interpolating sub-routine shows that errors of \(\sim 3\%\) are expected.
The metric of the curvilinear system is obtained from the subroutine
\[ g_{3d \_metr \_f1}(\rho, \phi, \theta; J, g_{ij}(3x3), g^{ij}(3x3), e_\rho, e_\phi, e_\theta, \nabla \rho, \nabla \phi, \nabla \theta). \]

Here, \( e_i \) are the tangent vectors to the coordinate curves \( u^i = (\rho, \phi, \theta) \), and \( \nabla u^i \) the gradients of such coordinates, thus perpendicular to the surfaces \( u^i = \text{constant} \); \( J \) is the Jacobian, \( J^{-1} = g^{-1/2} = \nabla \rho \cdot (\nabla \phi \times \nabla \theta) \); \( g_{ij} \) and \( g^{ij} \) are the co- and contra-variant components of the metric tensor. The last call returns some of the variables of the metric, but in cartesian coordinates. Thus, they are converted to cylindrical coordinates in the usual way (i.e. \( X = R \cos \phi; Y = R \sin \phi; Z = Z \)).

Note that in the triad \((\rho, \phi, \theta)\) utilized in the g3d library the toroidal and poloidal angles have been interchanged with respect to the most common definition \((\rho, \theta, \phi)\). Since most of the equations in the literature are obtained in the latter system, it is useful to define a coordinate system with that order. To this end, the new poloidal coordinate
\[ \tilde{\theta} = -\theta, \]  
(A.1)
allows us to define the (right-handed) triad \((\rho, \tilde{\theta}, \phi)\). Any quantity \( X \) is resampled in the new coordinate system as \( X(\rho, \Phi, \phi) = X(\rho, 2\pi - \theta, \phi) \), since any physical quantity must be single-valued and thus periodic in its angles. The Jacobian of this coordinate system equals the original one, i.e. \( J(\rho, \Phi, \phi) = J(\rho, \tilde{\theta}, \phi) \). However, the poloidal co- and contra-variant \( B \)-components reverse its sign, i.e.
\[ B^\theta = B \cdot \nabla \theta = B \cdot \nabla (-\tilde{\theta}) = -B^{\tilde{\theta}}, \]  
(A.2a)
\[ B_{\theta} = B \cdot e_\theta = \sqrt{g} B \cdot \nabla \rho \times \nabla \phi = -\sqrt{g} B \cdot \nabla \phi \times \nabla \rho = B \cdot e_{\tilde{\theta}} = -B_{\tilde{\theta}}. \]  
(A.2b)

As a result, the poloidal magnetic flux variation changes its sign
\[ \Psi'_{p,0} = \frac{1}{2\pi} \int_0^{2\pi} d\tilde{\theta} \int_0^{2\pi} d\phi \sqrt{g} B^\theta = -\frac{1}{2\pi} \int_0^{2\pi} d\tilde{\theta} \int_0^{2\pi} d\phi \sqrt{g} B_{\tilde{\theta}} = -\Psi_{p,0}. \]  
(A.3)
Here, the prime denotes a derivative respect to \( \rho \) and the symbol \( \Psi'_{p,0} \) is the poloidal flux variation when considering the original coordinates. Since the toroidal flux variation remains unaltered, the rotational transform becomes positive, i.e. \( \epsilon = d\Psi_p/d\Psi_t = -\epsilon_0 \).

Finally, it is noted that all the figures presented in this report are plotted in the original g3d triad \((\rho, \phi, \theta)\), although the calculations are performed in \((\rho, \tilde{\theta}, \phi)\).

## A.2 Straight B-lines coordinates

The zero divergence of the magnetic field, \( \nabla \cdot B = 0 \), permits to rewrite \( B \) in the Glebsch form
\[ B = \nabla \rho \times \nabla \nu. \]  
(A.4)

From the contravariant representation of the magnetic field, \( B = B^i e_i \), and the definition of a magnetic surface, \( B^\rho = B \cdot \nabla \rho = 0 \), the stream function \( \nu(\rho, \theta, \phi) \) verifies
\[ \frac{\partial \nu}{\partial \theta} = \sqrt{g} B^\phi, \quad \frac{\partial \nu}{\partial \phi} = -\sqrt{g} B^\theta. \]  
(A.5)
A.2. Straight B-lines coordinates

With the initial condition \( \nu(s, 0, 0) = 0 \), the stream function is integrated as

\[
\nu(\rho, \theta, \phi) = \left[ \int_0^\rho \sqrt{B^\phi} \, d\rho' \right]_{\phi=0} - \int_0^\phi \sqrt{B^\rho} \, d\phi'.
\]  
(A.6)

Since \( B \) is single valued it must be periodic in its angles, and so, the cross product in (A.4) is periodic in its angles. Therefore, the general expression of \( \nu \) consist of a periodic part, \( \nu_p \), plus terms with a linear dependence on the angles, i.e. \( \nu = \nu_p + a(\rho)\theta + b(\rho)\phi \). Otherwise, \( \nabla(\nu - \nu_p) \) will be a non-periodic function as it depends on the angles. The flux-constant coefficients \( a \) and \( b \) are then obtained from (A.5) and the definition of a poloidal and toroidal flux variations, e.g.

\[
\Psi'_t \equiv \frac{d\Psi_t}{d\rho} = \frac{1}{2\pi} \int_0^{2\pi} \int_0^{2\pi} \frac{d\phi\sqrt{gB^\phi}}{2\pi} = \frac{1}{2\pi} \int_0^{2\pi} \int_0^{2\pi} d\phi \frac{\partial \nu}{\partial \theta} = 2\pi a(\rho),
\]

where the integration of \( \partial \nu_p / \partial \theta \) over \( \theta \) vanishes because \( \nu_p \) is periodic in \( \theta \). Similarly, \( \Psi'_p = -2\pi b(\rho) \), and thus

\[
\nu(\rho, \theta, \phi) = \nu_p(\rho, \theta, \phi) + \frac{1}{2\pi}(\Psi'_t \theta - \Psi'_p \phi).
\]  
(A.7)

Note that, from expression (A.4), the equation of a field line lying on a flux surface is \( \nu = \text{constant} \). Therefore, a new coordinate system \( (\rho, \theta_f, \phi_f) \) can be chosen so that the equation of a magnetic field line is a straight line in the \( (\theta_f, \phi_f) \) plane, i.e. \( \nu = \text{constant} = (\Psi'_t \theta_f - \Psi'_p \phi_f) / (2\pi) \) and thus

\[
B = \frac{1}{2\pi} \nabla \rho \times \nabla \left( \Psi'_t \theta_f - \Psi'_p \phi_f \right) = \nabla \rho \times \nabla \left( \psi \theta_f - \chi \phi_f \right),
\]  
(A.8)

with \( \chi' = \Psi'_p / (2\pi) \) and \( \psi' = \Psi'_t / (2\pi) \). The contra-variant B-components are thus

\[
B_{\theta_f} = \frac{\chi'}{\sqrt{g_f}}, \quad B_{\phi_f} = \frac{\psi'}{\sqrt{g_f}}.
\]  
(A.9)

![Figure A.1](image1.png)

**Figure A.1.** Poloidal angle in the flux coordinate system, \( \theta_f(\theta, \phi) \), at the surface \( \rho = 0.6 \). On the right, the function \( \tilde{\theta}_f \) required to resample a quantity in flux coordinates is plotted, see the text.

Coordinates in which \( B \)-lines are straight lines are called flux coordinates (sometimes, magnetic coordinates). There are many transformations which led to the form (A.8). One possibility is to leave the toroidal angle unaltered, i.e.

\[
\theta_t = \theta + \frac{\nu_p}{\psi'}, \quad \phi_t = \phi.
\]  
(A.10)
A.2. Straight $\mathbf{B}$-lines coordinates

With this particular choice the flux coordinates are sometimes called $\theta^*$ coordinates. Note that the poloidal angle in flux coordinates, equation (A.10), might take values outside the interval $[0, 2\pi]$. However, since any physical quantity $A$ must be periodic in the angles, i.e. $A(x + 2\pi n, \phi) = A(x, \phi) \forall n \in \mathbb{Z}$, the relation

$$A(\theta_f, \phi_f) = A(\theta + 2\pi n, \phi) = A(\theta + 2\pi n, \phi_f^\prime) = A((\theta + 2\pi n, \phi_f^\prime) + 2\pi n, \phi) = A(\theta + 2\pi n, \phi_f^\prime),$$

holds. Hence, the values of $\theta_f \notin [0, 2\pi]$ can be associated with

$$\tilde{\theta}_f(\theta, \phi) \equiv \begin{cases} 
\theta_f + 2\pi, & \text{if } \theta_f < 0 \\
\theta_f, & \text{if } \theta_f \in [0, 2\pi] \\
\theta_f - 2\pi, & \text{if } \theta_f > 2\pi 
\end{cases} \quad \text{(A.11)}$$

The angle $\tilde{\theta}_f(\theta, \phi)$ is utilized to resample a quantity, originally expressed in flux coordinates, in the curvilinear coordinates. On the other hand, the transformation $\theta(\tilde{\theta}_f, \phi_f)$ is used to resample a function of $(\theta, \phi)$ in the flux system. These transformations are presented in figure A.1.

Finally, it is noted here that the coordinates PEST-1, utilized e.g. in the particle-in-cell code EUTERPE [138], uses the same transformation (A.10) as the $\theta^*$ system, and are hence equivalent. The magnetic field strength resampled in both PEST-1 and $\theta^*$ coordinate systems is shown in figure A.2.

**A.2.1 Glebsch form of an incompressible flow**

For a velocity field that is incompressible, i.e $\nabla \cdot \mathbf{u} = 0$ see section 2.2, a Glebsch-form like (A.4) can be obtained as

$$\mathbf{u} = \nabla \rho \times \nabla \omega,$$

(A.12)

with $\partial_\theta \omega = \sqrt{g} u^\theta$ and $\partial_\phi \omega = -\sqrt{g} u^\phi$, since $\mathbf{u} \cdot \nabla \rho = 0$. As explained in section (2.2), the incompressible flow is recast as

$$\mathbf{u} = E(\rho) \left( \frac{B \times \nabla \rho}{B^2} + h \mathbf{B} \right) + \Lambda(\rho) \mathbf{B},$$

see equation (2.33). Then, the contravariant $\mathbf{u}$-components are

$$u^\theta = (Eh + \Lambda) B^\theta + \frac{EB_\phi}{\sqrt{g} B^2},$$

(A.13)

$$u^\phi = (Eh + \Lambda) B^\phi - \frac{EB_\theta}{\sqrt{g} B^2},$$

(A.14)
A.3. Hamada coordinates

With the initial condition $\omega(s,0,0) = 0$, the stream function is integrated as
\[
\omega(\rho, \theta, \phi) = \left[ \int_0^\theta \sqrt{g} u^\phi d\theta \right]_{\phi=0} - \int_0^\phi \sqrt{g} u^\theta d\phi'.
\] (A.15)

As in section A.2 the stream function is decomposed into a periodic part and a linear combination of the angles, i.e. $\omega = \omega_p + a\theta + b\phi$. The flux-constant coefficients are calculated from the flux-surface averaged of the contravariant $u$-components in (A.13), to yield
\[
\omega(\rho, \theta, \phi) = \omega_p(\rho, \theta, \phi) + \langle u^\phi \rangle_{\theta} - \langle u^\theta \rangle_{\phi} \langle \sqrt{g} - 1 \rangle.
\] (A.16)

The velocity field lines lying in a constant surface are obtained from the condition $\omega=$constant. It is clear that a proper choice of the angles would make such lines straight, i.e. there are $(\theta_F, \phi_F)$ coordinates such that
\[
\omega(\rho, \theta, \phi) = \langle u^\phi \rangle_{\theta} - \langle u^\theta \rangle_{\phi} \langle \sqrt{g_F} - 1 \rangle.
\] (A.17)

Then, the flow (A.12) is written as
\[
u = \nabla \rho \times \nabla \omega = \frac{\sqrt{g_F}}{\langle \sqrt{g_F} \rangle^{-1}} (\langle u^\theta \rangle_{\phi} e_\theta + \langle u^\phi \rangle_{\phi} e_\phi).
\] (A.17)

The coordinates in which both the magnetic field and the velocity field are straight lines are called Hamada coordinates and are introduced next.

A.3 Hamada coordinates

The Hamada coordinates \[110\] appear naturally in the context of ideal MHD equilibrium, since a coordinate system in which both the magnetic field and current density lines are straight greatly simplifies the force balance $\nabla \rho = j \times B$. As indicated in section A.2 the transformation (A.10) was somehow arbitrary, since the toroidal angle remained unaltered. Thus, we seek for a further transformation of the angles that leaves the magnetic field lines straight, as in the form (A.8) or the equivalent form (A.9). With
\[
\theta_F = \theta_t + \chi' G, \quad (A.18a)
\]
\[
\phi_F = \phi_t + \psi' G, \quad (A.18b)
\]
and imposing that the contravariant $B$-components have the from (A.9), a magnetic equation for the stream function $G$ is obtained,
\[
B \cdot \nabla G = \frac{1}{\sqrt{g_F}} - \frac{1}{\sqrt{g_t}},
\] (A.19)

with the Jacobian $\sqrt{g_F}$ still undetermined. Next, the inspection of equation (A.17) suggests the choice
\[
\sqrt{g_F} = \langle \sqrt{g_F}^{-1} \rangle^{-1} = \frac{1}{4\pi^2} \frac{dV}{d\rho}.
\] (A.20)
so that the field velocity $\mathbf{u} = (u^{\theta r}) \mathbf{e}_{\theta r} + (u^{\phi r}) \mathbf{e}_{\phi r}$ in (A.17) consist of straight lines. With this flux-constant Jacobian -i.e. only dependent on the radial coordinate-, both the current density -equivalently the flow velocity- and the magnetic field lines are straight lines. Furthermore, their contravariant components are constants on the surface. In the following, the coordinates verifying (A.18) and (A.20) are regarded as the Hamada coordinates, $(\rho, \vartheta, \zeta)$, with $\sqrt{g^{-1}} = \nabla \rho \cdot \nabla \vartheta \times \nabla \zeta = 4\pi^2/V'$.

An important property of the Hamada coordinates is that the basis vectors, $\mathbf{e}_i$, have a zero divergence, i.e. $\nabla \cdot \mathbf{e}_i = \nabla \cdot \left( \sqrt{g} \nabla x^i \times \nabla \rho \right) = \sqrt{g} \nabla \cdot \left( \nabla x^i \times \nabla \rho \right) = 0$. As a consequence the flux-surface of the operator $\mathbf{e}_H^i \cdot \nabla$, $i \equiv \vartheta, \zeta$, acting on a scalar field is zero $\langle \mathbf{e}_H^i \cdot \nabla g \rangle = 0, \forall g(\rho, \vartheta, \zeta)$. (A.21)

The Hamada stream function $G$ is obtained after solving the magnetic equation (A.19) (see section A.4 for the description of the method). The resultant Hamada stream function, $G$ in (A.18), is presented in figure A.3, as function of the flux coordinates.

**Figure A.3.** Stream function to obtain the Hamada coordinates at the surface $\rho = 0.6$.

### A.3.1 Relation of the Pfirsch-Schlüter flow and the Hamada poloidal vector

Here, a relationship between the expression of the flow in Hamada coordinates, equation (2.42), and in general coordinates, equation (2.33), is derived. This is equivalent to demonstrating that the relation $\mathbf{e}_\vartheta = \frac{\mathbf{B} \times \nabla \psi}{B^2} + \psi' h \mathbf{B}$, holds. As $\mathbf{e}_\vartheta \times \mathbf{B} = B^2 \mathbf{e}_\vartheta \times \mathbf{e}_\zeta = \nabla \psi$, the perpendicular component of the Hamada poloidal vector is

$\mathbf{e}_{\vartheta \perp} = \mathbf{b} \times (\mathbf{e}_\vartheta \times \mathbf{b}) = \frac{\mathbf{B} \times \nabla \psi}{B^2}$.

On the other hand, since the Hamada basis vectors are divergence-free the parallel component of the Hamada poloidal vector, $\mathbf{e}_{\vartheta \parallel} = \mathbf{e}_\vartheta \cdot \mathbf{b}$ is obtained from the relation $\nabla \cdot \mathbf{e}_{\vartheta \parallel} = -\nabla \cdot \mathbf{e}_{\vartheta \perp}$ or, equivalently,

$\mathbf{B} \cdot \nabla \left( \frac{\mathbf{e}_\vartheta \cdot \mathbf{B}}{B^2} \right) = -\mathbf{B} \times \nabla \psi \cdot \nabla \left( \frac{1}{B^2} \right) = \psi' \mathbf{B} \cdot \nabla h$.

In the latter equality, the magnetic equation (2.30) that defines the PS function $h$ is used. Hence,

$\mathbf{e}_\vartheta \cdot \mathbf{B} = \psi' h B^2 + \Omega(\psi) B^2$.

Note that $\langle h B^2 \rangle = 0$, see equation (2.31). Since $\langle \mathbf{e}_\vartheta \cdot \mathbf{B} \rangle \propto I_T = 0$ for a currentless stellarator, the equivalence between equations (2.33) and (2.42) is demonstrated.
A.4 Solution of magnetic equations

Here, the solution of a magnetic equation of the form

\[ \mathbf{B} \cdot \nabla A = C \]

is addressed. Note that since \( \langle \mathbf{B} \cdot \nabla A \rangle = 0 \) for any scalar \( A \), the solubility condition \( \langle C \rangle = 0 \) must be satisfied.

If the magnetic field is expressed in flux coordinates, see (A.8), the above magnetic equation is recast as

\[ \left( \chi' \partial_{\theta} + \psi' \partial_{\phi} \right) A = S, \quad (A.22) \]

with \( S \equiv \sqrt{g}C \) resampled in flux coordinates. In the following the subindex 'f' is dropped. The partial differential equation (A.22) can be transformed into an algebraic equation by expanding the functions \( A \) and \( S \) in a double Fourier Series in the angles, e.g.

\[ \hat{A}(s, k_\theta, k_\phi) = \sum_{m=0}^{N_p-1} \sum_{n=0}^{N_t-1} A(s, \theta_m, \phi_n) \exp(-i(k_\theta \theta_m + k_\phi \phi_n)), \quad (A.23a) \]

\[ A(s, \theta_m, \phi_n) = \frac{1}{N_p N_t} \sum_{k_\theta=0}^{N_p-1} \sum_{k_\phi=0}^{N_t-1} \hat{A}(s, k_\theta, k_\phi) \exp(i(k_\theta \theta_m + k_\phi \phi_n)), \quad (A.23b) \]

with \( \theta_m = 2\pi m/N_p \) and \( \phi_n = 2\pi n/N_t \), and \( m, n, k_\theta, k_\phi \in \mathbb{Z} \). A similar transformation is applied to the source \( S \). Then equation (A.22) results

\[ \hat{A} = -i \frac{\chi' k_\theta + \psi' k_\phi}{\chi' k_\theta + \psi' k_\phi} \hat{S}, \quad (A.24) \]

and the solution \( A \) is obtained by the inverse Fourier transformation of (A.24).

Care must be taken when \( \chi' k_\theta + \psi' k_\phi = 0 \). For the mode \( k_\theta = k_\phi = 0, \hat{S}(0,0) \) must be zero as deduced from the solubility condition

\[ 0 = \langle \mathbf{B} \cdot \nabla G \rangle = \langle C \rangle \propto \sum_{m=0}^{N_p-1} \sum_{n=0}^{N_t-1} A(s, \theta_m, \phi_n) = \hat{S}(0,0). \]

In resonant modes, \( ik_\theta^r = -k_\phi^r \),

\[ \hat{S}(s, k_\theta^r, k_\phi^r) = \sum_{m=0}^{N_p-1} \sum_{n=0}^{N_t-1} S(s, \theta_m, \phi_n) \exp(-i k_\theta^r(\theta_m - i \phi_n)) \quad (A.25) \]

\[ \propto \oint \frac{dl}{B} C = 2\pi \oint dl \frac{\partial G}{\partial l} = 0 \]

Here we have used that, along a magnetic field line, \( (\theta_m - i \phi_n) \) remains constant within a magnetic surface. The integral can be performed along (closed) magnetic field lines, and so the exponential becomes constant. Since the function \( G \) is single-valued, the integral in a rational surface is zero.
Throughout this section we mostly follow the book `Quantum mechanics of one- and two-electron atoms`, by Hans Bethe and Edwin Salpeter [176].

**B.1 Energy levels**

Neglecting quantum electrodynamic effects (which only contribute to the \( l = 0 \) level), the energy levels of a hydrogen-like atom within the Pauli approximation are

\[
E(nl^2LJ) = -\frac{\mu\alpha^2 Z^2}{n^2} \left( 1 + \frac{\alpha^2 Z^2}{n^2} \left( \frac{n}{j + \frac{1}{2}} - \frac{3}{4} \right) \right).
\]

(B.1)

Here \( \alpha \) is the fine structure constant; \( \mu = \frac{m}{1+m/M} \) is the reduced mass, with \( m \) and \( M \) the electron and atom mass rest; \( Z \) is the charge viewed by the outer electron; \( n \) is the principal quantum number; \( l = n - 1, n - 2, ..., 0 \), the orbital quantum number; and \( j = l \pm \frac{1}{2} \). It should be noticed that states with the same \( j \) and \( n \) are completely degenerate.

**B.2 Intensities in the LS approximation**

Let us consider an optically allowed transition from a state \( \gamma \equiv nl \) to a state \( \gamma' \equiv n'l' \). We will use the notation

\[
X_{\gamma'\gamma} \quad \text{or} \quad X_{\gamma'\gamma}
\]

(B.2)

to denote any magnitude \( X \) related with such transition.

In the dipole approximation, the intensity of the emitted light per atom (integrated in all the directions of propagation, \( \vec{k} \); and without considering any particular polarization) is

\[
I_{\gamma'\gamma} = h\nu_{\gamma'\gamma} A_{\gamma'\gamma} \quad \text{(J \cdot s}^{-1}),
\]

(B.3)

where

\[
\nu_{\gamma'\gamma} = \frac{E_{\gamma} - E'_{\gamma}}{h},
\]

(B.4)
the frequency of the transition, and
\[
A_{\gamma'\gamma} = \frac{64\pi^4 v^3_{\gamma'\gamma}}{3hc^3} \frac{l_\gamma}{2l + 1} e^{2} a_0^2 \left( R_{\gamma'}^2 \right) ^2, \tag{B.5}
\]
the total transition probability (in s\(^{-1}\)). Here, \(h\) is the Planck constant; \(c\) the speed of the light; \(e\) the electron charge; and \(a_0 = \frac{h}{mea}\) the Bohr radius. The notation \(l_\gamma\) stands for the largest of \(l\) and \(l'\). This probability (usually known as the Einstein coefficient) can be expressed in terms of an averaged (i.e., without considering polarization) oscillator strength, \(f_{\gamma'\gamma}\), as
\[
A_{\gamma'\gamma} = \frac{8\pi^2 e^2 c^2}{mc^3} f_{\gamma'}, \tag{B.6a}
\]
\[
f_{\gamma'}^l \equiv f_{nl}^{l} = \frac{1}{2} \frac{h\nu c}{\Delta \nu} \frac{l_\gamma}{2l + 1} \left( R_{nl}^{l} \right) ^2. \tag{B.6b}
\]
Here, \(R_{\gamma} = \frac{1}{2} mc^2 a_0^2\) is the Rydberg constant. The radial integral is
\[
R_{nl}^{l} = \int_0^\infty dr P_{n,l}(r)r^3 P_{n',l'}, \tag{B.7}
\]
can be expressed in terms of hypergeometric functions
\[
R_{nl}^{l-1} = \frac{(-1)^{n' - l}}{4(2l - 1)!} \left\{ \frac{(n + l + 1)(n' - l + 1)!}{(n - l - 1)(n' - l)!} \right\} \left( \frac{4mn'}{(n - n')^2} \right) \times
\]
\[
\frac{(n + n')^{n + n' + 2l - 2 - 1}}{(n + n')^{n + n'} - (n - n')^{n + n' - 2l + 2}} \times
\]
\[
\left\{ F\left(n + l + 1, -n' + l, 2l, -\frac{4nn'}{(n - n')^2}\right) - \left( \frac{n - n'}{n + n'} \right)^2 F\left(n + l - 1, -n' + l, 2l, -\frac{4nn'}{(n - n')^2}\right) \right\}/Z. \tag{B.8}
\]
Notice that the dipole moment for transitions with \(\Delta l = l - l' = -1\) can be calculated also using eq. B.8, since \(R_{nl}^{l+1} = R_{n,l+1}^{l}\).

Recently, D. Hoang-Binh has developed a numerical method to calculate B.8 up to \(n \sim 1000\) [202]. It is based on the recurrence relation
\[
(a - c)F(a - 1) = a(1 - x) (F(a) - F(a + 1)) + (a + bx - c)F(a), \tag{B.9}
\]
where \(F(a) \equiv F(a, b, c, x)\), and:
\[
a = -n + l + 1; \quad b = -n' + l; \quad c = 2l; \quad x = -4nn'/(n - n')^2.
\]
The initial values are \(F(0) = 1\) and \(F(-1) = 1 - bx/c\). We have benchmarked our results with the examples provided in ref. [202]\(^1\) and with the tables given in ref. [176].

\(^1\) In ref. [202], there is an erratum in eq. B.8:
\[
R_{nl}^{l-1} = \frac{(-1)^{n' - l}}{4(2l - 1)!} \left\{ \frac{(n + l + 1)(n' - l + 1)!}{(n - l - 1)(n' - l)!} \right\} \left( \frac{4mn'}{(n - n')^2} \right) \times
\]
\[
\frac{(n + n')^{n + n' + 2l - 2 - 1}}{(n + n')^{n + n'} - (n - n')^{n + n' - 2l + 2}} \times
\]
\[
\left\{ F\left(n + l + 1, -n' + l, 2l, -\frac{4nn'}{(n - n')^2}\right) - \left( \frac{n - n'}{n + n'} \right)^2 F\left(n + l - 1, -n' + l, 2l, -\frac{4nn'}{(n - n')^2}\right) \right\}/Z
\]
\[
\text{Here, we use the expression B.8, obtained from ref. [176]. With this, we have obtained the same results for } \left( R_{nl}^{l'} \right)^2 \text{ and the corresponding transition probabilities than the ones provided in [202].}
\]

However some differences have been obtained in the value of the absorption oscillator strength. And this is weird, since we use the same expression to calculate them (eq. B.6b). The result is inputed in eq. B.6a to obtain the transition probability.

Hence, since the radial integrals and transition probabilities agree, we should have introduced some error in B.6b, which is corrected in B.6a.
B.3. Intensities of fine structure lines

If the initial states $\gamma$ are statistically populated, the final intensity in the so-called Russel-Sundars approximation are

$$I_{nl}^{n'l'} = 2(2l + 1)\hbar \nu_{nl}^{n'l'} A_{nl}^{n'l'}.$$  \hfill (B.10)

### B.3 Intensities of fine structure lines

In case of using the Pauli approximation ($j$-resolved), for a given initial state $\gamma \equiv n'^2 L_J$, there are three possible transitions towards the level $\gamma' \equiv n'l - 1^2 L_J$:

(a) $j = l + \frac{1}{2} \rightarrow j' = l - \frac{1}{2}$,
(b) $j = l - \frac{1}{2} \rightarrow j' = l - \frac{1}{2}$,
(c) $j = l - \frac{1}{2} \rightarrow j' = l - \frac{3}{2}$.

Their relative intensities are just:

$$a : b : c = [(l + 1)(2l - 1)] : 1 : [(l - 1)(2l + 1)].$$  \hfill (B.11)

Hence, the intensities in the $j$-resolved picture can be obtained by evaluating first the $l$-resolved intensities, eq. B.3, and then by multiplying the result by the relative contributions B.11, and dividing by $\frac{1}{2}(2l + 1)(2l - 1)$:

$$I_{l+\frac{1}{2}}^{\Delta j=1} = I_{nl}^{n'l'-1} \frac{2(l + 1)(2l - 1)}{(2l + 1)(2l - 1)},$$  \hfill (B.12a)

$$I_{l-\frac{1}{2}}^{\Delta j=0} = I_{nl}^{n'l'-1} \frac{2}{(2l + 1)(2l - 1)},$$  \hfill (B.12b)

$$I_{l-\frac{1}{2}}^{\Delta j=1} = I_{nl}^{n'l'-1} \frac{2(l - 1)(2l + 1)}{(2l + 1)(2l - 1)}.$$  \hfill (B.12c)

If we further assume a statistical population of the initial levels, eqs. B.12 have to be multiplied by $(2j + 1)$. 
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APPENDIX C

NUMERICAL IMPLEMENTATION OF THE IMPURITY DENSITY REDISTRIBUTION

In this appendix, the numerical implementation of the parabolic partial differential equation (PDE) for the impurity density asymmetry is addressed. Let us consider the equation (2.96)

\[ \mathbf{B} \cdot \nabla (\mathbf{B} \cdot \nabla n) - g \mathbf{B} \cdot \nabla n - \gamma f B^2 \mathbf{u}_z \cdot \nabla n - fn = 0, \]  

(C.1)

with

\[ g = \mathbf{B} \cdot \nabla \ln B^2 - \frac{eZ}{T_z} \mathbf{B} \cdot \nabla \Phi + \gamma f B^2 \left\{ (A_i + E_z)h + B_i + A_i \right\}, \]  

(C.2a)

\[ f = \gamma f A_i \mathbf{B} \times \nabla \rho \cdot \nabla \ln B^2 + \frac{eZ}{T_z} \mathbf{B} \cdot \nabla \ln B^2 - \mathbf{B} \cdot \nabla \mathbf{B} \cdot \nabla \Phi. \]  

(C.2b)

In order to facilitate the algebra flux coordinates, \((\theta_f, \phi_f)\), are used, see section A.2 in the appendix A. Note also that the in-surface variation of the potential \([138], \Phi - \langle \Phi \rangle\), and the Pfirsch-Schlüter function \(h\), see equation (2.30), are calculated in the \((\theta_f, \phi_f)\) system. Since the magnetic field in flux coordinates is a straight line, see equation (A.8), the spatial derivative parallel to the magnetic field is recast as

\[ \sqrt{g} \mathbf{B} \cdot \nabla = \chi' \partial_{\theta_i} + \psi' \partial_{\phi_i} := \partial_b. \]

Using the expression

\[ (\sqrt{g})^2 \mathbf{B} \cdot \nabla (\mathbf{B} \cdot \nabla n) = \sqrt{g} \partial_b (\sqrt{g}^{-1} \partial_b) n = \partial_b^2 n - \partial_b n \partial_b \ln(\sqrt{g}), \]

the parabolic PDE (C.1) is

\[ \left( \chi' \frac{\partial}{\partial \theta_i} + \psi' \frac{\partial}{\partial \phi_i} \right)^2 n - r \frac{\partial n}{\partial \theta_i} - s \frac{\partial n}{\partial \phi_i} - fn = 0, \]  

(C.3)

with \(f\) given by (C.2b) and

\[ r = \chi' \partial_b \ln (\sqrt{g}) + \sqrt{g} (\chi' g + \gamma f E_z B_{\phi_i}), \]  

(C.4a)

\[ s = \psi' \partial_b \ln (\sqrt{g}) + \sqrt{g} (\psi' g - \gamma f E_z B_{\theta_i}). \]  

(C.4b)

Here, \(g\) is given by (C.2a) and the relation

\[ B^2 \mathbf{u}_{z \perp} \cdot \nabla = (\sqrt{g})^{-1} E_z (B_{\phi_i} \partial_{\theta_i} - B_{\theta_i} \partial_{\phi_i}) \]  

is used. In the following, the sub-index \(f\) indicating flux coordinates is dropped.
Next, a finite differences scheme is adopted, where the functions \( r, s \) and \( f \) are assumed to be known functions of the angles \((\theta, \phi)\) and the radial coordinate \( \rho \). Since equation (C.3) only involves angular derivatives, the radial coordinate is taken as a parameter and is hence not made explicit in the following. Next, a regular grid \((\theta_i, \phi_j)\) with \( i = 1, \ldots, M; j = 1, \ldots, N \) is considered. The angular derivatives of \( n \) at the point \((i, j)\) are taken as the centred finite differences in that position, i.e.

\[
\frac{\partial n_{ij}}{\partial \theta_i} = \frac{n_{i+1,j} - n_{i-1,j}}{2\Delta \theta},
\]

\[
\frac{\partial n_{ij}}{\partial \phi_j} = \frac{n_{i,j+1} - n_{i,j-1}}{2\Delta \phi},
\]

\[
\left( \frac{\chi'}{\Delta \theta} + \frac{\psi'}{\Delta \phi} \right)^2 n_{ij} = \left( \frac{\chi'}{\Delta \theta} \right)^2 (n_{i+1,j} - 2n_{i,j} + n_{i-1,j}) + \\
\left( \frac{\psi'}{\Delta \phi} \right)^2 (n_{i,j+1} - 2n_{i,j} + n_{i,j-1}) + \\
\frac{\psi'\chi'}{2\Delta \theta \Delta \phi} (n_{i+1,j} + n_{i-1,j} - n_{i+1,j-1} - n_{i-1,j+1})
\]

Note that with equations (C.5), the equation (C.3) couples the entry \( n_{ij} \) with \( n_{i \pm 1, j \pm 1}, n_{i \pm 1, j}, n_{i, j \pm 1} \).

Thus, if any bi-dimensional function is rearranged in a vector indexed by

\[
k(i, j) = i + M(j - 1), \text{ with } (i, j) \in (1 \ldots M, 1 \ldots N),
\]

the second order PDE (C.3) is recast as a system of linear algebraic equations of the form \( A_{kl} n_l = 0 \). Here, the non-zero entries of the coefficient matrix \( A_{kl} \) are

\[
n_{i \pm 1, j \pm 1} \rightarrow A_{k,k \pm (M+1)} = \frac{\chi'\psi'}{2\Delta \theta \Delta \phi},
\]

\[
n_{i \pm 1, j \mp 1} \rightarrow A_{k,k \mp (M-1)} = -\frac{\psi'\chi'}{2\Delta \theta \Delta \phi},
\]

\[
n_{i \pm 1, j} \rightarrow A_{k,k \pm 1} = \left( \frac{\chi'}{\Delta \theta} \right)^2 \mp \frac{r_k}{2\Delta \theta},
\]

\[
n_{i,j \pm 1} \rightarrow A_{k,k \pm M} = \left( \frac{\psi'}{\Delta \phi} \right)^2 \mp \frac{s_k}{2\Delta \phi},
\]

\[
n_{i,j} \rightarrow A_{k,k} = -2 \left( \left( \frac{\chi'}{\Delta \theta} \right)^2 + \left( \frac{\psi'}{\Delta \phi} \right)^2 \right) - f_k.
\]

In the corners of the domain (i.e. \( i = 1, M \) and \( j = 1, N \)) we might need to evaluate the function out of that domain (e.g., when \( i = 1, n_{i-1,j} \) is not well defined). The periodicity \( n_{M+p,j} = n_{p,j} \) and \( n_{i,N+p} = n_{i,p} \) gives us the necessary rules for these points\(^1\), i.e.

\(^1\) Since the functions are periodic in the angles and preserve the \( n = 4 \) toroidal periodicity of TJ-II, the intervals \( \theta \in [0, 2\pi] \) and \( \zeta \in [0, \pi/2] \) are covered.
for \( j = 1 \ldots N \):

if \( i = 1 \),

\[
A_{k,k-1} \rightarrow A_{k,k+M-1} = \left( \frac{\dot{\chi}}{\Delta \theta} \right)^2 + \frac{r_k}{2\Delta \theta}
\]

if \( j = 1 \),

\[
A_{k,k-(M+1)} \rightarrow A_{k,k+MN-1} = \frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}
\]

\[
A_{k,k+(M-1)} \rightarrow A_{k,k+2M-1} = -\frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}
\]

\[
A_{k,k-M} \rightarrow A_{k,k+M(N-1)} = \left( \frac{\psi}{\Delta \zeta} \right)^2 + \frac{s_k}{2\Delta \zeta}
\]

\[
A_{k,k-(M-1)} \rightarrow A_{k,k+1+M(N-1)} = -\frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}
\]

if \( j = N \),

\[
A_{k,k-(M+1)} \rightarrow A_{k,k-1} = \frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}
\]

\[
A_{k,k+(M-1)} \rightarrow A_{k,k-1-M(N-2)} = -\frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}
\]

\[
A_{k,k+M} \rightarrow A_{k,k-M(N-1)} = \left( \frac{\psi}{\Delta \zeta} \right)^2 - \frac{s_k}{2\Delta \zeta}
\]

\[
A_{k,k+(M+1)} \rightarrow A_{k,k+1-M(N-1)} = \frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}
\]

else,

\[
A_{k,k-(M+1)} \rightarrow A_{k,k-1} = \frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}
\]

\[
A_{k,k+(M-1)} \rightarrow A_{k,k+2M-1} = -\frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}
\]
for $j = 1 \ldots N$

if $i = M$

$$A_{k,k+1} \rightarrow A_{k,k-M+1} = \left( \frac{\dot{\chi}}{\Delta \theta} \right)^2 - \frac{r_k}{2\Delta \theta}$$

if $j = 1$,

$$A_{k,k+(M+1)} \rightarrow A_{k,k+1} = \frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$

$$A_{k,k-(M-1)} \rightarrow A_{k,k+1+M(N-2)} = -\frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$

$$A_{k,k-M} \rightarrow A_{k,k+M(N-1)} = \left( \frac{\dot{\psi}}{\Delta \zeta} \right)^2 + \frac{s_k}{2\Delta \zeta}$$

$$A_{k,k-(M+1)} \rightarrow A_{k,k+M(N-1)-1} = \frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$

if $j = N$,

$$A_{k,k+(M+1)} \rightarrow A_{k,k+1-MN} = \frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$

$$A_{k,k-(M-1)} \rightarrow A_{k,k+1-2M} = -\frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$

$$A_{k,k+M} \rightarrow A_{k,k-M(N-1)} = \left( \frac{\dot{\psi}}{\Delta \zeta} \right)^2 - \frac{s_k}{2\Delta \zeta}$$

$$A_{k,k+(M+1)} \rightarrow A_{k,k+1-M} = \frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$

else,

$$A_{k,k+(M+1)} \rightarrow A_{k,k+1} = \frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$

$$A_{k,k-(M-1)} \rightarrow A_{k,k+1-2M} = -\frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$

for $i = 2 \ldots M-1$

if $j = 1$,

$$A_{k,k-(M-1)} \rightarrow A_{k,k+1+M(N-1)} = -\frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$

$$A_{k,k-M} \rightarrow A_{k,k+M(N-1)} = \left( \frac{\dot{\psi}}{\Delta \zeta} \right)^2 + \frac{s_k}{2\Delta \zeta}$$

$$A_{k,k-(M+1)} \rightarrow A_{k,k+M(N-1)-1} = \frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$

if $j = N$,

$$A_{k,k+(M+1)} \rightarrow A_{k,k+1-M(N-1)} = \frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$

$$A_{k,k+M} \rightarrow A_{k,k-M(N-1)} = \left( \frac{\dot{\psi}}{\Delta \zeta} \right)^2 - \frac{s_k}{2\Delta \zeta}$$

$$A_{k,k+(M-1)} \rightarrow A_{k,k-1-M(N-1)} = -\frac{\dot{\chi} \dot{\psi}}{2\Delta \theta \Delta \zeta}$$
Finally, the constrain,

\[ 1 = \langle n \rangle = \frac{1}{V} \int d\theta \int d\zeta \sqrt{g} n = \frac{\Delta \theta \Delta \zeta}{V} \sum_i \sum_j (\sqrt{g})_{i,j} n_{i,j}, \quad (C.9) \]

must be built in. It can be done, for instance, by considering the equivalent system:

\[ (A + B)_{kl} n_l = c_k \quad \text{(C.10)} \]
\[ B_{kl} = (\sqrt{g})_{l,k} \delta_{k,1} \quad \text{(C.11)} \]
\[ c_l = \sum_j (\sqrt{g})_{l,j} \delta_{i,1}. \quad \text{(C.12)} \]

The nonzero pattern of the resultant sparse coefficient matrix is displayed in figure C.1, for the case of \( N = M = 8 \).

---

**Figure C.1.** Nonzero pattern of the coefficient matrix, with \( M = N = 8 \) poloidal and toroidal points.
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