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Abstract—We focus on the mean achievable rate per user of the coordinated base station downlink transmission in a clustered cellular environment, with transmit power constraints at the base stations. Block Diagonalization is employed within the cluster to remove interference among users while the interference from other clusters remains. The average achievable rate per user is evaluated considering the effects of the propagation channel and the interference and a theoretical framework is presented to provide its analytical expression, validated by simulation results with different power allocation schemes. As an application, the number of cells of the cluster that maximizes the mean achievable rate per user is investigated. It can be seen that in most of the cases a reduced cluster size, close to seven cells, guarantees a rate very close to the maximum achievable.
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I. INTRODUCTION

Space-Division Multiplexing (SDM) based on Multiple Input-Multiple Output (MIMO) techniques has been adopted in recent wireless standards, in order to improve the data rates. However, the gains of MIMO processing in cellular networks are hampered by the interference that characterizes these environments. The classical approach to cope with interference in cellular systems has been frequency reuse with the inherent loss in spectral efficiency. If we would like to achieve spectrally-efficient communications, it is mandatory that all cells/sectors operate on the same frequency channel, what is denoted as universal frequency reuse (UFR). With this motivation, some new techniques have emerged to manage interference in cellular systems with UFR, by introducing coordination among the base stations in the downlink, which are known as network MIMO or coordinated base station transmission (CBST) [1]. In [2] the other-cell interference (OCI) is considered when designing the transmission for a multi-user MIMO downlink. In [3] the authors analyze several approaches for overcoming interference in SDM MIMO cellular networks. If the interference is known by the transmitters, cooperative encoding among base stations using Dirty Paper Coding (DPC) can suppress OCI [4]. In [1] several strategies are proposed to perform CBST. Interference is eliminated by jointly and coherently coordinating the transmission from the base stations in the network, assuming that base stations know all downlink signals. Besides DPC, they propose a zero-forcing (ZF) scheme that, although suboptimal, does not involve the complexity of DPC. The capacity of MIMO benefits from CBST not only because of the rise of the operating signal to interference plus noise ratio (SINR) point, but also from the better rank condition of the joint channel matrix resulting from non-collocated base stations [5]. Similarly to multi-user MIMO, Block Diagonalization (BD) [6], [7] may be applied for CBST as a good compromise between complexity and performance. In [8] BD is applied in a multicell scenario in combination with the OCI reduction scheme of [2]. Alternatively in [9] a Singular Value Decomposition (SVD) approach is proposed that simplifies the channel estimation requirements at the expense of a performance degradation. Other linear schemes based on minimizing the mean squared error have also been proposed [10],[11].

The main drawback of all these systems is that they require channel state information (CSI) and transmit data to be simultaneously known to all cooperating base stations, with the cost of higher backhaul capability and increased signal overhead, which could even question the effectiveness of coordination [12],[13]. In particular in [12] it is shown that coordination reaches a saturation region where no increase of SNR can lead to a better performance. An important open question is whether this saturation occurs at operational SNR values. Some recent approaches have been proposed to avoid CSI and data sharing. Non coherent joint processing [14] does not require cell-to-cell CSI exchange at the expense of higher processing cost at the receivers with successive interference cancellation. In [15] the case of distributed cooperation is analyzed where each base station has only local CSI. As a practical alternative, we focus here on clustered coordination, where only a limited number of base stations can cooperate in order for the overhead to be affordable. Base stations are grouped into cooperation clusters and only the base stations of each cluster exchange information and jointly process signals. In [16] clustered coordination is analyzed, where clusters are of limited size. This has been shown to be a good trade-off between performance and overhead. Even higher performance gains can be attained if the clusters are formed dynamically [17], [18] for example by user-centric approaches [19].

Note however that none of these works analyzed the effect
of the size of the clusters of cooperating base stations and the effect of interference coming from outside the clusters. In fact a reduction of the number of cooperating base stations reduces at the same time the complexity, the overhead and the difficulty to obtain the CSI. Here we focus on this reduction of the cooperating base stations, by grouping them into fixed non-overlapping clusters, and we analyze the effect of the interference from outside the cluster. In terms of complexity non-overlapping and fixed clusters reduce the complexity, which is understood not as the mere coordination signalling overhead, but also as the signalling to manage the coordinated base stations. In previous works [8] shows by simulation that a small cluster size is sufficient to obtain most of the sum rate benefits from clustered coordination. Equivalent conclusions are obtained in [20], that also evaluated by simulation the throughput performance of MIMO techniques serving a dense population of stationary users with scheduled packet data. The authors of [21] developed analytical expressions for pure ZF in a 2- or 3-cell network with base stations transmitting at full power and each of the mobile stations equipped with just one receive antenna. Note however that clustering is not considered, since they assume that two or three cells constitute the whole network. In [22] the resource allocation problem is addressed for a large network with 3-sector base stations. The system is statically divided into a number of disjoint clusters of 3 sectors and zero forcing is used to cancel interference within each cluster. Two cooperative frequency reuse approaches are designed to mitigate the inter-cluster interference.

In this work we focus on clustered BD-based CBST with per base station power constraints and present an analytical evaluation of the average user rates that can be achieved with different cluster sizes. Although the increased signalling required for the exchange of the channel state information is normally not considered [14]–[20], since the increased traffic on the control plane can have a limited impact on the useful traffic on the user plane, here we present some results also considering some signalling overhead, as in [12]. For this environment, other different approaches, such as dynamic or user-centric clusters, and several transmission techniques, besides MMSE or BD, have been proposed and studied [23]. Here we consider fixed non-overlapping clusters since they reduce the management complexity and BD, since its implementation, contrary to MMSE, does not require any knowledge of out-of-cluster interference to be effective and any coordination can be limited to each cluster. Moreover, for a similar scenario such as the broadcast MIMO channel, BD proves to be quite close to optimum [24],[25]. Based on this experience on the broadcast channel, several authors, e.g. [2],[8],[28], proposed the use of BD also for the cooperative downlink scenario, being the main difference with respect to the broadcast channel the power constraint that is distributed among different base stations.

We derive an analytical expression for the mean achievable rate per user with BD, which accounts for the propagation characteristics, the antenna configuration, the thermal noise level and the cluster size. We show that the power needed to coordinate the users and to reduce the interference within the cluster determines a lower power available for each parallel stream in the spatial multiplexing scheme and a trade-off occurs between the noise level and the interference coming from outside the cluster, that depends on the cluster size. We can see that in a wide range of operational conditions a reduced cluster size around seven cells gives a performance quite close to the maximum achievable. The conclusions drawn are specific to the particular choice of BD, although some general design guidelines can be obtained, confirmed by some more general studies on the subject [12].

Note: Boldface symbols will be used for matrices and vectors. Superscripts $T$ and $H$ denote the transpose and the Hermitian transpose of a matrix, respectively.

II. System and Cluster Model

We target a coordinated transmission downlink scenario where cells of radius $R_{\text{cell}}$ are grouped into clusters. Clusters are composed of $M$ base stations (BS) that coordinate their transmission serving a total of $N$ users in each cluster. An example is depicted in Fig. 2 for $M = 7$, showing the cell radius $R_{\text{cell}}$, i.e. the radius of the circle which circumscribes the cell. We consider non-overlapping clusters, that is, each cell belongs to just one cluster. Although overlapping user-centric clusters could provide a better performance [19], this approach gives rise to a dramatic increase of the management complexity. The clusters are defined by the network planner and are kept fixed, grouping the BSs according to a distance criterion. In our setup the cluster members are all the base stations inside the cluster, in other words, scheduling or adaptive selection of the active base stations are not addressed here, but they could be considered as a special case of optimization of the power allocation scheme.

The BSs have a maximum available power $P_{\text{max}}$ and are equipped with $t$ transmit antennas, while the user terminals have $r$ receive antennas. The signals coming from the BSs in a cluster cause interference to other clusters since there is no coordination among clusters. The size of the cluster $M$ is then one of the key parameters that we consider in the analysis. Fig. 1 presents an example of the system showing the transmission within a single cluster with $M = 3$ cells, $N = 2$ active users (denoted by user 1 and user 2), $t = 3$ transmit antennas and $r = 1$ receive antenna.

A. Channel model

The propagation inside a cluster is modelled by a $Nr \times Mt$ channel matrix $\mathbf{H}$ whose elements are the fading coefficients from any transmit antenna of each BS to any receive antenna of each user. Then the total channel can be written as $\mathbf{H} = [\mathbf{H}_1^T \mathbf{H}_2^T \ldots \mathbf{H}_N^T]^T$, where $\mathbf{H}_i$, $i = 1 \ldots N$ is $r \times Mt$ channel matrix seen by user $i$, which contains $M$ sub-matrices $\mathbf{H}_{ij}$ of size $r \times t$ representing the channel from the BS $j$. An example is shown in Fig. 1 where the contributions $\mathbf{H}_{ij}$ are shown for the user 2. In terms of propagation, the channel matrix is usually decomposed into a spatial correlation at the transmitter, a fading matrix and a spatial correlation at the receiver. In the following we consider spatially uncorrelated antennas at both transmitter and receiver and Rayleigh fading, as in [1], so that he entries of the matrix $\mathbf{H}$ are iid complex Gaussian random
variables with zero mean and a variance which represents the power path loss between base station \( j \) and user \( i \). The path loss varies according to an exponential power decay with exponent \( \gamma \), namely \( u_{ij}^{-\gamma} \), as a function of the distance \( u_{ij} \) from user \( i \) to BS \( j \). The received signal is thus

\[
y = Hx + n
\]  

(1)

where \( y \) is the received \( Nr \times 1 \) signal vector, \( x \) the \( Mt \times 1 \) signal vector transmitted from all the coordinated BSs and \( n \) is the \( Nr \times 1 \) vector of i.i.d complex Gaussian noise entries with zero-mean and variance \( \sigma_n^2 \).

Since the received power varies according to the user location, the amount of noise and the value \( p \) of the signal to noise ratio (SNR) are defined with reference to the power received at the cell border, as done also in e.g. [8], namely

\[
p = \frac{P_{\text{max}}R^{-\gamma}}{\sigma_n^2}.
\]  

(2)

B. Interference model

In Fig. 2 we show an example of cluster layout, where three complete clusters each consisting of seven cells are presented, together with other cells belonging to other clusters, not completely shown. The user \( i \), at the distance \( u_i \) from its serving BS, is affected from interference coming from the neighbor clusters. The interfering cells belonging to the first tier are located at a distance \( D_1 \) (or greater) from BS\( _i \). Similarly for the user \( j \) at distance \( u_j \) from BS\( _j \), the first tier of interfering cells is at a distance \( D_2 \) from BS\( _j \). Due to the cellular geometry, for a cluster size up to 18, only these two possibilities exist: the closest interfering cell is located at either \( D_1 \) or \( D_2 \) from the serving BS of each user. According to a uniform distribution of the users over each cell, the distance \( u_i \) of user \( i \) from the nearest BS has a probability density function

\[
f_{u_i}(u_i) = 2u_i/R_{\text{cell}}^2,
\]  

(3)

which approximates the hexagonal cell by a circular one with the same radius (see Fig. 2). In the following the subscript \( i \) is skipped. The interference power is given by

\[
I_{i}(u) = \sum_{m=1}^{M_{\text{interf}}} P_{\text{max}} (d_{im})^{-\gamma},
\]  

(4)

where \( M_{\text{interf}} \) is the number of interfering stations and \( d_{im} \) is the distance between user \( i \) and base \( m \) (belonging to the external clusters). To account for the interfering power, we introduce an equivalent model, providing the same amount of interference, but where all the interfering BSs for each user are located at the same distance, namely the minimum distance, either \( D_1 = \sqrt{3}R_{\text{cell}} \) or \( D_2 = 3R_{\text{cell}} \) (see Fig. 2). In this way some BSs are actually considered closer than what they really are, and this effect is accounted for with an equivalent number of interfering base stations \( M_{\text{eq}i} \). For example, all the interfering stations are considered at \( D_1 - u_i \) from user \( i \), while for user \( j \) at \( D_2 - u_j \), and so on. The distance according to the model above is given by \( d_{ij} = D_i - u \) for all the stations of the adjacent clusters, so that the interference is represented by a term

\[
I_{i}(u) = P_{\text{max}}M_{\text{eq}i}(D_i - u)^{-\gamma},
\]  

(5)

where \( D_i \) can be either \( D_1 \) or \( D_2 \) (see Fig. 2) and we assume that the base stations transmit at the maximum power. This approach is similar to what is considered in [26], where a continuous of interference is assumed, so that all the interfering BSs are spread over the whole plane but at the same distance from the user, with a suitable probability density function (pdf) of the distance.

The real and equivalent models produce the same total interference power for each user if \( M_{\text{eq}i} \) is adequately selected. In order to determine \( M_{\text{eq}i} \) we consider the interference coming from the first tier of neighbor cells, so that for different cluster configurations we have a different number of interfering base stations for each cell. This is clear in Fig. 3 where a cluster of \( M = 4 \) cells is shown, in which users in cells 1 and 3 experience an interference coming from \( M_{\text{int}1} = M_{\text{int}3} = 4 \) neighbor cells, while cells 2 and 4 receive interference from...
where the parameter $I_t$ represents the average power of the total interference contributions received by each antenna of user $i$ from the interfering base stations. In order to evaluate (14) we notice that the rate depends on the distance $u$ of each user’s equipment from the center of its cell. Introducing the pdf of distance given by (3) and making explicit the dependence of the parameters on the distance $u$, the expectation of (14) becomes

$$R_i = \int_0^{R_{cell}} \sum_{\ell=1}^{r} \log_2 \left( 1 + \lambda_{\ell_i}(u) \frac{P_{\ell}}{\sigma_n^2 + I_t(u)} \right) \frac{2u}{R_{cell}^2} \, du .$$

(15)

In (15) we have three parameters determining the overall rate, namely:

- The interference $I_t(u)$, coming from outside the cluster.
- The effect of the channel fading and of the path loss, represented by the term $\lambda_{\ell_i}(u)$.
- The power $P_{\ell}$ assigned to the $\ell$-th stream of user $i$.

In the following, the characterization of each parameter will be approached separately.
A. Interference

As described in Section II-B the contribution of interference \(l_i(u)\) on each receive antenna of user \(i\) coming from the cells outside the cluster, can be considered as generated by an equivalent number of BSs, located all at the distance \(D_i - u\) from the user, where \(D_i\) will be either equal to \(D_1\) or to \(D_2\), for users in clusters whose size is up to 18 cells. The interfering distance \(D_i\) is then normalized to the cell radius \(R_{\text{cell}}\), setting 
\[D_i = d_i R_{\text{cell}}.\]
In (14) we assume that the interference can be treated as Gaussian noise, so that its statistical power is required.\(^1\)

B. Fading effect

The terms \(\lambda_{i\ell}\) are the squared diagonal values of the matrix \(S_i\). This matrix is obtained as we can see from (11)–(12) by the combination of the channels \(H_i\), containing all the fading coefficients, with the elements of a unit-norm matrix \(W\). We notice that the channel matrix \(H_i\) is composed of the sub-matrices \(H_{ij}\), where the fading elements of \(H_{ij}\) have a power path loss \(u_{ij}^{-\gamma}\), while the elements of \(H_{ij}\) are independent of \(H_i\) with path loss \(u_{ij}^{-\gamma}\), where \(u_{ij}\) is the distance of the user \(i\) from the base station \(j\). Then, by separating the path loss corresponding to the distance from the nearest base station, namely \(u_{iii}\), we can write \(\lambda_{i\ell} = \mu_{i\ell} u_{ij}^{-\gamma}\) where \(\mu_{i\ell}\) are the elements of the diagonal matrix \(u_{ii}^{-\gamma/2} S_i S_i^H\). We note that these diagonal elements are the singular values of the matrix \(u_{ii}^{-\gamma/2} H_i W W^H H_i^H\), where \(H_i\) has Gaussian entries and \(W\) is unitary. These are the eigenvalues of a Wishart matrix in the case \(M_t = N_r\), while in the general case with \(M_t \geq N_r\), this matrix can be approximated by a Wishart matrix.\(^2\) The joint pdf of these \(\mu_{i\ell}\) for a Wishart matrix can be obtained when the columns of the corresponding Gaussian matrix have identity covariance matrix \(\Sigma = I\). The joint pdf is given by [29]
\[
f(\mu_1, \ldots, \mu_r) = e^{-\sum_{n=1}^{r} \mu_n} \prod_{n=1}^{r} \frac{1}{(r-n)!} \prod_{m>n}^{r} (\mu_m - \mu_n)^2.
\]
However, in the rate evaluation the complete joint pdf is not needed, since only the sum \(\sum_{n=1}^{r} \sum_{m>n} \log(\mu_{ij})\) is required, which represents the expectation of the logarithm of the determinant, for which results are available also for a generic covariance matrix \(\Sigma \neq I\), given by [29]
\[
E[\sum_{n=1}^{r} \sum_{m>n} \log(\mu_{ij})] = \sum_{k=0}^{N_r-1} \psi(N_r - k) + \log(\det(\Sigma))
\tag{17}
\]
where \(\psi(\cdot)\) is the Euler’s digamma function [30]. The columns of the matrix \(u_{ii}^{-\gamma/2} H_i W\) have covariance matrix
\[
\Sigma = I \left[ 1 + \sum_{j=1}^{M} \frac{\mu_{ij}}{D_j} \right]^\gamma,
\tag{18}
\]
We can define the parameter \(F\)
\[
F = 1 + \sum_{j=1}^{M} \left( \frac{\mu_{ij}}{D_j} \right)^\gamma
\tag{19}
\]
which can be considered as a cluster gain. Its value again can be obtained considering the user at the average distance \(u_{ii} = \frac{2}{3} R_{\text{cell}}\) and the base stations at the distances \(D_1\) or \(D_2\)
\[
F = \begin{cases}
1 + \frac{1}{2} \left[ \frac{\frac{2}{3} R_{\text{cell}}}{D_1 - \frac{2}{3} R_{\text{cell}}} \right]^\gamma + \frac{2 R_{\text{cell}}}{D_1 + \frac{2}{3} R_{\text{cell}}} \right]^\gamma & M \leq 7 \\
3 \left[ \frac{2 R_{\text{cell}}}{D_2 - \frac{2}{3} R_{\text{cell}}} \right]^\gamma + \frac{2 R_{\text{cell}}}{D_2 + \frac{2}{3} R_{\text{cell}}} \right]^\gamma & 7 < M \leq 18
\end{cases}
\tag{20}
\]
In Fig. 4 we consider a fixed distance \(u = \frac{2}{3} R_{\text{cell}}\) and we compare the sum of the log values obtained by simulation and by expressions (17)–(20), for the case \(r = t = 2\). The effect of increasing the cluster size is to reduce the contribution of the farthest base stations, which becomes negligible due to the path-loss. Therefore we can see a saturation of the trace and of the sum-log of the values \(\mu_{i\ell}\), by increasing the size of the cluster \(M\). Notice that in the evaluation of the mean achievable rate we apply a factor \(1/N\) in order to evaluate the average rate per user, taking into consideration that in a bigger cluster we have also more users. This factor determines a decrease of the trace with respect to \(N\) and correspondingly, of the average value of \(\mu_{i\ell}\). Thus a decrease occurs in the mean achievable rate per user for large values of \(N\), as we will see in Section V.

C. Power allocation

Under the BD strategy the transmission within each cluster is equivalent to a set of parallel non-interfering channels. Then the power must be allocated to maximize some quality of service parameters, such as the sum rate (or a weighted sum of the rates), for the users of each cluster. This objective is subject to a maximum transmission power available at each
with the digamma function and \( \gamma_0 \) the Euler constant. In terms of \( P_0 \), we have
\[
\frac{\Gamma(t + 1)^{-1/t}}{\psi(Mt + 1) + \gamma_0} \leq P_0 \leq \frac{P_{\text{max}}}{\psi(Mt + 1) + \gamma_0}
\]
In the evaluation of the rate, we will consider the lower bound, giving a lower bound to the average rate of user \( i \). The bounds for the power per stream derived by (30) with uniform power allocation are compared in Fig. 5 with the results obtained by simulations. We notice a very good agreement between the analytical and simulation results, for different antenna configurations. In particular we see that for a small number of cells in the cluster the upper bound is quite tight, while, when the cluster size increases the lower bound provides a better approximation. This power decrease is affecting the mean achievable rate for an increasing size of the cluster, as discussed in the following results of Section V.

\[
\text{Fig. 5. Normalized average power per stream } P_0 / P_{\text{max}} \text{ for different antenna configurations: comparison between simulations and the bounds (29).}
\]

D. Evaluation of the mean achievable rate

The performance of the coordination scheme will be measured by the mean achievable rate per user in the cluster \( R \),
\[
R = \frac{1}{N} \sum_{i=1}^{N} \gamma_i.
\]
We can derive a lower bound for each user’s average rate, by considering the inequality
\[
\log(1 + \text{SINR}) \geq \log(\text{SINR}).
\]
Then the integral (15) can be expressed as
\[
\mathcal{R}_i \simeq \frac{1}{\log 2} \sum_{\ell=1}^{t} \int_{0}^{R_{\text{cell}}} \log \left( \frac{P_{\ell} \mu_{\ell} u^{-\gamma}}{\sigma_n^{2} + P_{\text{max}} M_{eq,\ell} (D_i - u)^{-\gamma}} \right) \frac{2u}{R_{\text{cell}}} \, du,
\]
where the model of interference has been introduced. Then
\[
\mathcal{R}_i \simeq \frac{1}{\log 2} \sum_{\ell=1}^{t} \left\{ \log (\mu_{\ell}) + \log \left( \frac{P_{\ell}}{P_{\text{max}}} \right) \right\} + \int_{0}^{R_{\text{cell}}} \log \left( \frac{u^{-\gamma}}{\sigma_n^{2} + M_{eq,\ell} (D_i - u)^{-\gamma}} \right) \frac{2u}{R_{\text{cell}}} \, du
\]
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\[ Z = \frac{\gamma}{2} + \log(\rho) + d_i^2 \log \left( \frac{d_i^2}{M_{eq,i} + d_i^2} \right) \]
\[ \quad + d_i^2 \gamma \left[ 2F_1 \left( 1, 2 \gamma; \gamma; -\frac{d_i^2}{M_{eq,i}} \right) \right. \]
\[ \quad - 2F_1 \left( 1, 1 + \frac{\gamma}{\gamma}; \frac{d_i^2}{M_{eq,i}} \right) \right] \]
\[ \quad + 2d_i(d_i - 1) \gamma^2 F_1 \left( 1, 1 + \frac{\gamma}{\gamma}; \frac{1}{M_{eq,i}} \right) \]
\[ \quad - \left( d_i - 1 \right)^2 \left[ 2F_1 \left( 1, 2 \gamma; \gamma; -\frac{d_i^2}{M_{eq,i}} \right) \right. \]
\[ \quad + 2F_1 \left( 1, 1 + \frac{\gamma}{\gamma}; \frac{d_i^2}{M_{eq,i}} \right) \right] \]
\[ \quad - \left( d_i - 1 \right)^2 \log \left( \frac{(d_i - 1)^{\gamma}}{M_{eq,i} + (d_i - 1)^{\gamma}} \right) \],
where \( 2F_1 \) is the hypergeometric function and \( \rho \) is the SNR 
defined in (2). Indeed, using (17) and (30), we obtain the 
analytical expression for the mean achievable rate per user 
\[ R = \frac{1}{\log 2} \left\{ \frac{1}{N} \sum_{i = 1}^{N} \left[ \psi(Nr - \ell) + \log(F) \right] \right\} \]
\[ + r \left[ \log \left( \frac{\Gamma(t + 1)^{-1/r}}{\psi(Mt + 1) + \gamma_0} \right) + \frac{\gamma}{2} + \log(\rho) \right] \}
\[ + \frac{1}{\log 2} \sum_{i = 1}^{N} \left\{ d_i^2 \left[ 2F_1 \left( 1, 2 \gamma; \gamma; -\frac{d_i^2}{M_{eq,i}} \right) \right. \right. \]
\[ \quad + \left. \left. d_i^2 \gamma \left[ 2F_1 \left( 1, 1 + \frac{\gamma}{\gamma}; \frac{d_i^2}{M_{eq,i}} \right) \right. \right. \]
\[ \quad + 2d_i(d_i - 1) \gamma^2 F_1 \left( 1, 1 + \frac{\gamma}{\gamma}; \frac{1}{M_{eq,i}} \right) \]
\[ \quad - \frac{1}{2} \left( d_i - 1 \right)^2 \left[ 2F_1 \left( 1, 2 \gamma; \gamma; -\frac{d_i^2}{M_{eq,i}} \right) \right. \]
\[ \quad + 2F_1 \left( 1, 1 + \frac{\gamma}{\gamma}; \frac{d_i^2}{M_{eq,i}} \right) \right] \]
\[ \quad - \left( d_i - 1 \right)^2 \log \left( \frac{(d_i - 1)^{\gamma}}{M_{eq,i} + (d_i - 1)^{\gamma}} \right) \}, \quad (37) \]
where \( M_{eq,i} \) is given by (9) and \( F \) by (20).

V. NUMERICAL RESULTS

We present results derived from the analytical expression 
(37) and from simulations in a scenario of 169 cells (7 concentric tiers of hexagonal cells), averaging 5,000 random trials. In each trial the positions of the users are randomly set according to a uniform distribution inside each cell as described in Section II and the channel is randomly generated according to the model of Section II-A. The parameter evaluated in the simulations is the achievable rate of (14), in which the values of powers, interference, the coefficients \( \lambda_{e,i} \), etc. are obtained by simulation. The clusters, despite being static, can have different shape for the same number of cells \( M \). Indeed, in the simulations, the clusters are generated following an heuristic approach which tries to group cells in a compact way, with regular shape, by minimizing the sum of the inter-cells distances, thus to avoid long clusters, where the interfering cells from other clusters are closer. Note however that some values of the size \( M \) do not allow for regular clusters (i.e. hexagonal) to be formed. If not otherwise stated, the following parameters are used: \( \gamma = 3.8 \), cell radius \( R_{cell} = 1.4 \text{km} \) and \( M = N \) with uniform distribution of the users within each cell.

A. Comparison with simulations and with MMSE

We first show a comparison between the expression (37), the simulation results, and an MMSE approach as in [11] for an antenna configuration \( r = t = 2 \) and different values of the SNR, defined as in (2). The results of BD refer to a uniform power allocation, so that a better rate could be obtained by power optimization, as shown in the following section. In Fig. 6 the mean rate is shown as a function of the cluster size \( M \), showing that an optimal value of \( M \) exists for BD. We show 
as expected that an MMSE approach can achieve better results in the case of low SNR, but even for moderate values of SNR, the BD approach gives comparable and even more favorable results, thus showing that the interference is dominating. We can see that even with MMSE the mean achievable rate tends to saturate with an increasing size \( M \) of the clusters. The variability of the simulation results is not due to the limited number of trials, but to a natural variability of the rate with respect to the cluster shape, so that the level of interference does not change regularly with a change of the cluster size \( M \), being some aggregations more favorable than others.

The same behavior pointed out in [12] is shown in Fig. 7 where saturation clearly appears after a certain value of SNR, depending on the propagation path-loss coefficient \( \gamma \), which determines the influence of interference. In particular, the saturation SNR for BD is higher than for MMSE. For the first it is always above 20 dB for the considered scenarios, even for very small path loss coefficients. This means that the saturation occurs for relatively large SNR values, what is of practical importance. If we compare MMSE and BD under the restriction that the same \( P_{max} \) is transmitted for all \( \gamma \), then the
uniform power allocation. The small discrepancy between the theoretical results and the simulations is not only due to the approximations, but also to the fact that in the simulation scenario not all the clusters have the same shape, despite having the same number of cells.

B. Effect of the power allocation

The decrease of the rate with respect of the cluster size is two-fold: on one hand we experience the decrease of the values $\lambda_{it}$ and on the other hand, the power assigned to each stream decreases, due to a “coordination loss”. If we assume a uniform power allocation the decrease is shown in Fig. 5. However, to remove the dependence of the rate on the power allocation scheme, we derived also the optimal power allocation, by numerical optimization, solving the convex problem of constrained optimization, as described also in [28]. Then the optimal power is used in (37) instead of the value (30) corresponding to a uniform allocation. In Fig. 9 we compare the rate obtained with uniform and optimal power allocation, as a function of the cluster size $M$. We can see that, although the rates achieved by an optimal power allocation are higher, the curves follow a similar trend in both cases.

C. Optimum cluster size

From the results of Figs. 6–9 it is interesting to find the cluster size $M$ which can maximize the mean achievable rate. In Fig. 10 the optimum cluster size is plotted as a function of the SNR, for different antenna configurations and for the power allocation schemes considered. We can note that for a wide range of SNR the optimum value is limited, around 7–10 cells. Only for high SNR it is more convenient to increase the cluster size, since the reduction of interference can compensate the decrease of cluster-gain due to the decrease of the factors $\lambda_{it}$. This occurs for greater values of $M$ if we consider the optimal power allocation, since in the case of uniform power we have an additional decrease of the rate, due to the reduction of the power per stream that can be allocated, as $M$ increases.

D. Effect of signalling overhead

In all the previous results the effect of the signalling overhead has not been taken into account, as in most of the published work [14]–[20]. However, if a certain percentage of the available resources are dedicated to channel estimation and signalling, the effective SNR and the payload are reduced with respect to the global achievable rate. In [12] the overhead, intended in that case solely for channel estimation purposes,
is accounted for by a percentage $\alpha$, which should grow at least linearly with the cluster size. Then the effective SNR is $\text{SNR}_{\text{eff}} = \text{SNR}(1 - \alpha)$ and the payload rate is $R_{\text{eff}} = (1 - \alpha)R$.

In order to show the effect of the overhead on the achievable rate, in Fig. 11 we adopt a very conservative approach in which the value of $\alpha$ grows only linearly with the cluster size $M$ up to the maximum value of 10% for $M = 19$. We compare its effect, with the achievable rate obtained without overhead. Note that even with this small amount of overhead, increasing values of $M$ lead to a worse performance. Moreover, we should remark that in general the actual definition of the signalling overhead and its management is delegated to the operator implementation, being hardly defined even in the standards. Thus its quantitative effect can change considerably depending on how the overhead is defined.

VI. CONCLUSIONS

We studied a clustered base station coordination in the downlink transmission, using Block Diagonalization to remove interference among the users of the cluster. Since coordination is only performed within the cluster, users experience the interference from neighbor clusters, which depends on the cluster size. We derived an analytical expression for the mean achievable rate per user proposing an equivalent model for the interference, which allows to evaluate the impact of the main parameters, such as the SNR, the antenna configuration and the path-loss. These theoretical results can be used to derive higher order statistics or other performance parameters, as done in [32]. The main results can be thus summarized:

- In the analysis of the rate the actual position of the user is affecting more significantly the useful term of the power received from the nearest base station, while for the interference level and the power received from neighbor BSs, the average position of the user in the cell provides a good approximation.
- Increasing the cluster size gives rise to a combination of effects, some with opposite consequences on the mean achievable rate: i) a reduction of the interference from the adjacent clusters, ii) a gain from coordination which soon saturates due to path-loss, and iii) a reduction of the power available for each stream in the case of uniform power allocation, due to the fewer degrees of freedom imposed by the BS power constraints.
- The maximum achievable rate can be obtained with a reduced cluster size (around 7–10) in a wide range of SNR values and for different antenna configurations.
- The same effect of saturation of the rate shown in [12] is confirmed. Fortunately, for BD it happens for relatively large SNR values, even in the case of small path loss coefficients with high interference conditions.

These conclusions apply to BD with fixed non-overlapping clusters, which is a possible and feasible way to perform the coordination in a clustered scenario. Although other methods such as MSSE or adaptive or user-centric clusters could give a better achievable rate, in general they require more complexity, at least in the management of the network.

APPENDIX A

DERIVATION OF $Z_i$

Normalizing the distance to the cell radius $R_{\text{cell}}$ the integral in (34) becomes

$$Z_i = \int_0^1 \log \left( \frac{u^{-\gamma}}{\max R_{\text{cell}}} + M_{eq,i}(d_i - u)^{-\gamma} \right) 2udu$$

$$= \int_0^1 \log \left( \frac{u^{-\gamma}}{1 + M_{eq,i}(d_i - u)^{-\gamma}} \right) 2udu$$

$$= 2 \int_0^1 \log \left( \frac{1}{1 + M_{eq,i}(d_i - u)^{-\gamma}} \right) udu - 2\gamma \int_0^1 \log(u)udu$$

(38)
where $p$ is the SNR of (2). The last integral in (38) is evaluated using 2.723 of [30], namely

$$
\int u \log(u) \, du = u^2 \left[ \frac{\log u}{2} - \frac{1}{4} \right], \quad (39)
$$

and gives

$$
Z_i = \frac{\gamma}{2} + 2 \int_0^1 \log \left( \frac{1}{\rho + M_{eq,i}(d_i - u)^{-\gamma}} \right) u \, du. \quad (40)
$$

The last integral in (40) is expressed as

$$
\int_0^1 \log \left( \frac{1}{\rho + M_{eq,i}(d_i - u)^{-\gamma}} \right) u \, du = \log(p) + \int_{d_i-1}^{d_i} \log \left( \frac{1}{1 + M_{eq,i}x^{-\gamma}} \right) (d_i - x) \, dx. \quad (41)
$$

The latter can be solved by the following result of [31],

$$
\int \log \left( \frac{1}{1 + M_{eq,i}x^{-\gamma}} \right) (d_i - x) \, dx = \frac{2d_i - x}{2} \log \left( \frac{x^\gamma}{M_{eq,i} + x^\gamma} \right) - d_i \gamma F_1 \left( \frac{1}{\gamma}, 1 + \frac{1}{\gamma}, -x^{-\gamma} c \right)
$$

$$
+ \frac{\Gamma(c)}{\Gamma(b)} \int_0^{1} \frac{x^{c-1} - (1-x)^{c-1} - x^\gamma a}{(1-x^\gamma a)} \, dx. \quad (42)
$$

Finally, we get

$$
Z_i = \frac{\gamma}{2} + \log(p) + d_i^2 \log \left( \frac{d_i^2}{M_{eq,i}} + d_i^2 \right)
$$

$$
+ \frac{d_i^2 \gamma}{2} \left[ \frac{1}{\gamma} \gamma + 2 \gamma - \frac{d_i^2}{M_{eq,i}} \right]
$$

$$
- 4 \Gamma(c) \Gamma(b) \int_0^{1} \frac{x^{c-1} - (1-x)^{c-1} - x^\gamma a}{(1-x^\gamma a)} \, dx
$$

$$
+ 2d_i (d_i - 1) \gamma F_1 \left( \frac{1}{\gamma}, 1 + \frac{1}{\gamma}, -d_i^{-\gamma} c \right)
$$

$$
- \frac{(d_i - 1)^2}{2} \gamma F_1 \left( \frac{1}{\gamma}, 1 + \frac{2}{\gamma}, -d_i^{-\gamma} c \right)
$$

$$
- (d_i^2 - 1) \log \left( \frac{(d_i - 1)^{-\gamma}}{M_{eq,i} + (d_i - 1)^{-\gamma}} \right). \quad (44)
$$
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