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A B S T R A C T

This work describes a new iterative method for extracting time–activity curves (TAC) from dynamic imaging studies using a priori information from generic models obtained from TAC templates. Analytical expressions of the TAC templates were derived from TACs obtained by manual segmentation of three 13NH3 pig studies (gold standard). An iterative method for extracting both ventricular and myocardial TACs using models of the curves obtained as an initial template was then implemented and tested. These TACs were extracted from masked and unmasked images; masking was applied to remove the lungs and surrounding non-relevant structures. The resulting TACs were then compared with TACs obtained manually; the results of kinetic analysis were also compared. Extraction of TACs for each region was sensitive to the presence of other organs (e.g., lungs) in the image. Masking the volume of interest noticeably reduces error. The proposed method yields good results in terms of TAC definition and kinetic parameter estimation, even when the initial TAC templates do not accurately match specific tracer kinetics.

1. Introduction

Quantitative kinetic analysis of dynamic cardiac PET data provides unique information that can improve discrimination between different states of myocardial tissue [1,2]. Conventional estimation of kinetic parameters based on compartmental models requires an accurate assessment of arterial blood input function. An image-derived input function removes the need for invasive blood sampling [1,3,4]. One commonly used method involves manually defining a region of interest (ROI) [1,5–7]. However, this can be a slow and challenging process, especially in noisy image series, where considerable care is needed to manually select the appropriate areas. Furthermore, the manual ROI segmentation process is operator-dependent and has low reproducibility [8]. Therefore, a simple but reliable procedure to automatically extract the time–activity curve (TAC) would be advantageous, and several automatic or semi-automatic techniques have been proposed to address this issue. If these tools are to be applied in clinical applications, it is essential that they provide consistent and accurate results even in the presence of anatomical variability.
practice, they should be user-friendly and provide consistent and reliable results.

Factor analysis of dynamic structures has removed the need for manual segmentation [9–11]. Although this approach is used extensively for semi-automatic TAC extraction, its main drawback is the non-uniqueness of the solution, which in practice is observed as spatial overlap between factor images from different regions [2]. Several modifications to the original algorithm have been proposed to correct this problem [12,13] without using a priori information, mainly by imposing additional restrictions on those factor coefficients considered valid by the algorithm and thus penalizing overlap between regions. However, these modifications minimize but do not completely eliminate spatial overlap.

Other semi-automatic methods, such as covariance images calculated from an initial manual ROI, have been published [14], although they require manual intervention from the user.

Several proposed solutions involve clustering techniques [8,15–20]. For algorithms such as the classic k-means [21], it is important to know the number of clusters a priori to obtain an optimum result [8,16]; however, this information is often unknown and it is not easy to compare results obtained with different values of k [16]. Furthermore, k-means uses a random initialization process that may cause it to fall into a local minimum.

Since the dynamics of the tracer used are often well known, the solution to this problem could be simplified in order to extract the TACs using a previous kinetic model and a similarity metric. Prior modeling of the approximate solution has successfully applied in other applications [22].

We present proof of concept for an iterative clustering method that makes it possible to automatically obtain the image-derived blood input function and myocardial TACs from dynamic cardiac PET studies. We apply a priori models of tracer kinetic behavior in different regions or tissues obtained from a population sample and not from the study being segmented; this approach resembles k-means but requires considerable a priori knowledge of the problem. No manual intervention from the operator is necessary. In addition, the technique is fast and provides robust results based on the original data (which are therefore physiologically interpretable).

2. Materials and methods

2.1. Method definition

2.1.1. Model

PET studies using $^{13}$N-ammonia (740 MBq) in healthy pigs were obtained at rest and under stress conditions. Images were acquired using a matrix size of 128 × 128 × 47 pixels, with a voxel size of 2.34 mm × 2.34 mm × 2.37 mm. Twenty-five dynamic frames were acquired over a total of 900 seconds (18 × 5-s frames, 2 × 15-s frames, 3 × 60-s frames, and 2 × 300-s frames). Tracer was injected as a bolus using an automatic device. All the studies were acquired using a Discovery STE scanner (General Electric Healthcare, Connecticut, USA) in 2D mode and reconstructed using a filtered back-projection algorithm at 2 mm/pixel with a 4.8-mm cutoff and no post-filtering or scatter correction with convolution subtraction. Images were masked to include only the relevant tissues.

The different regions (left ventricle (LV), right ventricle (RV) and myocardium (MYO)) were manually segmented and their mean TACs were obtained. TAC templates corresponding to these three different volumes of interest were generated using function fitting with nonlinear least-squares. Three TAC templates were generated (LV, RV and MYO), one for each pair of studies, in order to use a leave-one-out approach in the validation stage (see Section 2.3). The RV and LV TACs are defined by a gamma function according to the equation

$$f(t) = Ke^{-(t/\beta)} \quad (1.1)$$

The MYO curve was modeled on an exponential plus a constant factor that corrects for late time slope, as follows:

$$f(t) = k(1 - e^{-t/\alpha}) + \beta t \quad (1.2)$$

Exact values of K, $\alpha$, and $\beta$ in Eqs. (1.1) and (1.2) depend on the particular set of curves used to define the template; in our case, we defined the LV TAC in the same way as the RV TAC, but with a delayed maximum and slower decay, whereas the MYO reached a smooth plateau after an exponential increase.

As these are the first models in the iterative process, their initial formulation does not necessarily describe the final result and it is indeed just an approximation. Furthermore, a gamma function fit does not provide as good a result as triple exponential or other similar functions; nevertheless, the purpose of the initial curves is to have a generic model of tracer behavior that is similar in shape to as many studies as possible. An example of these initial templates can be seen in Fig. 1, along with the manually-derived curves.

2.1.2. Iterative algorithm for TAC extraction

The method proposed iteratively updates the TACs corresponding to the three regions, starting with the previously defined templates. The resulting curves are not fitted after each iteration; instead, the average TAC for the region is used. In each iteration, the method calculates three correlation images, one for each region (LV, RV, and MYO). The value of each new voxel in these images is the result of computing the correlation for the TAC of that particular voxel with the corresponding template. The Pearson correlation is used for this calculation as follows:

$$\rho_{x,y} = \frac{\text{cov}(X, Y)}{\sigma_x \sigma_y} = \frac{E[(X - \mu_x)(Y - \mu_y)]}{\sigma_x \sigma_y} \quad (1.3)$$

with X and Y being any two TACs, and $\mu$ and $\sigma$ their mean value and standard deviation, respectively. In our case, X will be the TAC from a given voxel and Y the TAC from the template.

Each iteration comprises three steps:

1. The correlation between the TAC measured for each smoothed voxel (3 kernel points, (0.25, 0.50, 0.25)) and the templates for LV, RV, and MYO are computed. To avoid noisy TACs, the corresponding TAC maximum value must be positive and greater than the absolute value of the TAC minimum (which can be negative due to noise), otherwise
The TACs extracted manually along with the fit used as the initial template. The data shown here are for one of the leave-one-out cases.

The TAC is skipped. For those voxels that comply with these conditions, the largest of the three correlation values is assigned to the corresponding correlation image (LV, RV, or MYO) if it is higher than a predefined correlation threshold and is set at zero in the other two images.

2. Each correlation image is filtered using a $3 \times 3$ median filter to eliminate isolated voxels. The remaining voxels are set at 0, thus resulting in a binary volume mask.

3. A new TAC for each region is calculated by averaging the TACs of those voxels determined by the masks, and this new TAC is used as the template for the next iteration.

The correlation thresholds used at each iteration are $\{0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, \text{ and } 0.95\}$ for a total of nine iterations. The rationale for these correlation scores is that the initial model comes from the fitted template and does not precisely represent the specific curves for the problem being solved; therefore, low correlation scores must be used to find the actual study curves that resemble those of the model. Once those curves have been found, spurious data are filtered out by steadily increasing the correlation score used.

After the final iteration, three volumes are obtained, one for each tissue type (LV, RV, MYO). Each volume contains the correlation values for every voxel. To define the final TACs, a two-step selection process is applied. First, in order to eliminate voxels with low correlation values from the final calculation, only those voxels whose correlation value is in the 70th percentile for each specific correlation image are kept. In the following step, the maximum TAC amplitude is computed for all the voxels corresponding to the LV and RV images obtained from the previous filtering. Finally, an average curve is computed from those voxels that have a TAC whose amplitude is above the 50th percentile. This step is only required for calculation of the ventricular cavity TACs and is needed to remove low-amplitude voxels that smooth the final image-derived input function. The resulting images after this last step are also saved and used to visually check the regions from where the TAC was finally extracted. These images are offered only as a reference, as the actual results obtained by this algorithm are the TACs for each region.

The algorithm was developed in Java as a plug-in for the PMOD software package (PMOD Technologies Ltd., Zurich, Switzerland). All tests were carried out on an Intel Core 2 Quad CPU with 4 GB of RAM. ImageJ v1.42 (National Institutes of Health, Bethesda, Maryland, USA) and COLT v1.2.0 libraries (CERN – European Organization for Nuclear Research, Geneva, Switzerland) were used for image processing.

2.2. Gold standard

To create a gold standard, all the studies were manually segmented by three specialists. Although the usual gold standard for these measurements is arterial sampling, such data were not available; therefore, the image-derived input functions were used as a surrogate measure [1,3,4]. Furthermore, as this method was developed to extract the input function and tissue curves from image data, a comparison had to be made against the manually obtained TAC.

2.3. Data analysis

Due to the small sample size, cross-validation was carried out using a leave-one-out approach: templates were obtained with each pair of studies (study 1 and 2, study 2 and 3, study 1 and 3) and used to segment the remaining study. This is a cross-validation approach useful in studies where the number of cases is small, such as the present one. Mean TACs were generated for each region, the curves were fitted and used to segment the third study.
Table 1 – Final results (error and correlation score) of the comparison between automatic segmentation and an average manual segmentation curve.

<table>
<thead>
<tr>
<th>Study</th>
<th>Left ventricle</th>
<th>Right ventricle</th>
<th>Myocardium</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Error (%)</td>
<td>r</td>
<td>Error (%)</td>
</tr>
<tr>
<td>#1</td>
<td>2.56</td>
<td>0.99</td>
<td>4.95</td>
</tr>
<tr>
<td>#2</td>
<td>6.38</td>
<td>0.99</td>
<td>5.84</td>
</tr>
<tr>
<td>#3</td>
<td>3.10</td>
<td>0.99</td>
<td>6.95</td>
</tr>
</tbody>
</table>

TACs obtained automatically and manually were compared using the normalized root-mean-square deviation (NRMSD):

\[
\text{NRMSD} \, (\%) = \sqrt{\frac{\sum (\text{TAC}_{\text{automatic}}(t) - \text{TAC}_{\text{manual}}(t))^2}{n}} \times \frac{\text{TAC}_{\text{max}} - \text{TAC}_{\text{min}}}{\text{TAC}_{\text{max}} - \text{TAC}_{\text{min}}} \times 100
\]

where \( \text{TAC}_{\text{automatic}} \) is the TAC obtained by the algorithm, \( \text{TAC}_{\text{manual}} \) is the average TAC for all the manual segmentations for that particular region, \( n \) is the total time points acquired, and \( \text{TAC}_{\text{max}} \) and \( \text{TAC}_{\text{min}} \) are the maximum and minimum values for both TACs.

The Pearson correlation coefficient between manual and automatic results was also computed. To perform a visual evaluation of the final segmentation, static images were created by adding the last five frames of the dynamic images.

Kinetic parameters (\( K_1 \, [\text{ml/min/g}] \) and \( k_2 \, [\text{min}^{-1}] \)) and spillover from LV into MYO (vLV) were computed using a 1-compartment model [23] implemented in PMOD’s kinetic analysis module. All the kinetic parameters are shown as a pair consisting of a value and its standard error. This standard error is yielded by PMOD’s iterative fitting process and is a measurement of the correctness of the kinetic parameter.

3. Results

The cross-validation process was completed successfully using a leave-one-out approach, and all the studies were segmented employing less than half minute computing time (17.86 ± 2.28 s; mean ± standard deviation). The TACs obtained automatically very closely resembled those obtained via manual segmentation (Table 1), both in shape and in amplitude (\( r \geq 0.97 \) for all regions).

An example of the resulting visual segmentation can be seen in Fig. 2. It is important to note that visual segmentation is not the main outcome of this algorithm and is produced only for verification purposes. The TACs obtained for this segmentation are shown in Fig. 3.

The results of the kinetic analysis (Table 2) show that both the manually and automatically obtained curves yield similar results for myocardial blood flow (\( K_1 \)), with the automatic TACs offering the smallest errors (COV) in the iterative process in almost all cases and the smallest spillover (vLV) from LV into MYO.

4. Discussion

The method proposed enabled us to successfully extract TACs for LV, RV, and MYO in all the studies using a leave-one-out approach. The TACs extracted were then used as input in a kinetic analysis module, and the results show excellent agreement with those of the manually obtained TACs.

This method has several major differences with the classic k-means algorithm. First, the initial TACs are not obtained by selecting random voxels on the image, but are instead generated from a population sample, given that the kinetics of the tracer are known. Consequently, the results for the algorithm presented are deterministic, that is, they are always the same when applied to the same study, whereas k-means may fall into local minima [16]. In addition, there is no need to find the optimal value of regions to be segmented [8,19], as the final result will yield as many TACs as templates used. Although only three templates were used in the present study, the algorithm could be used in principle with any number of regions.

No overlap was observed between the different regions; this is an improvement over factor analysis, in which overlap can be minimized in the factor images, but not completely removed [2,12]. Note that we are referring to image overlapping (that is, a voxel that simultaneously belongs to more than one region); spill-over and partial volume effects may still be present.

Despite the small sample size, the models accomplished their task and were used to locate similar curves inside the actual study. These curves were then refined; given that the

Fig. 2 – Visual results of the segmentation for one of the studies. From left to right: left ventricle, right ventricle, myocardium, and a reference image created by adding the last 5 frames of the study.
correlation score is increased every time, the number of pixels that is allowed inside each region diminishes with each iteration. In the graphical segmentations, the holes visible in some regions (e.g., RV in Fig. 2) are a consequence of the high correlation scores used in the last iterations of the algorithms. If the shape of a given TAC does not correlate highly with the one being used as the tissue TAC, that voxel will be skipped. As the objective of the segmentation process is to extract accurate TACs to be used as input in kinetic analysis procedures, imperfections in the visual result (which serves merely as a guide to the operator) are not relevant.

Measured myocardial blood flow is similar with both methods, although automatic segmentation provides a tissue TAC that is much less affected by spillover from LV, as shown in the kinetic analysis results via the vLV variable. This spillover may be responsible for the low $k_2$ values obtained in the manual segmentations. Therefore, the algorithm is successful in separating different TACs and can eliminate voxels that would be included in MYO by a human operator but are affected by spillover from the left ventricle and should be left out of that ROI.

Use of a sample population for the initial population is problematic. On the one hand, in order to automate this step in a clinical environment, a library with standard models can be defined for the most commonly used tracers. On the other hand, given that the algorithm needs a priori information, pathological tissue might not be correctly segmented if its kinetics is too different from that used to build the models. This may also be the case when the template has been generated using a different injection type. These problems could be solved by generating templates for different pathologies and injection types, although further testing should be carried out in this regard. Furthermore, failure to perform segmentation correctly may signal pathology when a healthy model has been

![Fig. 3 – Time–activity curves for the study shown in Fig. 2. The time axis has been truncated to 200 seconds to emphasize the values for the TACs during the first moments of the acquisition. The peak value for the automatic segmentation is noticeably smaller than the mean manual value due to one of the operators drawing a ROI that yielded abnormally high values.](image)

<table>
<thead>
<tr>
<th>Study</th>
<th>$K_1$ COV</th>
<th>$k_2$ COV</th>
<th>$vLV$ COV</th>
<th>$K_2$ COV</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1, op 1</td>
<td>0.620057  5.49</td>
<td>0.118421  45.41</td>
<td>0.115477  14.07</td>
<td></td>
</tr>
<tr>
<td>#1, op 2</td>
<td>0.628333  3.66</td>
<td>0.106127  33.58</td>
<td>0.140943  7.57</td>
<td></td>
</tr>
<tr>
<td>#1, op3</td>
<td>0.651833  6.37</td>
<td>0.051074  116.43</td>
<td>0.127073  15.56</td>
<td></td>
</tr>
<tr>
<td>#1, auto</td>
<td>0.656951  2.17</td>
<td>0.2163  10.81</td>
<td>0.08639  7.06</td>
<td></td>
</tr>
<tr>
<td>#2, op1</td>
<td>1.094091  2.75</td>
<td>0.199012  15.48</td>
<td>0.164741  9.61</td>
<td></td>
</tr>
<tr>
<td>#2, op2</td>
<td>0.961911  2.44</td>
<td>0.141246  18.2</td>
<td>0.158114  8.06</td>
<td></td>
</tr>
<tr>
<td>#2, op3</td>
<td>1.17784  3.76</td>
<td>0.149479  27.28</td>
<td>0.167962  14.15</td>
<td></td>
</tr>
<tr>
<td>#2, auto</td>
<td>0.918549  1.88</td>
<td>0.206826  10.02</td>
<td>0.120561  7.17</td>
<td></td>
</tr>
<tr>
<td>#3, op1</td>
<td>0.689181  6.0</td>
<td>0.100358  56.61</td>
<td>0.15453  9.05</td>
<td></td>
</tr>
<tr>
<td>#3, op2</td>
<td>0.480333  3.04</td>
<td>0.101073  28.67</td>
<td>0.136645  5.17</td>
<td></td>
</tr>
<tr>
<td>#3, op3</td>
<td>0.46374  6.17</td>
<td>0.05567  101.18</td>
<td>0.149009  9.26</td>
<td></td>
</tr>
<tr>
<td>#3, auto</td>
<td>0.477204  2.45</td>
<td>0.250987  10.66</td>
<td>0.087988  5.81</td>
<td></td>
</tr>
</tbody>
</table>
used. In any case, pathology is less of an issue in the case of input function extraction, as its activity should be less influenced by cardiac pathology than surrounding tissues and is, in general, more robust than the myocardium TAC, as reflected by methods such as population-based input functions [24]; this method would therefore provide a good input function extracted from the image data.

5. Conclusion

Automatic and fast TAC extraction is feasible using an iterative correlation algorithm with a general initial template resembling a specific tracer. The resulting segmentations provide TACs close to those obtained manually, and kinetic analysis yields similar results. Spillover into MYO is much smaller with the automatic method.
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