Nonconvex optimization using negative curvature within a modified linesearch
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Abstract

This paper describes a new algorithm for the solution of nonconvex unconstrained optimization problems, with the property of converging to points satisfying second order necessary optimality conditions. The algorithm is based on a procedure which, from two descent directions, a Newton type direction and a direction of negative curvature, selects in each iteration the linesearch model best adapted to the properties of these directions. The paper also presents results of numerical experiments that illustrate its practical efficiency.
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1. Introduction

The goal of this work is the efficient solution of optimization problems having the form

\[ \min_x f(x), \]  

where \( f : \mathbb{R}^n \to \mathbb{R} \) is a twice continuously differentiable function.

Many algorithms have been proposed in the literature to solve such problems, but only a few attempt to use second-order information available in the Hessian matrix of \( f \); this information may play a very significant role in the design of efficient algorithms. Unconstrained optimization problems are usually solved by applying algorithms based on Newton’s method. These methods, when properly implemented, have well-known convergence properties and, in particular, they can be shown to be globally convergent to first-order critical points. There are two broad classes of procedures to ensure these convergence properties: linesearch methods and trust-region methods. The method described in this paper belongs to the class of linesearch procedures;
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in particular, we describe a linesearch that uses second-order information in an efficient manner. This information is introduced through the computation of a negative curvature direction in each iteration: along these negative curvature directions the quadratic model is unbounded below and, in some cases, this property offers the potential for a larger reduction in the value of the objective function.

We shall introduce a methodology for the linesearch that exploits any nonconvexity that the objective function may present locally. To that end, in each iteration we compute a pair of directions \((s_k, d_k)\). The first one, \(s_k\), is a modified Newton direction that ensures fast convergence under convexity assumptions. The second one, \(d_k\), is a negative curvature direction that allows the algorithm to move in an efficient manner away from local nonconvex regions. The approach proposed in this paper will be applied to the small dimensional setting, although the underlying ideas can also be adapted to large dimensional problems with limited modifications.

One of the first proposals to take into account second-order information in order to ensure convergence towards second-order critical points is that of Fiacco and McCormick [8]. More recently, the use of this information has been studied by Fletcher and Freeman [9], Gill and Murray [11], or Mukai and Polak [22], among others. In a linesearch context the work of McCormick [18] is particularly relevant. In this work, Armijo’s rule [1] for the termination of the linesearch is adapted and modified to include negative curvature information. Moré and Sorensen [21] and Goldfarb [13] follow a similar approach, their work being the first one to use explicitly negative curvature directions in the solution of specific instances of unconstrained problems. More recently, Moguerza and Prieto [19] have extended the methodology of Moré and Sorensen to constrained problems within an interior point framework. Both in Moré and Sorensen [21] and Moguerza and Prieto [19], the next iterate is obtained through a backtracking procedure along a second-order curve combining the directions. In Moguerza and Prieto [20], the search is conducted on a curve obtained from the approximate solution of an ordinary differential equation related to the problem. Other approaches to ensure convergence to second-order critical points for the constrained case are described in Auslender [2], Gay [10], Bannert [3] and Bonnans [4].

Although out of the scope of this paper, there are linesearch procedures based on the conjugate gradient methodology for unconstrained optimization which are useful for solving large scale problems. These methods have well-known convergence properties (see [16], and references therein), and have been used in some practical engineering applications (see, for instance [25]). Other works also use directions of negative curvature within conjugate gradient schemes (see [23] and references therein). For instance, in Gould et al. [14], in each iteration the best direction is chosen and a standard linesearch is conducted. Another method based in the selection of directions is suggested by Sanmatías and Roma [24]. The relation between our proposal and Sanmatías and Roma [24] will be discussed below.

The main aim of this work is to identify a criterion such that in each iteration the best search procedure is chosen. Depending on the results from the application of this criterion, the algorithm will apply either a curvilinear search similar to that proposed by Moré and Sorensen [21], combining both search directions, or a standard linesearch similar to that proposed by Gould et al. [14], using just one of the two directions.

The structure of the paper is as follows: In Section 2, we introduce some basic definitions as well as a method to compute the descent directions. Section 3 describes the procedure to select the steplength and discusses its convergence properties. Section 4 introduces a condition to identify the search method to be used in a given iteration. In Section 5, we discuss implementation details and present a general scheme for the algorithm. Section 6 shows the results from the computational experiments. Finally, Section 7 presents some conclusions.

2. Basic definitions and search direction computations

For the remainder of the paper we will assume that the following regularity properties hold for problem \((1)\) and the initial point of the algorithm, \(x_0\).

A1. The level set \(\mathcal{L}(x_0) = \{x : f(x) \leq f(x_0)\}\) is compact.

A2. The objective function \(f\) has second-order derivatives that are Lipschitz-continuous on an open set that contains \(\mathcal{L}(x_0)\).
Assuming that \( x \) is an indefinite point (see [21], for a precise definition), a pair of vectors \((s, d)\) is said to be a descent pair if \( g(x)^T s \leq 0 \), \( g(x)^T d \leq 0 \) and \( d^T H(x) d < 0 \), where \( g(x) \equiv \nabla f(x) \) and \( H(x) \equiv \nabla^2 f(x) \). A possible choice for a descent pair would be \( s = -g(x) \) and \( d = \pm u_n \), where \( u_n \) denotes an eigenvector associated to a negative eigenvalue of \( H(x) \). The sign for \( u_n \) is chosen to ensure that \( g(x)^T d \leq 0 \). If \( x \) is not indefinite and \( g(x) \neq 0 \), then the second-order information is not relevant (and \( d = 0 \)). From a more practical point of view, in a given iterate \( x_k \) a direction \( s_k \) is assumed to be a sufficient descent direction if there exist constants \( c_1 \) and \( c_2 \), independent of \( k \), such that

\[
s_k^T g(x_k) \leq -c_1 \|g(x_k)\|^2 \tag{2}
\]

and

\[
\|s_k\| \leq c_2 \|g(x_k)\|. \tag{3}
\]

Analogously, we will consider that \( d_k \) is a sufficient direction of negative curvature at \( x_k \) if there exists a constant \( c_3 \) independent of \( k \) such that

\[
\begin{align*}
  d_k^T g(x_k) & \leq 0, \\
  d_k^T H(x_k) d_k & \leq \min(0, \theta \hat{\lambda}_{H_k}), \\
  \|d_k\| & \leq c_3,
\end{align*} \tag{4}
\]

where \( \theta \in (0, 1) \) is independent of \( k \) and \( \hat{\lambda}_{H_k} \) denotes the smallest eigenvalue of the Hessian matrix \( H(x_k) \) if \( x_k \) is indefinite, and zero otherwise. These conditions are similar to those introduced by Lucidi et al. [17].

Conditions (2) and (3) are the standard ones for Newton-type directions. Condition (4) ensures that \( d_k \) contains information related to the smallest eigenvalue of the Hessian matrix.

2.1. Computing a modified Newton direction

Under assumptions A1 and A2 it is possible to construct a local quadratic model for the objective function from the corresponding Taylor series expansion at all iterates \( x_k \in \mathcal{D}(x_0) \) as

\[
f(x_k + p) \approx f(x_k) + g(x_k)^T p + \frac{1}{2} p^T H(x_k) p. \tag{5}
\]

We introduce the notation

\[
\Phi_k(s) \equiv g(x_k)^T s + \frac{1}{2} s^T H(x_k) s \tag{6}
\]

for the right-hand side of (5), omitting the constant term \( f(x_k) \). As shown, for example, in Gill et al. [12], \( s_k \) is a stationary point of \( \Phi_k \) if it satisfies the linear system of equations

\[
H(x_k) s_k = -g(x_k). \tag{7}
\]

The direction \( s_k \), obtained as a solution of (7), is known as the Newton direction. An efficient method to compute this direction uses the modified Cholesky factorization proposed by Gill and Murray [11].

2.2. Computing a direction of negative curvature

For an iterate \( x_k \in \mathcal{D}(x_0) \), a direction of negative curvature \( d_k \) will be useful if it satisfies condition (4). Note that from (4), it follows that

\[
d_k^T H(x_k) d_k \rightarrow 0 \Rightarrow \min(0, \hat{\lambda}_{H_k}) \rightarrow 0. \tag{8}
\]

The motivation underlying (4) is to ensure that the iterates move towards regions of local convexity for \( f \).

If the complete spectral decomposition of the Hessian matrix \( H(x_k) \) were available, it would be easy to obtain directions \( d_k \) satisfying condition (4). Unfortunately, the determination of a complete system of eigenvectors and eigenvalues for this matrix can be computationally very expensive.
Alternatively, the modified Cholesky factorization of Gill and Murray [11] allows the computation of a negative curvature direction simultaneously with the determination of a modified Newton direction; in this manner, the computational cost to obtain a descent pair is reasonable. In Moré and Sorensen [21] it is shown that this factorization may either provide unbounded negative curvature directions or arbitrarily small negative curvature, compared to that available in the quadratic model at the iteration. We have chosen to impose the condition $\|d\| \leq c_3$ in (4). An alternative factorization which can be used, while avoiding this problem, is the one proposed by Bunch and Parlett [6]. In computational experiments using small-size problems we have obtained similar results for both factorizations.

3. The curvilinear search

In this section, we present some convergence results for a search based on the use of descent pairs, as defined in Section 2. Many of these results are adapted from those in Moré and Sorensen [21].

When using a search method to ensure global convergence, in each iteration a parametric curve $x(\alpha)$ is built from the directions computed in that iteration. The goal is to find a value of the parameter $\alpha > 0$ such that

$$f(x(\alpha)) < f(x).$$

(9)

In our case, in each iteration $k$ we compute a descent pair $(s_k, d_k)$, and, from it, we define a general parametric curve as

$$G = \{x_k(\alpha) = x_k + \phi_1(\alpha)s_k + \phi_2(\alpha)d_k, \ \alpha \geq 0\},$$

(10)

where $\phi_1(\alpha)$ and $\phi_2(\alpha)$ are appropriate (nonnegative) weight functions for the linear combination. We build the curve using both descent directions, in order to use simultaneously the information available in them.

We now analyze the properties of this search and reasonable choices for the functions $\phi_1$ and $\phi_2$. We start by studying the problem of finding an appropriate value for $\alpha$, ensuring the convergence of the algorithm, from the analysis of the univariate function

$$\psi_k(\alpha) \equiv f(x_k(\alpha)).$$

(11)

The following Lemma shows that there exists a value of $\alpha > 0$ such that a condition related to (9) and ensuring sufficient descent is satisfied, as long as either $\psi'_k(0) < 0$ or $\psi'_k(0) \leq 0$ and $\psi''_k(0) < 0$ hold. The Lemma extends the results in Moré and Sorensen [21], as it considers general functions $\phi_1$ and $\phi_2$ in (10) with the only assumption that they have Lipschitz-continuous second derivatives.

**Lemma 1.** Let $\psi(\alpha) : \mathbb{R} \to \mathbb{R}$, defined as in (11), be a function with Lipschitz-continuous second derivatives on an open interval $I$ containing $[0, 1]$, and $\gamma_1 \in (0, 1)$ be a given scalar. If either $\psi'(0) < 0$ or $\psi'(0) \leq 0$ and $\psi''(0) < 0$ then there exists a scalar $\tilde{\eta} > 0$ in $I$ such that

$$\psi(\alpha) \leq \psi(0) + \gamma_1 \left( \psi'(0)\alpha + \frac{1}{2} \psi''(0)\alpha^2 \right),$$

holds for all $\alpha \in [0, \tilde{\eta}]$, where $\tilde{\eta}$ is strictly positive.

Furthermore, let $\gamma_2$ be another given scalar such that $1 > \gamma_2 > \gamma_1 > 0$. Either $\psi(1) \leq \psi(0) + \gamma_1 (\psi'(0) + \frac{1}{2} \psi'(0))$ holds or there exists a scalar $\eta > 0$ satisfying $\eta \leq \tilde{\eta}$, such that

$$\psi(\alpha) \leq \psi(0) + \gamma_1 \left( \psi'(0)\alpha + \frac{1}{2} \psi''(0)\alpha^2 \right),$$

$$\psi'(\alpha) \geq \gamma_2 \min(\psi'(0) + \psi''(0)\alpha, 0)$$

(12)

(13)

hold simultaneously for all $\alpha \in [\eta, \tilde{\eta}]$, and $\eta$ is strictly positive.

**Proof.** Let

$$\Psi(\alpha) \equiv \psi(\alpha) - \psi(0) - \gamma_1 \left( x\psi'(0) + \frac{1}{2} x^2 \psi''(0) \right).$$
Note that, from the properties of $\psi$ and this definition, $\Psi(0) = 0$, $\Psi'(0) = (1 - \gamma_1)\psi'(0) \leq 0$ and $\Psi''(0) = (1 - \gamma_1)\psi''(0) < 0$ if $\Psi'(0) = 0$. Also, $\Psi$ has Lipschitz-continuous second derivatives on $I$.

(a) Consider the case when $\psi'(0) < 0$. From the Taylor series expansion for $\Psi$ around zero and $x \in I$ we have

$$\Psi(x) = \Psi'(0)x + \frac{1}{2}\Psi''(\zeta_1)x^2$$

for some $\zeta_1 \in [0, x]$. Let $I$ denote a closed subinterval of $I$ that contains zero. Then $\psi$ and its first and second derivatives are bounded on $I$. Let $K_1$ be a bound for $\psi''(x)$ on $I$ and $\beta_1 = -2\psi'(0)/K_1$. For all $x \in (0, \beta_1)$, it holds that $\Psi'(x) < 0$ and, as a consequence of the definition of $\eta$, it also holds that $\eta > -2\psi'(0)/K_1$.

If $\psi'(0) < 0$ but $\psi(1) \leq \psi(0) + \gamma_1(\psi'(0) + \frac{1}{2}\psi''(0))$ does not hold, we have that $\Psi(1) > 0$ and, by continuity, there exists a positive value $\beta_2 < 1$ such that $\Psi(\beta_2) = 0$ and $\beta_2$ is the first such value. From the mean-value theorem, there exists a positive value $\beta_3 < \beta_2$, the smallest positive zero of $\Psi'$ so that $\Psi'(\beta_3) = 0$. Note that (12) holds for all $x \in [0, \beta_2]$.

We study two cases: (i) If $\psi'(0) + \beta_3\psi''(0) \leq 0$, then from $\gamma_2 > \gamma_1$ it holds that

$$0 = \psi'(\beta_3) - \gamma_1(\psi'(0) + \beta_3\psi''(0))$$
$$\leq \psi'(\beta_3) - \gamma_2(\psi'(0) + \beta_3\psi''(0))$$

$$= \psi'(\beta_3) - \gamma_2\min(\psi'(0) + \beta_3\psi''(0), 0)$$

implying that both (12) and (13) hold for $x = \beta_3$. (ii) If $\psi'(0) + \beta_3\psi''(0) > 0$, from $\Psi'(\beta_3) = 0$ it holds that

$$\psi'(\beta_3) = \gamma_2(\psi'(0) + \beta_3\psi''(0)) > \min(\psi'(0) + \beta_3\psi''(0), 0) = 0$$

and (13) also holds for $x = \beta_3$.

From $\Psi'(\beta_3) = 0$ and Taylor series expansions, it follows that

$$\gamma_1(\psi'(0) + \beta_3\psi''(0)) = \psi'(\beta_3) = \psi'(0) + \beta_3\psi''(\zeta_3)$$

(14)

for some $\zeta_3 \in [0, \beta_3]$. From $\beta_3 < 1$ and our assumptions, there exists a value $K_3$ such that $|\psi''(x)| \leq K_3$ for any $x \in [0, \beta_3]$. Any $x$ that satisfies (13) will also satisfy $x \geq \beta_3$ and, from (14),

$$x \geq \beta_3 \geq -\frac{(1 - \gamma_1)\psi'(0)}{2K_3} > 0.$$  

(15)

(b) Consider now the case when $\psi'(0) \leq 0$ and $\psi''(0) < 0$. Using again Taylor series expansions for $x \in [0, 1]$,

$$\Psi(x) = \Psi'(0)x + \frac{1}{2}\Psi''(\zeta_2)x^2 = \Psi'(0)x + \frac{1}{2}\Psi''(0)x^2 + \frac{1}{2}(\Psi''(\zeta_2) - \Psi''(0))x^2$$

for some $\zeta_2 \in [0, x]$. Let $K_2$ denote the Lipschitz constant for $\Psi''(x)$ on $I$, then $|\Psi''(\zeta_2) - \Psi''(0)| \leq K_2x$,  

$$\Psi(x) \leq \Psi'(0)x + \frac{1}{2}\Psi''(0)x^2 + \frac{1}{2}K_2x^3.$$  

Defining $\beta_4 = -(1 - \gamma_1)\psi''(0)/K_2$, for any $x \in (0, \beta_4)$ it holds that $\frac{1}{2}\Psi''(0)x^2 + \frac{1}{2}K_2x^3 < 0$. As $\Psi'(0) \leq 0$, (12) holds for all $x \in (0, \beta_4)$ and from the definition of $\eta$ we have that

$$\eta > -(1 - \gamma_1)\psi''(0)/K_2.$$  

(16)

If, in addition, $\psi(1) > \psi(0) + \gamma_1(\psi'(0) + \frac{1}{2}\psi''(0))$ holds, we apply an argument similar to the preceding case. As $\Psi(0) = 0$, $\Psi'(0) \leq 0$, $\Psi''(0) < 0$ and $\Psi'(1) > 0$, by continuity there exists a positive value $\beta_5 < 1$ such that $\Psi(\beta_5) = 0$ and $\beta_5$ is the first such value. From the mean-value theorem, there exists a positive value $\beta_6 < \beta_5$, the smallest positive zero of $\Psi'$, so that $\Psi'(\beta_6) = 0$. Note that (12) holds for all $x \in [0, \beta_6]$. 
However, under the conditions on \( \psi'(0) \) and \( \psi''(0) \), we have \( \psi'(0) + \beta_6 \psi''(0) < 0 \), and from \( \gamma_2 > \gamma_1 \) it holds that

\[
0 = \psi'(\beta_6) - \gamma_1 (\psi'(0) + \beta_6 \psi''(0)) \\
\leq \psi'(\beta_6) - \gamma_2 (\psi'(0) + \beta_6 \psi''(0)) \\
= \psi'(\beta_6) - \gamma_2 \min(\psi'(0) + \beta_6 \psi''(0), 0)
\]

implying again that both (12) and (13) hold for \( x = \beta_6 \).

Again, from \( \Psi'(\beta_6) = 0 \) and Taylor series expansions,

\[
\gamma_1 (\psi'(0) + \beta_6 \psi''(0)) = \psi'(\beta_6) = \psi'(0) + \beta_6 \psi''(0) + \beta_6 (\psi''(\xi_4) - \psi''(0))
\]

for some \( \xi_4 \in [0, \beta_6] \). Note that \( \beta_6 < 1 \), and let \( K_4 \) denote the Lipschitz constant for \( \psi'(x) \) on \( [0, \beta_6] \). Using \( \psi'(0) \leq 0 \) it follows that

\[
-(1 - \gamma_1) \beta_6 \psi''(0) \leq -(1 - \gamma_1) (\psi'(0) + \beta_6 \psi''(0)) = \beta_6 (\psi''(\xi_4) - \psi''(0)) \leq K_4 \beta_6^2.
\]

Any \( x \) that satisfies (13) will also satisfy \( x \geq \beta_6 \) and from (17)

\[
x \geq \beta_6 \geq - \frac{(1 - \gamma_1) \psi''(0)}{K_4} > 0. \quad \square
\]

The following Corollary assumes that a backtracking search to compute \( x \) is conducted as described in Gill et al. [12], that is, for a given positive constant \( \delta < 1 \) we define the steplength \( x \) as the first value in the sequence \( \{\delta^i\}_{i=0}^\infty \) for which condition (12) is satisfied.

We also consider the case when a general search is used. We assume that this search computes a value for the steplength \( x_i \) satisfying both (12) and (13), with initial steplength equal to one.

**Corollary 1.** If a backtracking search with parameter \( \delta \) is used, the value of \( x \) computed from the search, \( \hat{x} \), satisfies

\[
\hat{x} \geq \delta \bar{\eta}
\]

and is bounded away from zero. If a general search is conducted to compute a value satisfying both (12) and (13), then the computed value \( x \) satisfies

\[
x \geq \eta.
\]

**Proof.** This result follows for the backtracking search from \( x_{i+1} = \delta x_i \) and \( x_i \) not satisfying (12) and, consequently, satisfying \( x_i > \bar{\eta} \), and the bound for \( \bar{\eta} \). For the general search, the result follows directly from the bounds for \( \eta \). \( \square \)

The preceding results establish the existence of sufficient descent given certain conditions on the derivatives of \( \psi \). The satisfaction of these conditions depends on the properties of the functions \( \phi_1 \) and \( \phi_2 \), and those of the descent pair \( (s, d) \). We now analyze our requirements on these functions. From the definition of \( \psi(x) \) it follows that

\[
\psi'(0) = \phi_1'(0)g(x)^T s + \phi_2'(0)g(x)^T d,
\]

\[
\psi''(0) = (\phi_1'(0))^T H(x)s + (\phi_2'(0))^T d^T H(x)d + 2\phi_1'(0)\phi_2'(0)s^T H(x)d + \phi_1''(0)g(x)^T s
\]

\[+ \phi_2''(0)g(x)^T d \]

and, from these equalities and the properties of the descent pair \( (s, d) \), we have

\[
\phi_1'(0) \geq 0, \phi_2'(0) \geq 0 \Rightarrow \psi'(0) \leq 0,
\]

\[
\phi_1'(0) = 0, \phi_1''(0) \geq 0, \phi_2''(0) \geq 0 \Rightarrow \psi''(0) \leq 0.
\]
If, in addition to these conditions, \( \phi'_2(0) > 0 \) and \( \phi''_1(0) > 0 \), then \( \psi''(0) < 0 \). We also need the second derivatives to be Lipschitz-continuous on \([0,1]\).

The preceding inequalities thus provide necessary conditions on \( \phi_1 \) and \( \phi_2 \) to ensure that either \( \psi'(0) < 0 \) or \( \psi'(0) \leq 0 \) and \( \psi''(0) < 0 \) hold, as required in Lemma 1. We assume in what follows that the functions \( \phi_1 \) and \( \phi_2 \) satisfy

C1. It holds that
\[
\phi'_1(0) = 0, \quad \phi'_2(0) > 0, \quad \phi''_1(0) > 0, \quad \phi''_2(0) \geq 0.
\]

Note that, under C1, for any descent pair \((s,d) \neq 0\) we have
\[
\begin{align*}
\psi'(0) &= \phi'_2(0) \langle g(x), d \rangle \leq 0, \\
\psi''(0) &= (\phi'_2(0))^2 d^T H(x) d + \phi''_1(0) \langle g(x), d \rangle^2 + \phi''_2(0) \langle g(x), d \rangle 0 < 0.
\end{align*}
\]

Also, given \( x_k \) and a descent pair \((s_k,d_k)\), we assume that the next iterate \( x_{k+1} \) is defined as
\[
x_{k+1} = x_k(x_k),
\]
where \( z \) is chosen to satisfy the following condition:

C2. The steplength \( z_k \) is defined to be equal to one if \( \psi(1) \) satisfies (12); otherwise, \( z_k \) is computed to satisfy both (12) and (13).

This standard condition ensures that a steplength of one is taken whenever it provides sufficient descent. Finally, we need a condition on the descent pair \((s_k,d_k)\) to ensure that it provides either sufficient descent or sufficient negative curvature compared to that available in the current iterate \( x_k \). We introduce the following sufficient condition to replace (2) (4):

C3. Let \( \bar{c}_1, \bar{c}_2, \bar{c}_3 \) and \( \bar{\theta} \) be nonnegative constants. For all iterations \( k \), the descent pair \((s_k,d_k)\) satisfies the conditions
\[
\begin{align*}
\|s_k\| &\leq \bar{c}_1 \|g(x_k)\|, \quad \langle g(x_k), d_k \rangle \leq 0, \\
\langle g(x_k), d_k \rangle^T d_k &\leq 0, \quad \|d_k\| \leq \bar{c}_2
\end{align*}
\]
and defining
\[
\begin{align*}
w_k &= \begin{cases}
s_k^T g(x_k)/\|g(x_k)\| & \text{if } g(x_k) \neq 0, \\
0 & \text{otherwise},
\end{cases} \\
\min(w_k, \bar{c}_3^T H(x_k) d_k) &\leq \min(-\bar{c}_3 \|g(x_k)\|, \bar{\theta} \lambda_{H_k}).
\end{align*}
\]

This condition ensures that either the (scaled) descent or the negative curvature available in the descent pair for a given iteration are sufficient, when compared with the largest descent and negative curvature available in the quadratic model for that iteration. Instead of testing both conditions (descent and negative curvature) separately, we have combined them into one requirement, defined to be as general as possible but also satisfied by the choice of directions used in the proposed algorithm, as shown in the following section.

The following result shows that, under these conditions and our initial assumptions, the procedure is globally convergent.

**Theorem 1.** Let \( f : \mathbb{R}^n \to \mathbb{R} \) in (1) satisfy assumptions A1 and A2. Consider the sequence \( \{x_k\} \) generated under condition C2 using a descent pair \((s_k,d_k)\) satisfying condition C3. Then,

\[
\lim_{k \to \infty} g(x_k) = 0
\]
and if the first-order critical points of \( f \) in \( \mathcal{L}(x_0) \) satisfy the sufficient second-order condition,

\[
\lim_{k \to \infty} \lambda_{H_k} = 0.
\]
Proof. From C2 and (12), all iterates remain in \( \mathcal{L}(x_0) \). As a consequence of assumptions A1 and A2, the sequence \( \{f(x_k)\} \) is bounded below, and the sequence \( \{x_k\} \) has convergent subsequences.

Consider any of these convergent subsequences, and add condition (12) for all iterations along the sequence up to a given iteration \( r \) in the subsequence, to obtain

\[
f(x_r) - f(x_0) \leq \gamma_1 \sum_{k=0}^{r-1} \left( \psi'_k(0)x_k + \frac{1}{2} \psi''_k(0)x_k^2 \right).
\]

Taking limits as \( r \to \infty \), using the boundedness of \( f \) and the signs of \( \alpha \), \( \psi' \) and \( \psi'' \) it follows that

\[
\psi'_k(0)x_k \to 0 \quad \text{and} \quad \psi''_k(0)x_k^2 \to 0.
\]

From condition C3, if \( s_k = d_k = 0 \) for some iteration \( k \), then \( g(x_k) = 0 \) and \( \lambda_{H(x_k)} = 0 \), implying that \( x_k \) satisfies the second-order necessary conditions. If the descent pair is not equal to zero in any iteration, from C1 we have \( \psi'_k(0) \leq 0 \) and \( \psi''_k(0) < 0 \) for all \( k \). For these iterations, from Corollary 1, (16) and \( \psi'_k(0) \leq 0 \), if we conduct a backtracking search, we have that

\[
\frac{\psi''_k(0)x_k^2}{\psi'_k(0)x_k} \leq \frac{(1 - \gamma_1)^2(\psi''_k(0))^3}{K_2^2} \leq 0
\]

and, if we conduct a general search, from (18),

\[
\frac{\psi''_k(0)x_k^2}{\psi'_k(0)x_k} \leq \frac{(1 - \gamma_1)^2(\psi''_k(0))^3}{K_2^2} \leq 0
\]

and if \( \mathcal{N}_2 \) is an infinite subsequence, from \( \psi'_k(0)x_k^2 \to 0 \) and the preceding bounds it must hold along it that \( \psi'_k(0) \to 0 \). But from (19), this implies

\[
d_k^T H(x_k)d_k \to 0 \quad \text{and} \quad g(x_k)^T s_k \to 0.
\]

If \( g(x_k) = 0 \) along an infinite subsequence, from C3 we have \( \lambda_{H(x_k)} \to 0 \). Otherwise, assume \( g(x_k) \neq 0 \) for all \( k \) in the subsequence; we may have that either \( g(x_k)^T s_k / \|g(x_k)\| \to 0 \) along all subsequences, in which case condition C3 implies \( \min(-c_1||g(x_k)||^2, \delta_{H(x_k)}) \to 0 \) and

\[
\|g(x_k)\| \to 0, \quad \lambda_{H(x_k)} \to 0,
\]

or along a subsequence there exists a positive constant \( K \) such that, for all \( k \), in the subsequence \( g(x_k)^T s_k \leq -K\|g(x_k)\| \leq 0 \), but this implies \( \|g(x_k)\| \to 0 \). From \( \|s_k\| \leq c_1\|g(x_k)\| \) we have that \( 0 \geq g(x_k)^T s_k / \|g(x_k)\| \geq -\|s_k\| \geq -c_1\|g(x_k)\| \) and we must also have \( g(x_k)^T s_k / \|g(x_k)\| \to 0 \), contradicting our assumption. Thus, in all cases we have

\[
\|g(x_k)\| \to 0, \quad \lambda_{H(x_k)} \to 0
\]

and the desired result follows from these limits and assumption A2. \( \square \)

The preceding convergence results provide a justification for the algorithm of interest in this paper but, in order to have a practical algorithm, we still need to define in a precise manner both the form of the functions \( \phi_1 \) and \( \phi_2 \) and that of the descent pair \( (s_k, d_k) \). Regarding the functions, the simplest choice that satisfies the desired conditions C1 is \( \phi_1(x) \equiv x^2 \) and \( \phi_2(x) = x \). We will use it in the remainder of the paper. The choice of the directions in the descent pair will be discussed in the following section.

4. The modified linesearch

As we mentioned before, in each iteration the proposed algorithm computes a descent pair \( (s_k, d_k) \), but before carrying out a search to satisfy C2, it decides what information in the descent pair will be used in the search. This approach is similar to the one discussed in Gould et al. [14], with the main difference that, while they only consider two alternatives, we consider the three following possibilities:
• To conduct a linesearch based just on the use of the modified Newton direction, using the descent pair \((s_k, 0)\).
• To conduct a linesearch based only on the negative curvature direction, using the descent pair \((0, d_k)\).
• To carry out a curvilinear search combining both directions, making use of the full descent pair \((s_k, d_k)\).

Our choice will be made from a comparison of the descent provided by each direction on a quadratic model of the objective function. We wish to select the alternative that offers the most significant descent information. A similar proposal to this scheme was suggested in San Matías and Roma [24], where the proposed method would select one of these three different possibilities from a comparison of the descent provided on the quadratic model of the objective function. The main differences between this work and the proposal in San Matías and Roma [24] are the way in which the weights for the directions are chosen and the scaling of the direction of negative curvature.

As previously mentioned, before analyzing the descent information, it is important to consider the scaling of each of the directions. The manner in which they are computed and their properties usually imply a significant difference in their sizes. The Newton direction \(s_k\) ensures good local convergence properties for unit step-lengths, while the negative curvature direction has no specific scale attached to it (the quadratic model used to define it would imply an infinite steplength). In this way, our implementation handles this problem by adjusting the scale of the direction of negative curvature so that its norm equals that of the Newton direction, that is, \(\|d_k\| = \|s_k\|\). Therefore, the scaling of the negative curvature direction will be adequately related to the Newton direction (see, [19]). Some other proposals regarding this task can be consulted in Byrd et al. [7] and Moguerza and Prieto [20].

Consider now the choice of search directions. Let \(\mathcal{Q}_k\) denote the local quadratic model for the objective function around \(x_k\), defined as

\[
\mathcal{Q}_k(z) = g(x_k)^T z + \frac{1}{2} z^T H(x_k) z.
\]  

Gould et al. [14] study both directions in the descent pair \((s_k, d_k)\), and select the one that provides the largest descent ratio, measured against the quadratic model. Thus, the Newton direction \(s_k\) is chosen whenever the condition

\[
\frac{\mathcal{Q}_k(s_k)}{\|s_k\|} \leq \frac{\mathcal{Q}_k(d_k)}{\|d_k\|}
\]  

is satisfied. If the Newton direction has not been modified, and the quadratic model is minimized by this direction, it holds that

\[
\mathcal{Q}_k(s_k) = \frac{1}{2} g(x_k)^T s_k.
\]  

If \(d_k\) is replaced in (23) and (24), together with (25), we have the following condition equivalent to (24): Select \(s_k\) whenever

\[
\frac{g(x_k)^T s_k}{\|s_k\|} \leq 2 \mathcal{Q}_k(d_k)
\]  

holds for \(d_k\) such that \(\|d_k\| = 1\).

Inequality (26) provides a criterion to determine which of both directions in the pair gives the largest potential for descent in the objective function. The proposal in Gould et al. [14] could be generalized to the case in which both directions offer a significant potential for descent. If inequality (26) is extended to consider this case, we have the condition

\[
\tau_2 \mathcal{Q}_k(d_k) \geq \frac{g(x_k)^T s_k}{\|s_k\|} \geq \tau_1 \mathcal{Q}_k(d_k),
\]  

where \(\tau_1, \tau_2\) are positive constants.
where \( \tau_1 \) and \( \tau_2 \) are prespecified constants satisfying \( 0 < \tau_2 < 2 < \tau_1 \). This multiple condition can be used as a criterion to select among the three alternatives introduced at the beginning of this section, in the following manner:

- The fulfilment of condition (27) implies that both directions provide relevant descent information, therefore, if (27) holds the descent pair is defined as \((\bar{s}_k, \bar{d}_k) = (s_k, d_k)\) and the new iterate is obtained from a curvilinear search as
  \[
x_{k+1} = x_k + \alpha^2_k \bar{s}_k + \alpha_k d_k.
  \]

- Otherwise, if
  \[
  \frac{g(x_k)^T s_k}{\|s_k\|} < \tau_1 \beta_k(d_k)
  \]
  holds, then the descent provided by the Newton direction \(s_k\) is more significant than the descent provided by the negative curvature direction. Therefore, the algorithm performs a line search based only on the Newton direction, the descent pair is defined as \((\bar{s}_k, \bar{d}_k) = (s_k, 0)\) and the next iterate is obtained from
  \[
x_{k+1} = x_k + \alpha^2_k \bar{s}_k.
  \]

- Finally, if condition
  \[
  \tau_2 \beta_k(d_k) < \frac{g(x_k)^T s_k}{\|s_k\|}
  \]
  holds, then the negative curvature direction provides significant descent and should be included in the search. In this case, we will distinguish two alternatives:

  If, in addition, condition
  \[
  g(x_k)^T d_k \geq \tau_3 d_k^T H(x_k) d_k
  \]
  holds simultaneously to (29), then the descent direction provides worse descent information than the negative curvature direction. The procedure conducts a line search that considers only the direction of negative curvature, the descent pair is defined as \((\bar{s}_k, \bar{d}_k) = (0, d_k)\) and it computes the next iterate as
  \[
x_{k+1} = x_k + \alpha_k d_k.
  \]

  Otherwise, if condition
  \[
  g(x_k)^T d_k < \tau_3 d_k^T H(x_k) d_k
  \]
  holds simultaneously to (29), then the direction of negative curvature also has significant descent information. In this case, the algorithm could be implemented using only the negative curvature direction, but this would require additional implementation changes. For the sake of simplicity, we have chosen to keep the information in \(s_k\) and conduct a search as in the first case, considering both directions, defining the descent pair as \((\bar{s}_k, \bar{d}_k) = (s_k, d_k)\) and computing the new iterate from a curvilinear search as
  \[
x_{k+1} = x_k + \alpha^2_k \bar{s}_k + \alpha_k d_k.
  \]

The following result establishes that the preceding rules to select the directions in the search satisfy condition C3, and, as a consequence, that the algorithm is globally convergent.

**Lemma 2.** Assume that in each iteration \(k\), the iterates \(\{x_k\}\) remain in the set \(\mathcal{D}(x_0)\), assumptions A1 and A2 hold and we are able to compute a descent pair \((s_k, d_k)\) satisfying conditions (2) (4) and \(\|d_k\| = 1\). Then, condition C3 holds for the descent pair \((\bar{s}_k, \bar{d}_k)\) defined as indicated in the preceding paragraphs.

**Proof.** Note that under assumptions A1 and A2 and the condition that the iterates remain in \(\mathcal{D}(x_0)\) there exists a constant \(c_4\) such that \(\|g(x_k)\| \leq c_4\) and from conditions (2) (4) we have
\[ g(x_k)^T \mathbf{s}_k \leq 0, \quad \| \mathbf{s}_k \| \leq c_2 \| g(x_k) \|, \quad g(x_k)^T \mathbf{d}_k \leq 0, \quad \| \mathbf{d}_k \| \leq c_3. \]  

(32)

As a consequence, it is enough that we study condition (20).

If (27) holds, the desired result follows from \( \bar{s}_k = s_k, \quad \bar{d}_k = d_k \) and conditions (2) and (4) implying

\[
\begin{align*}
\bar{s}_k^T g(x_k) & \leq -c_1 \| g(x_k) \|^2 \\
\Rightarrow \min(\bar{s}_k^T g(x_k)/\| g(x_k) \|, \bar{d}_k^T H(x_k) \bar{d}_k) & \leq \min( -c_1 \| g(x_k) \|, \theta \lambda_{H_k} ).
\end{align*}
\]

If (28) holds, then \( \bar{s}_k = s_k \) and \( \bar{d}_k = 0 \), implying \( \min(\bar{s}_k^T g(x_k)/\| g(x_k) \|, \bar{d}_k^T H(x_k) \bar{d}_k) = s_k^T g(x_k)/\| g(x_k) \| \). From (28), (32), (4) and \( \tau_1 > 2 \),

\[
\begin{align*}
\frac{s_k^T g(x_k)}{\| g(x_k) \|} & \leq \tau_1 \left( (g(x_k)^T \mathbf{d}_k + \frac{1}{2} \bar{d}_k^T H(x_k) \mathbf{d}_k) \right) \leq \tau_1 \frac{1}{2} \bar{d}_k^T H(x_k) \mathbf{d}_k \leq \bar{d}_k^T H(x_k) \mathbf{d}_k \leq \theta \lambda_{H_k}.
\end{align*}
\]

(33)

But (2) implies \( -\| s_k \|/\| g(x_k) \| \leq s_k^T g(x_k) \leq -c_1 \| g(x_k) \|^2 \Rightarrow \| s_k \| \geq c_1 \| g(x_k) \| \) and using this bound in (33), we obtain

\[
\frac{s_k^T g(x_k)}{\| g(x_k) \|} \leq c_1 \frac{s_k^T g(x_k)}{\| s_k \|} \leq c_1 \theta \lambda_{H_k}.
\]

From this inequality and \( \frac{s_k^T g(x_k)}{\| g(x_k) \|} \leq -c_1 \| g(x_k) \|^2 \), we have that

\[
\min(\bar{s}_k^T g(x_k)/\| g(x_k) \|, \bar{d}_k^T H(x_k) \bar{d}_k) = s_k^T g(x_k)/\| g(x_k) \| \leq \min( -c_1 \| g(x_k) \|, c_1 \theta \lambda_{H_k} ).
\]

Consider now the case in which conditions (29) and (30) hold. Now we have \( \bar{s}_k = 0 \) and \( \bar{d}_k = d_k \), implying \( \min(\bar{s}_k^T g(x_k)/\| g(x_k) \|, \bar{d}_k^T H(x_k) \bar{d}_k) = d_k^T H(x_k) d_k \). From (29), (30) and (3) we have that

\[
\begin{align*}
\frac{s_k^T g(x_k)}{\| g(x_k) \|} & \geq c_2 \frac{s_k^T g(x_k)}{\| s_k \|} \geq c_2 \tau_2 \left( g(x_k)^T \mathbf{d}_k + \frac{1}{2} d_k^T H(x_k) \mathbf{d}_k \right) \geq c_2 \tau_2 \left( \tau_3 + \frac{1}{2} \right) d_k^T H(x_k) \mathbf{d}_k.
\end{align*}
\]

From (2) we then have

\[
\begin{align*}
\frac{d_k^T H(x_k) \mathbf{d}_k}{\| g(x_k) \|} & \leq - \frac{c_1}{c_2 \tau_2 (\tau_3 + \frac{1}{2})} \| g(x_k) \|
\end{align*}
\]

and using (4) and the preceding results we obtain

\[
\begin{align*}
\min(\bar{s}_k^T g(x_k)/\| g(x_k) \|, \bar{d}_k^T H(x_k) \bar{d}_k) = d_k^T H(x_k) \mathbf{d}_k \leq \min \left( - \frac{c_1}{c_2 \tau_2 (\tau_3 + \frac{1}{2})} \| g(x_k) \|, \theta \lambda_{H_k} \right).
\end{align*}
\]

Finally, if (29) and (31) hold, then using the same arguments as in the first case

\[
\begin{align*}
\bar{s}_k^T g(x_k) & \leq -c_1 \| g(x_k) \|^2 \quad \text{and} \quad \bar{d}_k^T H(x_k) \bar{d}_k \leq \theta \lambda_{H_k} \Rightarrow \min(\bar{s}_k^T g(x_k)/\| g(x_k) \|, \bar{d}_k^T H(x_k) \bar{d}_k) \\
& \leq \min( -c_1 \| g(x_k) \|, \theta \lambda_{H_k} ). \quad \square
\end{align*}
\]

5. Adapted curvilinear search (ACS) algorithm

The implementation of the proposed algorithm involves several decisions concerning practical details; we describe some of them in the following paragraphs.

- In those iterations where the negative curvature direction is used, it is computationally efficient to scale this direction using the information from the Newton direction, see Moguerza and Prieto [19].
- The direction of negative curvature is computed from the modified Cholesky factorization. But in some cases, even if the factorization detects the presence of negative curvature in the Hessian matrix, it is not efficient to use it in the search. We consider a negative curvature direction \( \mathbf{d}_k \) to be useful if it holds that

\[
\begin{align*}
\frac{d_k^T H(x_k) \mathbf{d}_k}{\| g(x_k) \|} & \leq -c_4 \| H(x_k) \|
\end{align*}
\]

(34)

If this condition is not satisfied in a given iteration, then we set \( \mathbf{d}_k = 0 \).
The termination condition for the algorithm has been derived from the optimality conditions for problem (1). The procedure terminates whenever it holds that
\[ \|g(x_k)\| \leq \varepsilon(1 + \|g(x_0)\|). \] (35)

The proposed algorithm follows the scheme presented below:

\begin{itemize}
  \item Adapted curvilinear search (ACS) algorithm
  \item Select an initial iterate \(x_0\)
  \item Let \(k = 0\)
  \item Repeat
    \begin{itemize}
      \item Compute \(s_k\) as an approximate solution for the system (7)
      \item Compute, if it exists, a direction of negative curvature \(d_k\)
      \item Let \(d_k = 0\) if (34) is not satisfied
      \item Select the search model from condition (27)
      \item Compute \(a_k\) to satisfy condition C2
      \item Update the variables according to the search model used:
        \begin{itemize}
          \item If (27) holds, \(x_{k+1} = x_k + x_k^zs_k + a_kd_k\)
          \item If (28) holds, \(x_{k+1} = x_k + x_k^zs_k\)
          \item If (29) holds, \(x_{k+1} = x_k + a_kd_k\)
        \end{itemize}
      \item Let \(k = k + 1\)
    \end{itemize}
  \item until convergence
\end{itemize}

6. Numerical results

We have conducted numerical experiments using the proposed ACS algorithm on a set of test problems. Both the algorithm and the test problems have been implemented and executed using MATLAB 6.5 under Linux.

The algorithm makes use of some parameters. In our implementation we have taken \(\varepsilon = 10^{-8}\) in (34). For the classifying condition (27), we have taken \(\tau_1 = 10\) and \(\tau_2 = 0.05\). Finally, in the termination condition (35) we have taken \(\varepsilon = 10^{-5}\).

6.1. The test problems

We have selected the test problems from the collection CUTEr (Constrained and Unconstrained Testing Environment, revisited) proposed by Gould et al. [15], and itself an expansion of the original CUTE collection [5]. This set is considered to be a referent for the verification and comparison of nonlinear programming algorithms as the one proposed in this paper. The problems used in the numerical experiments that we have conducted have been chosen to satisfy the following criteria: they must be nonlinear unconstrained problems of dimension between 1 and 500, and having continuous second derivatives available. Only one instance has been included for those problems with selectable dimension. A total of 80 problems in CUTEr satisfy these conditions.

6.2. Analysis of the results

Our main motivation for this work has been to analyze the practical impact of using second-order information, as well as the study of efficient implementations of algorithms that make use of this information. As a consequence, we have defined the computational experiments to compare the results obtained on the test set using the proposed algorithm to those of three alternative procedures.
The first algorithm, **MN**, is based on a modified Newton method and does not use any second-order information. The second algorithm, **ALS**, carries out an adapted linesearch similar to the one described in Gould et al. [14], where in each iteration the best direction in the descent pair is selected from condition (26), and used in a standard linesearch framework. The third algorithm, **CS**, is based on the proposal by Moré and Sorensen [21]. Finally, a fourth algorithm, **ACS**, uses the adapted curvilinear search described in the preceding sections. In all cases, the initial points used have been those specified as default ones in the CUTEr environment.

Among the 80 problems in the set, the modified Cholesky factorization detected the presence of significant negative curvature in 46 instances. The comparative study centers on these 46 problems, as for the remaining cases the four algorithms provide basically equivalent results. In nine out of the 46 problems (DECONVU, DJTL, HEART6LS, HIMMELBF, HYDC20LS, MARATOSB, PFIT2LS, PFIT3LS and PFIT3LS) none of the algorithms were able to reach convergence in less than 300 iterations, and these problems were removed from the study.

Regarding the results obtained by the four algorithms on the 37 remaining problems, algorithms **MN**, **ALS** and **CS** failed to solve problem SCOSINE while algorithms **ALS** and **CS** failed to solve problem SPARSINE. The modified Newton method, **MN**, was unable to solve problem OSBORNEB, while the adapted search algorithm **ALS** failed to solve problem HEART8LS and the curvilinear search algorithm **CS** was unable to solve problem INDEF. All algorithms were stopped whenever the iteration count exceeded 300 and the number of function evaluations exceeded 2600. Problem BARD was the only one in which, though negative curvature was detected using the modified Cholesky factorization, none of the methods made use of it. Also, the adapted linesearch algorithm **ALS** detects negative curvature in one of the iterations for problem BOX3, but it is not used there. It is interesting to note the small number of problems where the norm of the gradient is larger than $10^{-8}$: one problem for **MN**, two for **ALS**, two for **CS** and three for **ACS**.

We study first the correlation between the number of curvilinear searches and the performance of the algorithm. Fig. 1 displays in the $x$-axis the number of curvilinear searches used within each problem, while the $y$-axis represents the average decrease in the number of iterations when using the **ACS** algorithm instead of the **MN** algorithm for the preceding problems. In all cases, the average reduction is negative, that is, the algorithm that uses negative curvature information is more efficient than the modified Newton algorithm. It is interesting to note that an increase in the number of curvilinear searches conducted within the algorithm tends to be associated with a larger reduction in the total number of iterations. For example, the average decrease in the iteration count when the curvilinear search is used three or more times is always larger than 36. At least for the test set used in this experiment, this result seems to imply that the benefits of using negative curvature are not associated to a particular iteration, but rather have an impact in all occasions in which they are used.

![Effect of the curvilinear search](image)

**Fig. 1.** Correlation between number of curvilinear searches and performance of the algorithm.
In the tables we have used the following labels:

- **pnam**: Problem name.
- **dim**: Dimension of the problem.
- **iter**: Iteration count.
- **fgeval**: Number of function and gradient evaluations.
- **Average 1**: Average numbers of iterations and function evaluations, excluding those problems where an algorithm may have failed.
- **Average 2**: Average numbers of iterations and function evaluations, including those problems where an algorithm may have failed.

From Table 1, the worst-case performance of the adapted curvilinear search algorithm ACS, when compared with the modified Newton algorithm MN, corresponds to problem HATFLDE, where the number of
iterations required for convergence is increased by 3 (17.65%), while the largest improvement corresponds to problem INDEF with a decrease in the number of iterations of 238 (97.54%). The worst case for the ACS algorithm when compared to ALS implies an increase of three iterations (50%) in problem INDEF, while the largest improvement corresponds to a decrease of 206 iterations (68.67%) in problem SCOSINE. Regarding the curvilinear search algorithm CS, the worst performances for ACS correspond to problems HAIRY and HIMMELBB, where iteration counts are increased by 4 and 2 (20%) respectively, while the largest improvement, 206 iterations (68.67%), corresponds to problem SCOSINE.

Table 1 also presents a summary of iteration and function evaluation counts for each one of the algorithms, both including and excluding those problems were the algorithms may have failed. From these tables it is interesting to note that the lowest average number of iterations corresponds to the proposed algorithm ACS; the lower numbers of function evaluations for algorithms MN and ALS is explained by the complexity of a search that uses two directions. This effect can be reduced by using a specialized quadratic search procedure, see for example Gill et al. [12]. Nevertheless, the number of function evaluations for ACS is lower than the one for CS.

Similar conclusions can be reached from Table 2. This table provides the proportion of cases in which each algorithm has been the most efficient one (including ties), both regarding iteration and function evaluation counts.

Finally, Tables 3 and 4 show a comparison of the number of cases in which there was an improvement, a worsening or no change regarding iteration counts and function evaluation counts, respectively, when comparing the proposed algorithm ACS to the other methods. In all cases, the number of improved cases associated to the ACS algorithm is significant.

7. Conclusions

We have described an efficient procedure that uses directions of negative curvature for the solution of nonconvex unconstrained problems, selecting the most appropriate search to obtain local solutions for these
problems. The algorithm is based on a modified Newton model to compute the search directions, and a new proposal of a modified curvilinear search to combine these directions. Particular attention has been paid regarding the conditions to impose on directions of negative curvature before they are considered as a part of the search process.

The computational results illustrate the impact of an appropriate use of negative curvature information: in more than 50% of the problems negative curvature information was used. Due to the low computational cost to obtain these directions, it seems highly advisable to integrate them within algorithms for unconstrained optimization. Furthermore, the results seem to show that using an adaptive search model increases the efficiency of Newton based algorithms.

An important issue raised by the results in this work is to determine the impact of the quality of the negative curvature direction on the computational efficiency of the overall algorithm, that is, if an improvement of the directions based on iterative methods, for example, would yield even better computational results for the algorithm.

Another interesting and promising task would be to verify the performance of the proposed approach within numerical procedures based on the use of approximate directions such as conjugate gradient or quasi-Newton methods.
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