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Abstract—In this paper, a novel scheme for reducing the envelope fluctuations in multi-carrier signals applying Adaptive Neural Fuzzy Inference Systems (ANFIS) is proposed and analyzed. Once trained with signals with very low envelope fluctuations, such as those obtained by the Active Constellation Expansion - Approximate Gradient Project (ACE-AGP) algorithm, ANFIS approximately reaches a similar reduction as with ACE-AGP for multi-carrier signals without the complexity and the large convergence time of conventional ACE-AGP. We show that our approach is less complex than other previous schemes and with better performance.
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I. INTRODUCTION

MULTI-CARRIER modulations such as Orthogonal Frequency Division Multiplexing (OFDM) and Orthogonal Frequency Division Multiple Access (OFDMA) have been advocated for Long Term Evolution (LTE) of wireless personal communications [1]. However, they exhibit large envelope fluctuations, which cause a loss in energy efficiency due to the need of power back-off at the High Power Amplifiers (HPA). Since this problem is one of the most important drawbacks in multi-carrier modulations, there is a large number of proposals in the literature trying to reduce their envelope fluctuations [2].

Active Constellation Expansion (ACE) [3] is an interesting technique since it is able to achieve large reductions, it does not need side information and it only needs a small increase in transmit power. However, ACE requires many iterations for convergence and this, unfortunately, constitutes its main weakness. In this paper, ACE will be used to obtain the training set for the neural fuzzy system, with the aim of drastically reducing its implementation complexity.

To that end, we will use Adaptive Neural Fuzzy Inference System (ANFIS), a well-known tool to solve problems when the physical description of the underlying behavior is unknown, to provide some fuzzy (heuristics) rules that synthesize that behavior [4], [5].

The balance of this paper is organized as follows. Section II introduces the system model. In Section III, the neuro fuzzy systems proposed to reduce the envelope fluctuations are described and analyzed. Then, the obtained results are presented and discussed in Section IV. Finally, conclusions are drawn in Section V.

Note: Throughout the paper, the following notation will be used. Bold-face symbols will be used for vectors while normal-face for scalars. Time-domain signals will be denoted with small-case letters, whereas frequency-domain signals will use capitalized letters.

II. SYSTEM MODEL

In a multi-carrier system, the time-domain complex base-band transmitted signal \( x^\ell \) for the \( \ell \)-th symbol can be written as

\[
x^\ell = \left\{ x^0 | x^1 | \cdots | x^{N-1} \right\}^T = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} S_k^\ell e^{j2\pi k n}, \quad \ell = 0, \ldots, \infty
\]

where \( N \) is the number of sub-carriers and \( S_k^\ell \) is the frequency-domain complex base-band symbol modulated on the \( k \)-th sub-carrier of OFDM symbol \( \ell \).

A. Cubic Metric

The classical metric to evaluate the envelope fluctuations in OFDM is the Peak-to-Average Power Ratio (PAPR). However, this metric only accounts for the maximum peak and therefore, it may not take appropriately into account the distortion effect due to the non-linear response of the High Power Amplifier. For this reason, other metrics have been recently proposed such as the Normalized Distortion (ND) [6] or Cubic Metric (CM) [7]. The CM uses higher-order statistics suitable to evaluate the power de-rating factor in a HPA, and it is defined by the Third Generation Partnership Project (3GPP) as [7]

\[
CM = \frac{RCM \text{ (dB)} - RCM_{\text{ref}} \text{ (dB)}}{K} \quad \text{(2)}
\]

where \( RCM \) is the Raw Cubic Metric that for a signal \( x \) is defined as

\[
RCM = 20 \log_{10} \left( E \left\{ \frac{|x|^3}{E\{x\}^3} \right\} \right) \text{ dB} \quad \text{(3)}
\]

\( RCM_{\text{ref}} \) is 1.52 dB, and \( K \) is 1.56 for multi-carrier systems. In this paper, the CM is used since it provides a better insight on envelope fluctuations.
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B. ACE method

The ACE method modifies and expands the constellation points within an allowable region which does not affect the modulator slicer, and thus, it does not need side information to be sent. By using this new degree of freedom, multi-carrier signals with arbitrarily low envelope fluctuations can be obtained. In [3], different algorithms to achieve PAPR reduction are provided. In this paper, the Approximate Gradient-Project (AGP) method will be used. The complexity of the algorithm, in terms of complex multiplications and additions per OFDM symbol, is $N_{\text{iter}} \times (2N + N/2 \log_2(N))$ and $N_{\text{iter}} \times (4N + N \log_2(N))$, respectively, where $N_{\text{iter}}$ is the number of iterations, which is usually high. Besides, on each iteration, the PAPR or CM need to be evaluated to determine if the target goal has been reached. These operations are also required in many other methods [2]. Besides, a DFT/IDFT are needed per iteration.

III. NEURO-FUZZY SYSTEMS

A Fuzzy if then rule is an expression of the form IF A THEN B, where A and B are labels of fuzzy sets [4] characterized by appropriate membership functions. The proposed form of fuzzy if then rule by Takagi and Sugeno [4] has fuzzy sets involved only in the premise part. In this paper we use the typical fuzzy rule in a Sugeno fuzzy model [8], which has the format:

$$\text{If } x \text{ is } A \text{ and } y \text{ is } B \text{ then } z = f(x, y)$$

where A and B are fuzzy sets in the antecedent and $z = f(x, y)$ is a crisp function in the consequent. We consider the first-order Sugeno fuzzy inference system which contains two rules:

- If $x$ is $A_1$ and $y$ is $B_1$ then $f_1 = p_1 x + q_1 y + r_1$
- If $x$ is $A_2$ and $y$ is $B_2$ then $f_2 = p_2 x + q_2 y + r_2$

The firing strengths $\omega_1$ and $\omega_2$ are usually obtained as the product of the membership grades in the premise part, and the output $f$ is the weighted average of each rule's output.

$$\begin{cases} f_1 = p_1 x + q_1 y + r_1 \\ f_2 = p_2 x + q_2 y + r_2 \end{cases} \Rightarrow f = \frac{\omega_1 f_1 + \omega_2 f_2}{\omega_1 + \omega_2}$$

(4)

To facilitate the learning of the Sugeno fuzzy model, it is convenient to introduce the fuzzy model into the framework of adaptive networks that can systematically compute gradient vectors. The resultant network architecture is called ANFIS. Using a given input/output data set, ANFIS constructs a Fuzzy Inference System (FIS), whose membership function parameters are here tuned using a backpropagation algorithm in combination with Least Squares (LS) method. This technique provides a method for the fuzzy modeling procedure to learn information about a data set, in order to compute the membership function parameters that best allow the associated fuzzy inference system to track the given input/output data. The overall output $f$ can be expressed as linear combinations of the consequent parameters. In the following subsections, a Time-domain ANFIS system is developed to learn which time-domain signals exhibit low envelope fluctuations, and a Time-Frequency-domain ANFIS is proposed to learn which constellation regions are allowed or forbidden.

A. Time-domain ANFIS (T)

The first proposal is based on the time-domain OFDM signal. We train our ANFIS by using the signals with low envelope fluctuations obtained by the ACE-AGP algorithm. Since ANFIS only works with integer signals, we need to first decompose into real and imaginary parts the time-domain original signal. The training process is detailed in the following:

1) Use the original time-domain data $x$ as an input to the
ACE-AGP algorithm to obtain $x^{AGP}$, i.e., a signal with reduced envelope fluctuation.

2) Split $x$ and $x^{AGP}$ into two sets, namely, the training set $x^{tr}$, $x^{AGP, tr}$ and the test set, $x^{ts}$, $x^{AGP, ts}$.

3) Decompose into real and imaginary parts the original data $x^{tr}$ ($x^{AGP, tr}$) and ACE-AGP output $x^{AGP, tr}$ ($x^{AGP, tr}$).

4) Obtain $x_{Re}$ and $x_{Im}$ by training the two models $Mod_{Re}^{T}$ and $Mod_{Im}^{T}$ with the pairs [$x_{Re}, x_{AGP, tr}^{Re}$] and [$x_{Im}, x_{AGP, tr}^{Im}$], respectively, in eq. (9), as $x = x^{tr}[n]$ and $f = x^{AGP, tr}$ for $n = 0 \ldots N - 1$ and $\gamma = Re$ or $\gamma = Im$.

5) Test with the values of $x^{ts}$ to validate the models $Mod_{Re}^{T}$ and $Mod_{Im}^{T}$.

After training and testing the two neural fuzzy models (for the real and the imaginary parts, respectively), they are ready to be used. In Fig. 1, the proposed training scheme for time-domain neural fuzzy is shown inside the dashed box (also the whole transmission chain is depicted). After this off-line training (only needed when the number of sub-carriers or modulation type are changed), in operating mode, the AGP part in Fig. 1 is not needed. For clarity purposes, the implementation of ANFIS is detailed in the following equations, where $\eta$ denotes Real or Imaginary part for $Mode_{T}^{T}$, depending on the model.

At Layer 1: Each node in this layer generates membership grades of linguistic labels ($\Omega_{i}^{l}$ denotes the output of the $i$th node in $j$th layer)

$$\Omega_{i}^{l} = \mu_{A_{i}}(x_{\eta}) = \exp \left( -\frac{(x_{\eta} - c_{i})^{2}}{2\sigma_{i}^{2}} \right)$$

where $A_{i}$ is the linguistic label (small, large, etc.) associated with this node, $c_{i}$ and $\sigma_{i}^{2}$ are, respectively, the center and variance corresponding to the Gaussian membership function.

At Layer 2: Each node in this layer calculates the $f$ ring strength of a rule via multiplication

$$\Omega_{i}^{2} = \omega_{i} = \mu_{A_{i}}(x_{\eta}) * \mu_{B_{i}}(x_{\eta})$$

At Layer 3: Node $i$ in this layer calculates the ratio of the $i$th rule’s $f$ ring strength

$$\Omega_{i}^{3} = \frac{\omega_{i}}{\omega_{1} + \omega_{2}} = \tilde{\omega}_{i}$$

At Layer 4: Node $i$ in this layer computes the contribution of $i$th rule to the overall output

$$\Omega_{i}^{4} = \tilde{\omega}_{i}(p_{i}x_{\eta} + r_{i})$$

and finally, the single node at Layer 5 computes the overall output

$$\Omega_{5}^{5} = (\tilde{\omega}_{1}x_{\eta})p_{1} + (\tilde{\omega}_{2}x_{\eta})p_{2} + \tilde{\omega}_{1}r_{1} + \tilde{\omega}_{2}r_{2}$$

The linear parameters $p_{i}$ and $r_{i}$, with $i = 1, 2, .., n$ ($n = 2$ and $n = 8$ for Time-domain and Time-Frequency-domain (later) schemes we are proposing, respectively), and the parameters $c_{j}$, $\sigma_{j}$ of the membership functions ($j = 1, 2, .., s$, where $s$ is the number of fuzzy rules) of the neuro-fuzzy structure are adjusted by using the following equations

$$
p_{i}(t+1) = p_{i}(t) - \lambda \frac{\partial E}{\partial p_{i}}$$
$$r_{i}(t+1) = r_{i}(t) - \lambda \frac{\partial E}{\partial r_{i}}$$
$$c_{j}(t+1) = c_{j}(t) - \lambda \frac{\partial E}{\partial c_{j}}$$
$$\sigma_{j}(t+1) = \sigma_{j}(t) - \lambda \frac{\partial E}{\partial \sigma_{j}}$$

where $\lambda$ is the learning rate. At the end of this section, these parameters are derived.

In Fig. 2 and Fig. 3, the constellations obtained by ACE-AGP and the proposed Time-domain ANFIS are presented for QPSK and 16-QAM modulations. It can be seen that, although they produce a similar performance (in terms of reduction of the envelope fluctuations), the constellations are different. In fact, some constellation points for Time-domain ANFIS in Fig. 2 and Fig. 3 are lying into not allowable regions, which will worsen the system Bit Error Rate (BER) performance, as it can be observed in Fig. 4. In this figure, all the schemes (original, ACE-AGP and the two proposed ANFIS) have been evaluated in the presence of Additive White Gaussian Noise (AWGN) and a Travelling Wave Tube Amplifier (TWTA).
It can be seen that the proposed Time-domain neural fuzzy outperforms ACE-AGP for low Signal to Noise Ratio (SNR) but not for high SNR. And moreover, both methods (ACE-AGP and proposed Time-domain ANFIS) obtain a worse BER performance than the original non-processed signal. The reasons for this behavior are the following. Since all the systems have been simulated at the same SNR, the noise power will be defined by the transmitted power. If transmitted power increases, so the noise power. Thus, for non-extended systems have been simulated at the same SNR, the performance is better in terms of BER. As explained at the beginning of this section, we use a gradient-based learning algorithm to obtain the ANFIS parameters. We consider the following Mean Squared Error (MSE) learning cost function

$$E = \frac{1}{2} \sum_{m=1}^{q} (f^d_m - f_m)^2$$

(17)

where $q$ is the number of outputs (in our case $q = 1$), $f^d_m$ and $f_m$ are the desired and the current output values of the network, respectively. Given that the time-domain OFDM signals can be approximated as Gaussian [9], the AGP signal is a truncated Gaussian (to the amplitude threshold $Q$) and divide the signal in two sets: 1st set concerning real parts and the 2nd set, the imaginary parts, as it is shown in Fig. 1.

4) Train the first set of ANFIS by $\Re(X^{T, tr})$ to generate $\hat{M}^{TF}_{Re, 1q}$, $\hat{M}^{TF}_{Re, 2q}$, $\hat{M}^{TF}_{Re, 3q}$ and $\hat{M}^{TF}_{Re, 4q}$ for each quadrant.

5) Train the second set of ANFIS by $\Im(X^{T, tr})$ to generate $\hat{M}^{TF}_{Im, 1q}$, $\hat{M}^{TF}_{Im, 2q}$, $\hat{M}^{TF}_{Im, 3q}$ and $\hat{M}^{TF}_{Im, 4q}$ for each quadrant.

6) Test with the values of $X^{T, ts}$ to validate the models.

The operations carried out at each layer are summarized in the following equations, where $\eta$ stands for Real or Imaginary part and $\varrho$ is the number of quadrant ($\varrho = 1 \cdots 4$) for $\hat{M}^{TF}_{\eta, \varrho}$.

At Layer 1

$$\Omega_1^{\eta} = \mu_\eta(x_{\eta, \varrho}^T) = \exp \left( -\frac{(x_{\eta, \varrho}^T - c_\eta)^2}{2\sigma_\eta^2} \right)$$

(12)

at Layer 2

$$\Omega_2^\eta = \omega_\eta = \mu_\eta(x_{\eta, \varrho}^T) \ast \mu_\imath(x_{\eta, \varrho}^T)$$

(13)

at Layer 3

$$\Omega_3^\eta = \frac{\omega_\eta}{\omega_1 + \omega_2} = \bar{\omega}_\eta$$

(14)

at Layer 4

$$\Omega_4^\eta = \bar{\omega}_\eta(p_1 x_{\eta, \varrho}^T + r_1)$$

(15)

and finally the output at Layer 5

$$\Omega^\eta = (\bar{\omega}_1 x_{\eta, \varrho}^T)p_1 + (\bar{\omega}_2 x_{\eta, \varrho}^T)p_2 + \bar{\omega}_1 r_1 + \bar{\omega}_2 r_2$$

(16)

Once the neural fuzzy models have been trained, the signal is easily obtained by taking the original time-domain data and introducing them into the two time-domain models $\hat{M}^{TF}_{Re}$ and $\hat{M}^{TF}_{Im}$. Next, after applying a DFT to obtain the frequency-domain signal, it is separated into the four quadrants and introduced into the frequency-domain models $\hat{M}^{TF}_{Re, 1q}$, $\hat{M}^{TF}_{Re, 2q}$, $\hat{M}^{TF}_{Re, 3q}$, $\hat{M}^{TF}_{Re, 4q}$ and $\hat{M}^{TF}_{Im, 1q}$, $\hat{M}^{TF}_{Im, 2q}$, $\hat{M}^{TF}_{Im, 3q}$, $\hat{M}^{TF}_{Im, 4q}$ accordingly, to obtain the final frequency-domain signal $X^{TF}$. This way, the obtained signal satisfies the AGP constraints, as it can be seen in Fig. 2 and Fig. 3 for QPSK and 16-QAM, respectively. This Time-Frequency-domain proposal concentrates more the energy than ACE-AGP. The average energy is 1.21 (5.46).

C. Analysis of Mean Squared Error

As explained at the beginning of this section, we use a gradient-based learning algorithm to obtain the ANFIS parameters. We consider the following Mean Squared Error (MSE) learning cost function

$$E = \frac{1}{2} \sum_{m=1}^{q} (f^d_m - f_m)^2$$

(17)
so is the signal obtained by neural fuzzy models. Thus, the Probability Density Function (PDF) of MSE will be

\[
P_E(z) = \frac{1}{2 \sqrt{\pi}} \exp \left( -\frac{(m_{\text{ANFIS}} - z)^2}{Q \left( \sigma^2_{\text{AGP}} + \sigma^2_{\text{ANFIS}} \right)} \right)
\]

(18)

where \(m_{\text{AGP}}, m_{\text{ANFIS}}\) are the means of the signals coming from AGP and (time-domain or time-frequency-domain) neural fuzzy systems, respectively, and \(\sigma^2_{\text{AGP}}\) and \(\sigma^2_{\text{ANFIS}}\) are their variances. Therefore, the CDF (Cumulative Density Function) for MSE can be analytically evaluated by

\[
\text{Prob}(E \leq \varepsilon) = \text{erf} \left( \frac{m_{\text{ANFIS}} - m_{\text{AGP}}}{\sqrt{Q \left( \sigma^2_{\text{AGP}} + \sigma^2_{\text{ANFIS}} \right)}} \right) - \text{erf} \left( \frac{m_{\text{ANFIS}} - \varepsilon - m_{\text{AGP}}}{\sqrt{Q \left( \sigma^2_{\text{AGP}} + \sigma^2_{\text{ANFIS}} \right)}} \right).
\]

(19)

The analytical evaluation of the partial derivatives in eq. (10), yields

\[
\frac{\partial E}{\partial p_i} = \frac{\partial E}{\partial f} \frac{\partial f}{\partial y_i} \frac{\partial y_i}{\partial p_i} = (f - f^4) \frac{\mu_{A_i}}{\sum_{l=1}^{n} \mu_{A_l}}
\]

(20)

\[
\frac{\partial E}{\partial r_i} = \frac{\partial E}{\partial f} \frac{\partial f}{\partial y_i} \frac{\partial y_i}{\partial r_i} = (f - f^4) \frac{\mu_{A_i}}{\sum_{l=1}^{n} \mu_{A_l}}
\]

(21)

\[
\frac{\partial E}{\partial c_j} = \frac{\partial E}{\partial f} \frac{\partial f}{\partial \mu_{A_j}} \frac{\partial \mu_{A_j}}{\partial c_j} = (f - f^4) \frac{y_j - f}{\sum_{l=1}^{n} \mu_{A_l}} \frac{x - c}{\sigma_j^2}
\]

(22)

and

\[
\frac{\partial E}{\partial \sigma_j} = \frac{\partial E}{\partial f} \frac{\partial f}{\partial \mu_{A_j}} \frac{\partial \mu_{A_j}}{\partial \sigma_j} = (f - f^4) \frac{y_j - f}{\sum_{l=1}^{n} \mu_{A_l}} \frac{(x - c)^2}{\sigma_j^2}
\]

(23)

where \(f = \sum_{l=1}^{n} \frac{\mu_{A_l} y_l}{\sum_{l=1}^{n} \mu_{A_l}}\) and \(y_i = p_i x + r_i\).

By using eqs. (20) - (23), eqs. (10) and (11) are solved.

D. Complexity Analysis

Once the system has been off-line trained, the operating implementation of the proposed schemes is as simple as introducing the input signal into the generated system model, which performs basically integer multiplications and additions, to obtain the desired signal. The complexity of the Time-domain and the Time-Frequency-domain proposals in terms of number of integer multiplications per OFDM symbol is, respectively, \(18 \times N\) and \(36 \times N\), while the number of integer additions is, \(16 \times N\) and \(32 \times N\), respectively. In Table I, a complexity comparison for different schemes and algorithms is summarized. For completeness, the classical Partial Transmit Sequence (PTS) and Selective Mapping (SLM) algorithms and two recent modified (and less complex) versions for the PTS [10] and the SLM [11] algorithms have also been included, where \(U\) and \(M\) are the number of blocks and sequences, respectively. Several conclusions can be extracted from the table. The first one is that our proposals are much less complex than the other schemes, especially because they do not need several (I)DFT operations (the Time-Frequency-domain scheme only needs two). Besides, since our proposals use integer operations, the operations are even simpler than the other schemes (only complex operations are needed for the Time-Frequency-domain scheme when applying the DFT). In a realistic implementation, the operations can be parallelized and it is possible to perform in parallel the real and imaginary part for each quadrant. The difference in complexity is especially relevant when comparing against ACE-SGP.

IV. RESULTS

Monte Carlo simulations have been carried out with 50,000 randomly generated QPSK-modulated or 16-QAM OFDM symbols for \(N = 256\) and 1024 sub-carriers. The training parts of the experiments in Time-domain and Time-Frequency-domain have been carried out with 70 % data for training and 30 % data for testing. For the ACE-AGP, the maximum number of iterations was fixed to be 2,000 (i.e., a large number of iterations to guarantee its best performance), whereas for the PTS and SLM, the typical values for number of phases and blocks of 2 (1, -1) (with \(U = 8\) and 16, respectively.

In Fig. 4, where the BER for the proposed neural fuzzy systems, the original signal and the ACE-AGP were presented, it can be seen that the Time-Frequency-domain ANFIS outperforms the others, and it is close to the original system when only AWGN is present. The reason for this behavior is similar to what was explained for the time-domain scheme: the proposed Time-Frequency-domain ANFIS model concentrates the energy even more than ACE-AGP and moreover, most of the constellation points are moved from their original position, and thus, only a few of symbols will experience an effective lower SNR. Also in this Fig. 4, the performance when the signal is amplified with a TWTA\(^4\) is plotted. As it can be seen, the proposed Time-Frequency-domain ANFIS, again, outperforms the other schemes.

In Figs. 5 - 6, several aspects can be observed. The first one is that the loss in performance of the proposed Time-Frequency-domain ANFIS scheme with respect to the Time-domain ANFIS system is below 0.3 dB in terms of CM. The second is that both proposed neural fuzzy schemes outperform the PTS and SLM algorithms. The third one is that the performance loss, in terms of CM, is negligible for \(N = 256\) and less than 1 dB for \(N = 1024\) with QPSK, and it even outperforms ACE-AGP when applied to 16-QAM.

\(^3\)Typically, integer additions are half complex than complex additions whereas integer multiplications are four times simpler than complex multiplications.\n
\(^4\)According to Saleh’s model [12], the AM/AM conversion can be expressed as

\[
F(z) = \frac{\alpha_1|z|^2}{(1 + \beta_1|x|^2)}
\]

where \(\alpha_1\) is the small signal gain, \(\frac{A_{\text{sat}}}{A_{\text{max}}} = \frac{\alpha_1}{\alpha_2}\) is the input saturation voltage of TWTA and \(\frac{A_{\text{sat}}}{A_{\text{max}}} = \frac{\alpha_1}{\alpha_2}\) stands for the maximum output amplitude. For the results, only AM-AM conversion has been taken into account, and \(\alpha_1 = 2, \beta_1 = 1\). A value of Input Back Off (IBO) = 10 dB was used.
modulation (the convergence of ACE-AGP for higher order modulations is slower). We would like to emphasize that all these advantages are achieved without the complexity and large required number of iterations of the conventional ACE-AGP or other methods.

Besides, it is shown in [13] that the degradation in the reduction of envelope fluctuations (not in BER performance) of including pilot sub-carriers is less than 0.3 dB for realistic pilot density.

Finally, in Fig. 7, the analytical CDF in eq. (19) for the MSE, evaluated with values of $m_{AGP} = 2.72 \cdot 10^{-5}$, $m_{ANFIS} = 2.98 \cdot 10^{-5}$, $\sigma_{AGP} = 1.3 \cdot 10^{-3}$, $\sigma_{ANFIS} = 1.2 \cdot 10^{-3}$ and $Q = 7.3 \cdot 10^{-2}$, is shown and compared to the MSE obtained by simulations. It can be observed that the MSE is very small and the differences with respect to the simulations are negligible.

V. CONCLUSION

In this paper, two novel methods for the reduction of the envelope fluctuations in multi-carrier signals have been proposed. It has been shown that the proposed Time-domain neural Fuzzy system, although simpler than Time-Frequency-domain, offers a good performance in terms of reduction of envelope fluctuations but not in terms of BER. On the other hand,
the proposed Time-Frequency-domain neural fuzzy model offers similar reductions as Time-domain scheme and better performance in terms of BER, at the expense of a small increase in system complexity. The analytically obtained MSE has been shown to be very small and match accurately the simulations. It has been shown that both proposals outperform other already proposed schemes with a reduced complexity.

REFERENCES


