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A B S T R A C T

A generalization of the Cramér–Lundberg risk model perturbed by a diffusion is proposed. Aggregate claims of an insurer follow a compound Poisson process and premiums are collected at a constant rate with additional random fluctuation. The insurer is allowed to invest the surplus into a risky asset with volatility dependent on the level of the investment, which permits the incorporation of rational investment strategies as proposed by Berk and Green (2004). The return on investment is modulated by a Markov process which generalizes previously studied settings for the evolution of the interest rate in time. The Gerber–Shiu expected penalty–reward function is studied in this context, including ruin probabilities (a first-passage problem) as a special case. The second order integro-differential system of equations that characterizes the function of interest is obtained. As a closed-form solution does not exist, a numerical procedure based on the Chebyshev polynomial approximation through a collocation method is proposed. Finally, some examples illustrating the procedure are presented.

1. Introduction

The risk process presented by Gerber (1970) extends the classical model of risk theory introducing a Brownian diffusion. The total claims follow a compound Poisson process \( \{X_t, t \geq 0\} \) with Lévy measure \( \lambda f(x)dx, \) \( \lambda \) being the intensity of arrivals and \( f \) the density of jumps. The collection of premiums is driven by a Wiener process \( W^c_t \) independent of \( X_t \) with drift \( c \) and volatility \( \sigma \), thus the perturbed risk process with initial surplus \( u \) is given by

\[
dR_t = cd_t + \sigma dW^c_t - dX_t, \quad R_0 = u.
\] (1)

This process has been considered by Dufresne and Gerber (1991) where a defective renewal equation was derived for the probability of ruin \( \psi(u) = \Pr(\tau < \infty) \) where \( \tau = \inf\{t \geq 0 : R_t < 0\} \). A review of the research on this type of process can be found in Asmussen and Albrecher (2010), Chapter 11. Generalizations of the model are treated in Li and Garrido (2005), Sarkar and Sen (2005), and Morales (2007), whereas Ren (2005) gives explicit formulae to calculate the ruin probability and related quantities for phase-type distributed claims.

Let us now allow the insurer to invest the reserves \( U_t \) into an asset with time-dependent Markov-modulated return rate (drift) \( \Delta_t \) and volatility \( \kappa(U_t) \), that possibly depends on the amount invested \( U_t \), driven by a Wiener process \( W^I_t \) independent of the risk process \( R_t \)

\[
dU_t = (\Delta_t dt + \kappa(U_t)dW^I_t)U_t + dR_t, \quad U_0 = R_0 = u.
\] (2)

The drift parameter \( \Delta_t \) is governed by a finite state homogeneous Markov process with state space \( \{\delta_1, \ldots, \delta_n\} \), intensity matrix \( Q = (q_{ij})_{n \times n} \) and initial state \( \delta_0 \). For example, \( \Delta_t \) can be used to model the risk free rate announced by a central bank that evolves according to the Markov process by, for instance, 25 basis point jumps. The state space would be in this case e.g., 1.00%, 1.25%, 1.50%, 1.75%, 2.00%, . . . , 9.00%.

This environment offers considerable versatility in capturing the evolution of interest rates since any diffusion model to forecast the yield curve can be approximated arbitrarily well by continuous time Markov chains; see Kushner and Dupuis (1992). Variation of the volatility according to the size of the funds invested is justified, for example, by Berk and Green (2004) as an implication of their study of the performance of mutual funds and resulting rational
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capital flows. A particular shape of \( \kappa \) suggested in the cited paper, \( \kappa(u) = \frac{2u^2}{\varphi(u)} \), yields a surplus process in the form of an affine diffusion that was studied by Avram and Usabel (2008) in this context. Many practical ideas support a fund-dependent volatility, for instance the possibility to obtain more efficient portfolios due to transaction costs, when more money is available. Model (2) is a generalization of the process considered most frequently in the literature where the return rate and the volatility are constant in time, \( \Delta_t = \delta, \kappa(t) = \kappa_c \) like in Paulsen (1993), Paulsen and Gjessing (1997), Wang (2001), Ma and Sun (2003), Gaier and Grandits (2004), Grandits (2005), Cai and Yang (2005) and Wang and Wu (2008).

The stochastic differential equation (2) can be arranged into

\[
dU_t = (c + \Delta_t U_t) dt + \sqrt{\sigma^2 + \kappa^2(U_t) U_t^2} dW_t - dX_t
\]

with initial condition \((U_0, \Delta_0) = (u, \delta_0)\). The expected penalty–reward function (see Gerber and Landry (1998)) is introduced

\[
\phi_t(u) = E[\pi(U_t)(t \leq \tau) + P(U_t)(\tau > t) \mid U_0 = u, \Delta_0 = \delta_0]
\]

where \( \tau = \inf\{s \geq 0 : U_s < 0\} \). If ruin occurs before the time horizon \( t \), the penalty \( \pi(U_t) \) applies to the overshoot \( U_t \) at the ruin. Otherwise, the reward function \( P(U_t) \) applies to the reserves at time \( t \). The concept of the expected penalty–reward function presented in Gerber and Shiu (1997) and Gerber and Shiu (1998) is a quite general framework comprising several quantities of interest as a special case, such as the time to ruin, the amount at and immediately prior to ruin or survival probabilities.

For further analysis the smoothed version of the function \( \phi_t(u) \) will be considered, namely its Laplace–Carson transform in time defined as

\[
\Upsilon_t(\alpha) = \int_0^\infty e^{-\alpha t} \phi_t(u) dt.
\]

Further, letting \( H_t \) be an exponentially distributed random variable with parameter \( \alpha \), the former expression may be viewed as a penalty–reward function with an exponentially killed time horizon (see expression (6) in Avram and Usabel (2008))

\[
\Upsilon_t(\alpha) = \int_0^\infty e^{-\alpha t} \phi_t(u) dt = E[\pi(U_t)(t \leq H_\alpha)]
\]

where the last equality comes from substituting the definition of \( \phi_t(u) \) in (4).

The function \( \Upsilon_t(\alpha) \) is analytically more tractable than the original function while, at the same time, retains a probabilistic interpretation as a penalty–reward function considering an exponential random time horizon \( H_\alpha \).

The results in this paper are organized as follows: in Section 2 an integro-differential system of equations for the functions \( \Upsilon_t^\alpha(u) \), \( \Upsilon_t^{\alpha-}(u) \), \( \Upsilon_t^{\alpha+}(u) \) is derived and, applying the result of Le and Pascali (2009), sufficient conditions for the existence of the solution are established.

**Theorem 2.1.** For all \( \alpha \geq 0 \), functions \( \Upsilon_t^\alpha : [0, \infty) \to \mathbb{R} \) defined in (5) satisfy the following system of integro-differential equations

For \( i = 1, \ldots, n \)

\[
\frac{1}{2} (\sigma^2 + u^2 \kappa^2(u)) \frac{d^2}{du^2} \phi_t^\alpha(u) + (c + \delta u) \frac{d}{du} \phi_t^\alpha(u)
\]

\[
+ \sum_{j=1}^n q_{ij} \phi_t^{\alpha-}(u) - (\alpha + \lambda) \phi_t^{\alpha+}(u)
\]

\[
+ \lambda \int_0^u \Upsilon_t^{\alpha+}(u-x) f(x) dx
\]

\[
+ \alpha P(u) + \frac{c}{\delta} \int_0^\infty \pi(u-x) f(x) dx = 0.
\]

Given that \( \lim_{u \to -\infty} P(u) \) exists, \( \sigma > 0 \) and assuming positive security loading for the reserve process (2), the boundary conditions of the system are

\[
\Upsilon_t^\alpha(0) = \pi(0^-)
\]

\[
\lim_{u \to -\infty} \Upsilon_t^\alpha(u) = \lim_{u \to -\infty} P(u) = P(\infty).
\]

Moreover, if \( f \in C^2[0, \infty), P(u) \) and \( \kappa(u) \) are continuous for \( u \geq 0 \) and \( \pi(u) \) integrable, then the system of Eq. (6) has a solution \( \Upsilon_t^\alpha \) in \( C^2[0, \infty), i = 1, \ldots, n \).

**Proof.** First, a straightforward application of Itô’s lemma yields the infinitesimal generator of the process \( U_t \), which applied to the functions \( \phi_i^\alpha(u), i = 1, \ldots, n \) defined by (4), yields

\[
A \phi_i^\alpha(u) = \frac{1}{2} (\sigma^2 + u^2 \kappa^2(u)) \frac{d^2}{du^2} \phi_i^\alpha(u)
\]

\[
+ (c + \delta u) \frac{d}{du} \phi_i^\alpha(u) + \sum_{j=1}^n q_{ij} \phi_i^{\alpha-}(u)
\]

\[
+ \lambda \int_0^\infty \left( \phi_i^\alpha(u-x) - \phi_i^\alpha(u) \right) f(x) dx
\]

where \( \alpha \) are arbitrary constants, \( \pi(u-x) f(x) \) is a convolution term, \( \phi_i^\alpha(u) \) satisfy the Fokker–Planck equation (see e.g. Risken (1996))

\[
A \phi_i^\alpha(u) - \frac{\partial \phi_i^\alpha(u)}{\partial t} = 0
\]

with boundary conditions

\[
\phi_i^\alpha(u) = P(u) \quad u > 0
\]

\[
\phi_i^\alpha(u) = \pi(u) \quad u < 0 \quad \text{and} \quad t \geq 0
\]

for each \( i = 1, 2, \ldots, n \). Using (9b) the following holds

\[
\int_0^\infty \phi_i^\alpha(u-x) f(x) dx = \int_0^\infty \phi_i^\alpha(u-x) f(x) dx
\]

\[
+ \int_0^\infty \pi(u-x) f(x) dx
\]

Substituting the infinitesimal generator and (10) into the Fokker–Planck equation yields

\[
\frac{1}{2} (\sigma^2 + u^2 \kappa^2(u)) \frac{d^2}{du^2} \phi_i^\alpha(u) + (c + \delta u) \frac{d}{du} \phi_i^\alpha(u)
\]

\[
\frac{1}{2} (\sigma^2 + u^2 \kappa^2(u)) \frac{d^2}{du^2} \phi_i^\alpha(u) + (c + \delta u) \frac{d}{du} \phi_i^\alpha(u)
\]
The system (6) is obtained taking the Laplace–Carson transform with respect to \( t \) on both sides and expanding the last term integrating by parts

\[
\int_0^\infty \alpha e^{-\alpha t} \frac{\partial \phi_i(u)}{\partial t} dt = -\alpha P(u) + \alpha \int_0^\infty \alpha e^{-\alpha t} \phi_i(u) dt
\]

where the first boundary condition (9a) of the Fokker–Planck equation was used.

Concerning the boundary conditions of the integro-differential system, when the initial reserves are 0 and \( \sigma > 0 \), the presence of the Wiener fluctuation in premiums causes immediate crossing of 0 level; see for example the proof of Theorem 2.1 in Paulsen and Gjessing (1997). The second condition is the asymptotic case \( u \to \infty \) when under the assumption of positive security loading \( \lim_{u \to \infty} \gamma_i(u) = \lim_{u \to \infty} p(u) < \infty \).

To prove the existence of the solution, an equivalent system will be considered. A change of variable is now introduced in the System (6), \( h(v) = u \), where \( h : [0, 1] \to [0, \infty] \) is an arbitrary strictly monotone, twice continuously differentiable function. The system can now be written in terms of the functions \( \Gamma_i(v) = \Gamma_i(h(v)) \).

For \( i = 1, \ldots, n \)

\[
A(v) \frac{d^2}{dv^2} \Gamma_i(v) + B_i(v) \frac{d}{dv} \Gamma_i(v) + \sum_{j=1}^n q_{ij} \Gamma_j(v) - (\alpha + \lambda) \Gamma_i(v) + \lambda \int_0^v \Gamma_j(y)f(h(v) - h(y))h'(y)dy + \lambda S(v) + \alpha P(h(v)) = 0
\]

where

\[
A(v) = \frac{\sigma^2 + h^2(v)\kappa^2(h(v))}{2 h'(v)^2} + B_i(v) = \frac{\sigma + \delta h(v)}{h'(v)} = \frac{[\sigma^2 + h^2(v)\kappa^2(h(v))]h''(v)}{2 h'(v)^2}
\]

\[
S(v) = \int_0^1 \pi(h(v) - h(y))f(h(y))h'(y)dy
\]

with boundary conditions

\[
\Gamma_i(0) = \pi(0-) \quad \Gamma_i'(1) = \lim_{u \to \infty} P(u)
\]

Here \( h' \) and \( h'' \) denote the first and the second derivative of function \( h \). Finally, by integration

\[
\Gamma_i(v) = \Gamma_i(0) + \int_0^v \frac{h'(v)}{B_i(v)} \left[ H(v) - \lambda \int_0^v f(h(v)) - h(y) \right] dy - \int_0^v \int_0^v \frac{h'(v)}{B_i(v)} \Gamma_j(y) \right] dy
\]

\[
H(v) = \frac{1}{h'(v)} \left[ A(v) \frac{d^2}{dv^2} \Gamma_i(v) + \sum_{j=1}^n q_{ij} \Gamma_j(v) - (\alpha + \lambda) \Gamma_i(v) + \alpha P(h(v)) + \lambda S(v) \right].
\]

The existence of the solution \( \Gamma_i(v) \in C^2[0, 1] \) is guaranteed by Theorem 2 in Le and Pascalii (2009), as \( H(v) \) is a continuous function and \( f(h(v) - h(y)) \frac{h'(v)}{h'(v)} \) is integrable. The integrability is immediate as \( f \) is a density function and \( \frac{h'(v)}{h'(v)} \) is a bounded function of \( y \) on \([0, v]\) for all \( v \). This implies that \( \gamma_i(u) = \Gamma_i(h^{-1}(u)) \), a solution to (6), exists and \( \gamma_i(u) \in C^2[0, \infty] \). \( \square \)

3. Numerical solution

The second order system of integro-differential equation (6) that characterizes the Laplace–Carson transform of the expected penalty–reward function (5) does not have an explicit solution. In Akyuz-Dascioglu and Sezer (2005) and Akyuz-Dascioglu (2007) a numerical method was proposed for fairly general families of Fredholm–Volterra integro-differential systems of higher order which include the system treated in this article as a special case. The authors approximate the solution to the system by shifted Chebyshev polynomials on the interval \([0, 1]\). A collocation method is used to fit the Chebyshev expansion of the solution. In order to adapt the procedure to system (6), we need to transform the domain of the unknown functions \( \gamma_i(u) \), as was done in the proof of Theorem 2.1, from the interval \([0, \infty]\) to \([0, 1]\). First, the solution \( \gamma_i(u) \) of the transformed system is found and then, applying the inverse transform, the functions of interest \( \gamma_i(u) \) are recovered. The convergence of the method is treated in the original article along with the illustrative examples that compare the approximation and the exact solutions showing outstanding performance. The following section describes the method adapted to the setting of this article to keep it self-contained. The presentation follows the development in Akyuz-Dascioglu and Sezer (2005).

3.1. Approximation by Chebyshev polynomials

In matrix notation the transformed system is given by

\[
P_x(v) \frac{d^2}{dv^2} \Gamma_x(v) + P_{1y}(v) \frac{d}{dv} \Gamma_y(v) + P_0(v) \Gamma_u(v)
\]

\[
= g(v) + \int_0^v K(v, y) \Gamma_u(y) dy
\]

where \( \Gamma_x(v) = \) the column vector of unknown functions \( \Gamma_x(v) = (\Gamma_1(v), \Gamma_2(v), \ldots, \Gamma_n(v)) \). Coefficient matrices are as follows

\[
P_x(v) = A(v) h'(v) \cdot I_n
\]

\[
P_{1y}(v) = h'(v)^{-1} \text{diag}(B_i(v))
\]

\[
P_0(v) = h'(v)^{-1} [Q - (\alpha + \lambda) \cdot I_n]
\]

\[
K(v, y) = -\lambda f(h(v) - h(y)) \frac{h'(v)}{h'(y)} \cdot I_n
\]

\[
g(v) = -h'(v)^{-1} [\alpha P(h(v)) + \lambda S(v)] \cdot I_n
\]

\[
S(v) = \int_0^v \pi(h(v) - h(y))f(h(y))h'(y)dy.
\]

where \( I_n \) is the identity matrix of order \( n \times n \) and \( I_n \) is the column vector of ones of order \( n \times 1 \). The transform is performed with an arbitrary strictly monotone, twice continuously differentiable function \( h : [0, 1] \to [0, \infty] \).

The aim of the method is to approximate the solution by a truncated Chebyshev expansion

\[
\Gamma_i(v) = \sum_{r=0}^{n} c_r^i \phi_r(v) \quad i = 1, \ldots, n
\]
on the interval \([0, 1]\), where \(T^*_{\nu}(v)\) are shifted Chebyshev polynomials of the first kind (see, for example, Boyd (2001)) and \(a^n_k\) are the unknown coefficients to be determined. In matrix notation

\[
I^n_{ij}(v) = T^*_{ij}(v)A^*_i,
\]

where \(T^*(v) = (T^*_{0}(v), T^*_{1}(v), \ldots, T^*_{n}(v))\) is a row vector of shifted Chebyshev polynomials up to degree \(N\) and \(A^*_i = (a^0_k, a^1_k, \ldots, a^n_k)\) is a column vector of the corresponding coefficients. Similarly, the \(n\)th derivative of \(I^n_{ij}(v)\) can be expanded into

\[
\frac{d^n}{dv^n} I^n_{ij}(v) = T^*(v)A^n_{i}.
\]

The link between coefficients \(A^n_{i}\) and \(A^*_i\) from Sezer and Kaynak (1996) is

\[A^n_{i} = 4^n M^n A^*_i,\]

where

\[
M = \begin{pmatrix}
0 & 1 & 0 & 3 & 0 & 5 & \cdots & N \\
0 & 0 & 2 & 0 & 4 & 0 & \cdots & 0 \\
0 & 0 & 0 & 3 & 0 & 5 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 \\
\end{pmatrix},
\]

for odd \(N\)

\[
M = \begin{pmatrix}
0 & 1 & 0 & 3 & 0 & 5 & \cdots & 0 \\
0 & 0 & 2 & 0 & 4 & 0 & \cdots & N \\
0 & 0 & 0 & 3 & 0 & 5 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 \\
\end{pmatrix},
\]

for even \(N\)

yields the expansion of the \(n\)th derivative \(\frac{d^n}{dv^n} I^n_{ij}(v)\) in terms of Chebyshev coefficients \(A^*_i\).

On the other hand, functions \(K_{ij}(v, y)\) can be expanded in variable \(y\) into a Chebyshev series

\[K_{ij}(v, y) = \sum_{i=0}^{N} k^n_{ij}(v) T^n_{ij}(y),\]

where the Chebyshev coefficients \(k^n_{ij}\) are functions of \(v\). Using matrix notation for convenience

\[K_{ij}(v, y) = k^n(v)y^T + (v) y^T,\]

where \(k^n\) is the row vector of coefficients determined by Clenshaw–Curtis quadrature; see Clenshaw and Curtis (1960).

Substituting (14)–(16), the \(i\)th equation \((i = 1, \ldots, n)\) of the system (13) is finally obtained:

\[
\begin{align*}
& h^*(v)^{-1} A(v) 16M^2 T^* (v)A^*_i + h^*(v)^{-1} B(v) 4MT^* (v) A^*_i \\
& + h^*(v)^{-1} \left[ \sum_{i=1}^{n} q_{ij} (\alpha + \lambda) \right] T^* (v)A^*_i \\
& = g_{ij}(v) - \int_0^1 k^n(v)y^T (v) T^n (v) A^*_i dy.
\end{align*}
\]

The matrix of the inner product of Chebyshev polynomials

\[
Z^*(v) = (z^*_i(v)) = \int_0^1 T^* (v) T^* (v) dy
\]

\[
= \frac{1}{2} \int_{-1}^{1} T(x) T(x) dx = \frac{1}{2} (2n(2v - 1))
\]

\[
= \frac{1}{2} Z(2v - 1)
\]

which yields the system

\[h^*(v)^{-1} A(v) 8M^2 T^* (v)A^*_i + h^*(v)^{-1} B(v) 4MT^* (v) A^*_i \\
+ h^*(v)^{-1} \left[ \sum_{i=1}^{n} q_{ij} (\alpha + \lambda) \right] T^* (v)A^*_i
\]

\[= g_{ij}(v) - \int_0^1 k^n(v)y^T (v) T^n (v) A^*_i dy.
\]

The system \((17)\) yields another \(2n\) equations. A linear system of \(n(N-1) + 1\) equations is constructed and solved for the Chebyshev coefficients \(A^*_i\). Once the approximation \(I^n_{ij}(u) = \sum_{i=0}^{n} a^n_{ij} T_{ij}(u)\) is obtained, the relationship between the solution of the transformed and the original system from the Theorem 2.1 yields the approximation of the expected penalty–reward function \(T^n_{ij}(u) = I^n_{ij}(h^{-1}(u))\).

4. Numerical examples

As mentioned before, \(T^n_{ij}(u)\) is the Laplace–Carson transform in time of the expected penalty–reward function in a jump–diffusion process. This function has a probabilistic interpretation as the penalty–reward function in an exponentially killed time horizon \(H_u\). The ultimate case is also unveiled by a straightforward application of the Tauberian theorem

\[
\lim_{u \to 0} T^n_{ij}(u) = \lim_{u \to 0} \int_{0}^{\infty} \alpha e^{-\alpha t} \phi^i(t) dt
\]

\[= -\phi^i(0) + \lim_{u \to 0} \int_{0}^{\infty} e^{-\alpha t} \frac{d}{dt} \phi^i(t) dt
\]

\[= -\phi^i(0) + \int_{0}^{\infty} \frac{d}{dt} \phi^i(t) dt = \phi^i(\infty).\]

For the more challenging finite time horizon penalty–reward, a numerical inversion of the Laplace transform recovers the original function \(\phi^i(u)\); see Usabel (1999). The relationship \(C(s) = s\ell(s)\) between the Laplace transform \(L(s)\) and the Laplace–Carson transform \(C(s)\) applies.
The function $Q(x)$ characterizing the Markov process governing the evolution of the interest rate: 

$$Q(x) = \begin{pmatrix} 1 & -2 & 0 & 0 & 0 \\ 2 & 1.9 & -0.1 & 0 & 0 \\ 7 & 0 & 0.1 & -3 & 2 \\ 8 & 0 & 0 & 1 & -3 \\ 9 & 0 & 0 & 0 & -3 \end{pmatrix}.$$ 

The low interest rate regime embeds two levels 1% and 2% while the high interest rate regime considers three levels 7%, 8%, and 9%. Let the premium collection rate be 1 with the volatility of premium accruals 0.25, the intensity of claims arrival 1 (one claim every three time periods on average), the distribution of claim size lognormal in $N(0, \sigma^2)$. The volatility of the return on investment, dependent on the reserves level, is $\sigma^2 = 0.04$. 

### 4.1. Ultimate survival probability

The survival probability is a special case of the function $Y_0(u)$. For $\tau(x) \equiv 0$ and $P(x) \equiv 1$ 

$$\phi_{10}^u(x) = E[I(\tau = \infty) \mid U_0 = u, \Delta_0 = \delta_i].$$

The premium collection rate is $\lambda = 1$, the volatility of premium accruals $\sigma^2 = 0.04$, the intensity of claim arrivals $\lambda = 4$, and claims follow a Gamma distribution Gamma($5, 2$). The interest rate is assumed to be fixed at 3% with no volatility ($\sigma^2 = 0$). The ultimate survival probability $\phi_{10}^u(x)$ is considered in this context and thus $\tau = 0$ as motivated by (18). For the change of variables, the function $h(v) = -\ln(1 - v)$ was used. The Table 1 shows the approximations for various starting reserves and precision levels (order of Chebyshev polynomials).

### 4.2. Markov-modulated interest rate structure

The second example presents an interest rate structure driven by a Markov process and a reserve dependent volatility. Let us assume two regimes (high interest rate and low interest rate) comprising several interest rate levels. The intensity matrix $Q$, characterizing the Markov process, governs the evolution of the interest rate:

$$Q = \begin{pmatrix} 1 \% & 2 \% & 7 \% & 8 \% & 9 \% \\ 1 \% & -2 & 0 & 0 & 0 \\ 2 \% & 1.9 & -0.1 & 0 & 0 \\ 7 \% & 0 & 0.1 & -3 & 2.9 \\ 8 \% & 0 & 0 & 1 & -3 \\ 9 \% & 0 & 0 & 0 & -3 \end{pmatrix}.$$ 

#### Table 1

Ultimate survival probability for gamma distributed claims.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$N$-precision level</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>450</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>0.318081594</td>
<td>0.318079845</td>
<td>0.318079373</td>
<td>0.318079219</td>
<td>0.318079161</td>
<td>0.318079137</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.435631382</td>
<td>0.435628343</td>
<td>0.435628132</td>
<td>0.435628053</td>
<td>0.435628022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.753759689</td>
<td>0.753755453</td>
<td>0.753754322</td>
<td>0.753753953</td>
<td>0.753753813</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.987580029</td>
<td>0.987573342</td>
<td>0.987571486</td>
<td>0.98757086</td>
<td>0.987570616</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.999982762</td>
<td>0.999973643</td>
<td>0.99997087</td>
<td>0.999969864</td>
<td>0.999969447</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Table 2

Survival probability under Markov-modulated interest rate structure.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$N$-precision level</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>450</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>0.144815222</td>
<td>0.144815829</td>
<td>0.144815469</td>
<td>0.144814893</td>
<td>0.144814330</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.190540404</td>
<td>0.190535600</td>
<td>0.190526890</td>
<td>0.190519801</td>
<td>0.190514806</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.191793488</td>
<td>0.191791534</td>
<td>0.191785092</td>
<td>0.191779096</td>
<td>0.191774506</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.676384252</td>
<td>0.676379019</td>
<td>0.676368970</td>
<td>0.676367443</td>
<td>0.676364893</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.855051985</td>
<td>0.855050453</td>
<td>0.855049147</td>
<td>0.855048898</td>
<td>0.855048362</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.856050653</td>
<td>0.856050124</td>
<td>0.856050046</td>
<td>0.856049544</td>
<td>0.856051286</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.927203635</td>
<td>0.927208863</td>
<td>0.927208683</td>
<td>0.927208670</td>
<td>0.927206693</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.98199664</td>
<td>0.981999965</td>
<td>0.982000462</td>
<td>0.982000177</td>
<td>0.981999560</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.98463390</td>
<td>0.984636092</td>
<td>0.984638807</td>
<td>0.984637973</td>
<td>0.984635962</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.994938439</td>
<td>0.994967119</td>
<td>0.994973839</td>
<td>0.994982157</td>
<td>0.994987271</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.999420042</td>
<td>0.999408697</td>
<td>0.999411851</td>
<td>0.999412960</td>
<td>0.999412867</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.999715443</td>
<td>0.999721564</td>
<td>0.999724130</td>
<td>0.999725128</td>
<td>0.999725416</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.999823018</td>
<td>0.999826823</td>
<td>0.999831216</td>
<td>0.999831382</td>
<td>0.999832412</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.999983769</td>
<td>0.999991103</td>
<td>0.999993249</td>
<td>0.999993281</td>
<td>0.999993614</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.999988832</td>
<td>0.999999329</td>
<td>0.999999592</td>
<td>0.999999605</td>
<td>0.999999744</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Table 5

Conclusions

A general model for the risk process of an insurance company is presented allowing arbitrary distributions of the claim sizes, a Wiener fluctuation in premium collection and investment in a possibly, risky asset. The evolution of the return rate is modulated by Markov process implementing a non-constant interest rates in a risk process. In particular, we suggest the possibility of interpretation as interest rates announced by a central bank that in
practice move by a quarter percentile jumps. A method is obtained to calculate the Gerber–Shiu expected penalty–reward function in this framework that comprises several interesting particular cases such as the calculation of ruin probabilities or moments of the deficit at ruin. The method is based on Chebyshev polynomial approximations and shows an outstanding convergence rate.
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