Numerical simulations of impact behaviour of thin steel plates subjected to cylindrical, conical and hemispherical non-deformable projectiles
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Abstract

In this paper, a numerical study of normal perforation of thin steel plates impacted by different projectile shapes is reported. The numerical simulations of this problem have been performed using a finite element code, ABAQUS Explicit with a fixed and an adaptive mesh for the plate. To define the thermoviscoplastic behaviour of the material constituting the plate, the Johnson Cook model has been used. This homogeneous behaviour has been coupled with the Johnson Cook fracture criterion to predict completely the perforation process. Three kinds of projectile shape (blunt, conical and hemispherical) have been simulated with a large range of impact velocities from 190 to 600 m/s. The analysis considers the influence of adiabatic shear bands, plastic work and the gradient of temperature generated in the plate. The numerical results predict correctly the behaviour projectile plate in agreement with experimental data published by other authors.
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1. Introduction

Impact on plates is a complex and complete problem including dynamic behaviour, fracture, damage, contact and friction. We observe an internal energy which is an irreversible thermodynamic process due to transfer of kinetic energy, dynamic plastic flow, elastic and plastic wave propagation and large plastic deformation at high strain rates inducing thermal softening responsible of instabilities. It has been observed during this kind of projectile-plate impacts (metal metal) [1-3] that the nose shape of the projectile used changes the energy absorbed, the failure mode and the ballistic limit [1,2]. It is reported in [1,2] that a blunt projectile
at low impact velocity is better to perforate completely the plate due to the failure mode. In this example, Fig. 1a and b, the failure mode is due to adiabatic shear band propagation inducing a plug ejection and reducing the ballistic limit. In this case, the plug diameter \( d_{pl} \) is close to the projectile diameter \( d_{p} \), and the distance between projectile-plate is \( d_{w} \neq 0 \) (Fig. 1b) (stage II), inducing locally very high shear strain rate \( \dot{\gamma} \) up to \( 10^4 \, s^{-1} \), as observed frequently during high speed cutting.

\[
\dot{\gamma} = \frac{V_0}{d_w} \tag{1}
\]

This process is strongly coupled to hardening \( e^p \), strain rate \( \dot{e} \) and temperature \( T \) [1,3]. Due to the local temperature increase \( \Delta T(e^p, d^p, \dot{e}^p) \) an adiabatic shear band (ASB) is generated, which induces a thermal softening caused by large plastic deformation localisation \( \dot{e}^p \) [1,2,4,6]. On the contrary, at high velocity the projectiles with hemispherical and conical shapes provide higher residual velocities: the complete perforation of the plate is caused by ductile hole enlargement generating in some case a petalling failure mode as for example observed also for small plate thickness (Fig. 1c) [1,2]. The bending effect and compressive state are predominant in this failure mode without shear effect. Thus, as discussed previously to define precisely this kind of behaviour it is necessary to use a constitutive relation which involves strain \( e^p \), strain rate \( \dot{e}^p \) and temperature \( T \) effects coupled with local temperature increase \( \Delta T(e^p, d^p, \dot{e}^p) \) responsible of instability [1]. It is also necessary to use a failure criterion allowing reproducing these kinds of experimental observations (Fig. 1). Numerically, several previous studies of structural impact on steel plates have been performed using FE LS-DYNA code [4,6,7].

---

**Nomenclature**

- **B**: blunt
- **C**: conical
- **H**: hemispherical
- **\( e^p \)**: equivalent strain
- **\( d_{p} \)**: diameter
- **\( h \)**: thickness
- **\( L \)**: projectile length
- **\( m \)**: mass
- **\( T \)**: temperature
- **\( t \)**: time
- **\( V_0 \)**: impact velocity
- **\( \sigma \)**: equivalent stress
- **\( E_k \)**: kinetic energy
- **\( W_p \)**: plastic work
- **\( d_{w} \)**: distance projectile-plate

**Subscripts**

- **bl**: ballistic limit
- **f**: final value of fracture
- **i**: initial value
- **m**: maximum value
- **\( \mu \)**: frictional coefficient
- **p**: projectile
- **pl**: plug
- **r**: residual value
- **t**: target

---
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In these previous studies numerical problems occur when fixed meshes are used, specially using conical projectile [7]. Therefore, it is recommended to use an adaptive mesh for this configuration. The same observation was reported by Gupta et al. [2] studying numerically the problem of aluminium plate impact with ABAQUS FE code. In conclusion, the problem of plate impact perforation is not so easy to solve numerically due to element distortion caused by severe local loading. In this work, finite element simulations of steel plates impacted by cylindrical, conical and hemispherical non-deformable projectiles are performed using an explicit finite element code ABAQUS-Explicit [8], currently used for dynamic loading problems [2, 9, 11]. The numerical configuration used in terms of dimensions and boundary conditions is based on experimental set-up proposed by Borvik et al. [1]. Numerical results obtained allow to predict properly the complete process of perforation as it will be discussed in this paper. The analysis considers the influence of adiabatic shear band, gradient of temperature, and plastic work $W_p$ generated in the plate during perforation process.

2. Definition of the thermoviscoplastic behaviour

The material plate, Weldox 460 E, is a thermo-mechanically rolled ferritic structural steel offering high strength combined with high ductility $\varepsilon_p^{\text{max}}/C_25 \approx 1 \%$ [1, 4, 14]. The yield stress is about $\sigma_y \approx 500$ MPa with a failure stress $\sigma_{\text{failure}} \approx 1$ GPa. This material has been chosen since it is often studied and several experimental results have been published in tension and perforation [1, 4, 15, 16], which allow to validate numerical results. To define analytically this kind of thermoviscoplastic behaviour several approaches may be used as physical or phenomenological formulation. Moreover, in terms of phenomenological approach several constitutive relations exist [10, 17, 19]. In our case, the Johnson-Cook model (JC), has been used to describe the behaviour observed at high impact velocity because it takes into account high strain rates sensitivity, large deformation and thermal softening. Moreover, this model is pre-implemented in ABAQUS-Explicit. The explicit formulation of the JC model is defined by:
\[ \sigma(\varepsilon, \dot{\varepsilon}, T) = [C_1 + C_2(2^\varepsilon)] \left[ 1 + C_3 \ln \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right) \right] \left( 1 - \frac{T}{T^*} \right), \]  
(2)

where \( C_1 \) is the yield stress, \( C_2 \) is a constant of material, \( n \) is the hardening parameter, \( C_3 \) is the strain rate sensitivity and \( m \) is the temperature sensitivity parameter, \( \dot{\varepsilon}_0 \) is the lower limit of the constitutive relation and \( T^* = (T - T_0)(T_m - T_0) \) is the homologous temperature, where \( T \) is the current temperature, \( T_0 \) is the room temperature and \( T_m \) is the melting temperature. These constants are reported in Table 1 [4].

In addition, this constitutive relation coupled to the heat equation, Eq. (3), allows to obtain the temperature increase \( \Delta T \), in adiabatic conditions

\[ \Delta T(\varepsilon, \dot{\varepsilon}, T_0) = \frac{b}{\rho C_p} \int_{\varepsilon_0}^{\varepsilon} \sigma(\varepsilon, \dot{\varepsilon}, T) d\varepsilon, \]  
(3)

where \( b \) is the Quinney Taylor coefficient which defines the plastic work part converted into heat. The value for steel is assumed constant and equal to \( b = 0.9 \) [20], \( \rho \) is the density of the material and \( C_p \) is the specific heat at constant pressure.

Fig. 2 shows the comparisons between experimental and analytical results reported in terms of strain rate sensitivity for different equivalent strain levels. Even if the strain rate sensitivity is not well defined, good results are obtained with the constants published by [4] in term of stress level. In fact, the non linear strain rate sensitivity of the material can not be defined using the JC model (dashed lines of Fig. 2) due to the analytical formulation, Eq. (2). The strain rate sensitivity of the material used in this study is reported on the following curve (Fig. 2), using different sets of constants published in the literature to define the thermoviscoplastic behaviour of Weldox 460 E [4,9].

![Fig. 2. Strain rate sensitivity for Weldox 460 E Steel. Experimental data and analytical results of JC model (Eq. (2)) using material constants from Borvik [4] and Teng [9].](image-url)
To define completely the problem of plate impact perforation, the JC failure criterion has been used which considers the thermoviscoplastic effect.

3. Fracture model based on the JC model

The fracture model used in this study is extended from the criterion proposed by Hancock and Mackenzie [21]. The formulation has been proposed by Johnson and Cook [22] to include strain \( \dot{e}_p \), strain rate \( \dot{\varepsilon}_p \) and temperature \( T \) dependencies. This model includes stress triaxiality \( \sigma^* \), important parameter for this kind of application. Some results have also been reported in the literature concerning failure criterion dependency with stress triaxiality (see Fig. 3). Failure is assumed when a parameter \( D \) exceeds unity. The \( D \) parameter is summed over all increments of deformation. The evolution of \( D \) is the following:

\[
D(x_p, \dot{e}_p, T, \sigma^*) = \sum \left( \frac{\Delta e_p}{e_p(\dot{e}_p, T, \sigma^*)} \right)
\]

where \( \Delta e_p \) is an increment of accumulated equivalent plastic strain that occurs during an integration cycle, and \( e_p^f \) is the critical failure strain level.

The plastic failure strain \( e_p^f \) is assumed to be dependent of a non-dimensional plastic strain rate \( \dot{\varepsilon}_p/\dot{\varepsilon}_0 \), a dimensionless pressure deviatoric stress ratio \( \sigma^* = \sigma_p/\sigma \), where \( \sigma_p \) is the mean stress and \( \sigma \) is the equivalent stress previously defined) and a non dimensional temperature \( T^* \) as defined previously. The dependencies \( e_p^f = f(\sigma^*, \dot{\varepsilon}_p, T) \) are assumed separable and take the following expression:

\[
\begin{align*}
\dot{e}_p^f &= D_1 + D_2 \exp(D_3 \sigma^*) \left[ 1 + D_4 \ln \left( \frac{\dot{\varepsilon}_p}{\dot{\varepsilon}_0} \right) \right] \left[ 1 + D_5 T^* \right] \\
\sigma^* &= \frac{1}{3}(\sigma_1 + \sigma_2 + \sigma_3)
\end{align*}
\]

where \( D_i \) are failure constants depending on materials used. The constants used for the material considered and published by Borvik et al. [4] are given in Table 2.

![Figure 3. Failure strain level depending on solicitation state [15] for different materials.](image)

Table 2: Constants used to define fracture model [4]

<table>
<thead>
<tr>
<th>Fracture criterion constants</th>
<th>( D_1 )</th>
<th>( D_2 )</th>
<th>( D_3 )</th>
<th>( D_4 )</th>
<th>( D_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constants used for the material considered</td>
<td>0.0705</td>
<td>1.732</td>
<td>0.54</td>
<td>0.0123</td>
<td>0</td>
</tr>
</tbody>
</table>
In fact, the fracture model criterion is based on an equivalent plastic strain value $\varepsilon^p$ to the element integration point. It is observed that the strain rate in our case induces only a small decrease of the failure strain level (Fig. 4). The value is close to $\varepsilon^p \approx 1.5$ in shear and $\varepsilon^p \approx 1.3$ in tension. The two stress states are responsible for the failure in this specific application reported in this paper. This kind of fracture model based on a failure strain level is frequently used for dynamic application since at very high velocity, the failure strain level $\varepsilon^p$ is almost constant [23,24]. The value generally observed is close to $1.2 \leq \varepsilon^p_{failure} \leq 1.5$ in tension [10] and $1.4 \leq \varepsilon^p_{failure} \leq 1.6$ in shear (Figs. 3 and 4). This kind of fracture model is erosive in ABAQUS inducing an instantaneous element deletion [8] when an imposed plastic strain level is reached. Thus, using this kind of criterion the mesh in the damaged part must be very fine to not affect the numerical results in terms of energy.

4. Numerical simulations using ABAQUS explicit

4.1. Experimental configuration

The numerical simulations have been based on the experimental set-up proposed by Borvik et al. [1]. The goal consists to launch via a gas gun a projectile directly on a steel plate with a thickness $h = 12$ mm clamped on the external diameter, $\varphi = 500$ mm [1,4]. In our case only the normal impact angle $\varphi = 90^\circ$ configuration has been studied. It is clear, as it has been reported in the literature that the plate-projectile incident angle $\varphi$ affects the failure mode directly, the ballistic limit and the penetration force [25,26]. The projectiles are machined with high-strength steel in comparison with the plate to reduce plastic deformation of the projectile. The projectiles have the same diameter $\phi_{projectile} = 20$ mm and a constant mass of $m = 197$ g for each nose shape configuration (Fig. 5).

Thus, for a given velocity $V_0$ the kinetic energy is the same without effect of nose shape, $E_{kinit}$ constant. During the experimental tests the initial impact and residual velocities are measured using a laser optical
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Fig. 4. Failure criterion used in this work for steel alloys (Eq. (5)).

Fig. 5. Nose shape projectile used during numerical simulations.
device [1,4]. By using high speed camera the perforation event is recorded allowing to estimate the velocity of the projectile during perforation [1,4]. This technique allows to have an estimation of the failure mode. The experimental results obtained by this technique and published in the literature are a reference and frequently used to validate this kind of application.

The impact velocities during experiments vary from $180 \leq V_0 \leq 452 \text{ m/s}$ allowing to define the ballistic limit [1] for different nose shapes (Fig. 6).

4.2. Mesh definition and boundary conditions used during numerical simulations

The numerical simulations for each case have been performed using axisymmetric mesh (Figs. 6 and 7). The steel plate with a diameter $d = 500 \text{ mm}$ and a thickness $h = 12 \text{ mm}$ has been meshed with CAX4R elements corresponding to four nodes and reduced integration [8]. The optimal mesh has been obtained using a convergence method (stability of the results without mesh dependency). The smaller size element $l_0$ defines directly the integration time step $\Delta t \propto l_0/C_0$ via elastic wave speed $C_0 = \sqrt{E/\rho}$. If the element length is strongly reduced the integration time reaches $\Delta t \rightarrow 0$. The mesh is denser in the contact zone projectile-plate to satisfy the conditions proposed by Zukas [27] with an initial element size of $0.2 \times 0.2 \text{ mm}^2$. This value is close to $0.25 \times 0.2 \text{ mm}^2$, used by Borvik et al. [7]. Therefore, the number of elements in the thickness is equal to 60 and the total number of elements for the plate is equal to 13800 elements with 9000 elements for the denser part (Fig. 7).

The projectile has been meshed with the same elements, with 5000 for the blunt shape, 3430 for the conical shape and 5180 for the hemispherical shape (Figs. 7 and 8). The projectile behaviour has been defined as elastic using a large value for the yield stress $\sigma_y = 1900 \text{ MPa}$ [4,7] allowing to reduce plastic deformation in the projectile. The contact between the projectile and the plate has been defined with a penalty contact algorithm and a hard contact model, both of them available in ABAQUS-EXPICIT [8]. The “hard contact” option allows to adjust automatically the stiffness, generated by the “penalty contact algorithm”, to minimize penetration without adversely affecting the time increment.

In relation to frictional effects, several values have been used in the literature to define the dynamic frictional coefficient $\mu$ [7,8,28]. In this work typical values of 0 for blunt projectiles and 0.05 for conical and hemispherical projectiles have been used [7].

Two kinds of procedures have been used during numerical simulations. The first was to use a fixed mesh in terms of length elements while the second was to use an adaptive mesh allowing to regenerate the mesh of the plate during time calculations. The first option is well defined and robust for problems involving small or moderate deformation (without severe distortion). For large deformation with strong element distortion, as in our case, the algorithm does not work efficiently and problem of convergence appears. Thus, the second option using adaptive mesh is better and does not alter the topology (elements and connectivity) of the mesh. The adaptive meshing in ABAQUS-Explicit combines the features of pure Lagrangian analysis (in which the mesh follows the material, as is usually the case in ABAQUS) and Eulerian analysis (in which the mesh is fixed.

![Fig. 6. Ballistic definition depending on the nose of the projectile [1].](image)
spatially and the material flows through the mesh) currently referred as Arbitrary Lagrangian Eulerian (ALE) analysis. In an adaptive mesh increment, a new, smoother mesh is created by sweeping iteratively over the adaptive mesh domain. During each mesh sweep, nodes in the domain are relocated based on the current positions of neighboring nodes and elements to reduce element distortion. In a typical sweep a node is moved as a fraction of the characteristic length of any element surrounding the node. In our case the sweep mesh value has been assumed between 20 and 100, the lower value for blunt nose and high velocities while the upper value for conical projectiles and initial velocities close to the ballistic limit. This choice solves convergence problems during numerical simulation.

5. Analysis of plate impact perforation

The first considerations made during our numerical simulations were to observe the failure mode depending on the nose shape projectile used. It is shown on Figs. 10, 12, that the failure mode for each case is in agreement with experimental observations. For blunt projectile, an adiabatic shear band initiation appears quickly, due to the geometric singularity of the projectile, after few microseconds. This adiabatic shear band generates a plug ejection as ultimate failure stage (Fig. 10e).

Due to the fact that ASB is a very fast process, $600 \leq V_C \leq 800$ m/s at high impact velocity, as reported by Molinari and Bonnet [29] (Fig. 9), the thickness of the plug for an applied velocity $V_0 < 600$ m/s is close to the initial thickness of the plate with the same diameter of the projectile (Fig. 10a).

However, at high initial impact velocity $V_0 \geq 600$ m/s, due to high compressive stage and trapping of plastic deformation close to the impact side (Fig. 10a), the thickness of the plug is reduced and smaller than the initial thickness. The trapping of plastic deformation close to the impact side is due to the critical impact velocity phenomenon (CTV) as reported by Klösač et al. [30]. In this precise case, the plastic wave celerity $C_p$ reach...
zero, \( C_0 = \sqrt{\tau_0/\rho} \), due to thermal softening of the material [10]. Moreover, as shown previously (Fig. 9), the adiabatic shear band celerity \( V_C \) has a plateau at very high applied velocity \( \lim_{V_0 \to \infty} V_C = \infty \). Thus, if the initial impact velocity is close to the ASB velocity, it is possible to induce a compressive state inducing a length reduction of the plug. For \( V_0 \geq 600 \text{ m/s} \), the projectile is faster than the ASB propagation and the length of the plug, numerically obtained, is \( l_{\text{plug}} = 5 \text{ mm} \). For lower impact velocities, \( V_0 \leq 190 \text{ m/s} \), the ASB is faster in comparison to the initial velocity, inducing a failure by ASB propagation and the length of the plug observed is equal to \( l_{\text{plug}} = 8.5 \text{ mm} \). The reduction of the plug measured is due to the compressive state and due to numerical erosion of the material during the simulation. This effect is more accentuated at high impact velocities.

In the hemispherical case, the compressive and tension states induce a small plug ejection with a very thin thickness (Fig. 11b and c). The failure for hemispherical configuration is due to necking close to the contact zone projectile-plate. However, it is observed that for \( V_0 \geq 280 \text{ m/s} \), the necking appears on the top of the contact zone projectile-plate with hole enlargement due to homogeneous plastic flow on the contact side (Fig. 11i and j). For high initial velocity due to trapping of plastic deformation on the impact side, the plastic flow is reduced inducing a circumferential necking (Fig. 11d). The same behaviour is observed experimentally using lubricated or dry condition for sheet steel [13] allowing to reduce or not the sliding between the projectile and the specimen [13]. On the contrary, it is observed that facilitating the plastic flow on the contact zone for low impact velocity or lubricated configuration, the necking appears on the top contact zone (Fig. 11i).

Concerning conical shape the force level observed is very low to perforate completely the plate at very high impact velocity \( V_0 \geq 600 \text{ m/s} \), inducing only a small decrease of the initial velocity and at the same time a low force level of perforation in comparison with H and B configuration, \( F(t) = mF(t) \) (Fig. 12). It is also observed for the ballistic velocity that the flexure effect is very important due to punctual contact in comparison with hemispherical and blunt shapes. For H and B projectiles the force is spread on a larger surface reducing the flexure effect.

Using numerical simulations, the residual velocity \( V_r \) has been estimated for all nose shapes (Figs. 13 15) and compared with experimental results published in [1]. The numerical results reported correspond to a fixed and an adaptive mesh. For each case, the numerical results are close to experimental results in terms of slope increase and ballistic limit estimation. For hemispherical and conical projectiles, at low impact velocity, the model provides slightly higher values of residual velocity than the experimental data. Different values of frictional coefficient for H and C configurations involve sensitive variations on numerical results (see Appendix). For blunt shape, the friction is less important due to ASB failure. For other cases, friction effect is more important due to large surface contact (hole enlargement). Using adaptive mesh the residual velocity is higher when using fixed mesh for blunt, hemispherical and conical nose shape. In fact using an adaptive mesh option, the
Fig. 10. Numerical simulation of plate perforation process for blunt nose shape. Left: (a) $V_0 = 600$ m/s; Right: (b) $V_0 = 190$ m/s.
Fig. 11. Numerical simulation of plate perforation process for hemispherical nose shape. Left: $V_0 = 600$ m/s. Right: $V_0 = 280$ m/s.
Fig. 12. Numerical simulation of plate perforation process for conical nose shape. Left: (a) $V_0 = 600$ m/s. Right: (b) $V_0 = 250$ m/s.
algorithm allows having a more or less constant length mesh and in this case, the local strain rate is lower in comparison with a fixed mesh. Moreover, using a fixed mesh, the plastic deformation increases quicker in comparison with an adaptive mesh where the length is more or less always the same during calculation. For an adaptive mesh the failure is faster inducing a resistance decrease and the residual velocity is higher. The constants of Eq. (6), have been estimated using numerical results, Tables A1–A6 (see Appendix). As observed during experiments, the ballistic velocity is lower for blunt nose projectile and close to \( V^{\text{blunt}} \approx 180 \text{ m/s} \) (Fig. 16). The failure mode appears by adiabatic shear band propagation (Fig. 10) inducing a plug ejection with the same diameter of the projectile. Concerning hemispherical and conical nose shape, the ballistic velocity is of the same order varying from 250 to \( V^{\text{H}} \approx 270 \text{ m/s} \) (Figs. 17 and 18) in agreement also with experiments [1]. It is also observed that for conical configuration, the residual velocity \( V_r \) tends to the initial impact velocity \( V_0 \) notably for very high impact velocity \( V_0 > 500 \text{ m/s} \). Several formulations have been proposed to define the ballistic limit as a function of the initial impact velocity [6]. The most frequently used is the relation reported in [31] allowing to define the residual velocity \( V_r \) with the specific parameters of the plug and the projectile.

Fig. 13. Numerical estimation of the residual velocity and comparison with experimental results, blunt projectile (B).

Fig. 14. Numerical estimation of the residual velocity and comparison with experimental results, hemispherical projectile (H).
\[
V_r = \frac{V^K}{\lambda_0^{1/K}} \quad (\text{with } K \approx 2)
\]

where \(m_p\) is the mass of the plug, \(m_p\) is the mass of the projectile, \(V_o\) is the initial velocity of the projectile, \(V_{bl}\) is the ballistic velocity and \(K\) is a fitting constant.

Using numerical results a variation of the constant \(\lambda\) is observed, Eq. (6), with the projectile geometry. The coefficient is equal to \(\lambda_{\text{conical}} \rightarrow 1\) for conical nose shape and to \(\lambda_{\text{blunt}} \rightarrow 0.779\) for blunt nose shape. These values are in perfect agreement with experimental results. For blunt projectiles, the failure mode appears by adiabatic shear band propagation creating a plug ejection where \(m_p > 0\) and in this case \(\lambda < 1\), Eq. (6).

For conical nose shape, the perforation is due to hole enlargement without plug ejection thus in this last case \(m_p \rightarrow 0\) inducing \(\lambda \approx 1\). For hemispherical nose shape H, the configuration is between the configuration B and C since the perforation appears also by a small plug ejection and a hole enlargement, thus the value of \(\lambda_{\text{hemispherical}}\) is between \(0.779 < \lambda_{\text{hemispherical}} < 1\) (Table 3).

The second parameter interesting during this kind of loading is the fracture time \(t_f\) corresponding to a complete perforation of the plate. During numerical simulation the fracture time \(t_f\) is defined when the force...
induced to the projectile is equal to $F(t_f)$. Thus, it is observed a good tendency between experimental and numerical results (Figs. 19 and 20). Some differences appear at low impact velocity for blunt and hemispherical configuration. The reason may be linked to the material defects which are very important for low loading as during quasi-static loading. In dynamic loading, due to the rapidity of the process, the defect seems to be less important and numerical results (homogeneous microstructure) are in agreement with experiments. Fig. 21

<table>
<thead>
<tr>
<th>Initial impact velocity, $V_0$ (m/s)</th>
<th>Residual velocity, $V_r$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Numerical results</td>
</tr>
<tr>
<td></td>
<td>Eq. 6</td>
</tr>
<tr>
<td></td>
<td>Hemispherical nose projectiles (Adaptive mesh), $\mu = 0.05$</td>
</tr>
<tr>
<td></td>
<td>Conical nose projectiles (Adaptive mesh), $\mu = 0.05$</td>
</tr>
<tr>
<td></td>
<td>$V_0 = V_r$</td>
</tr>
</tbody>
</table>

Table 3: Definition of ballistic limit constants using Eq. (6) for fixed and adaptive mesh.

<table>
<thead>
<tr>
<th>Projectile Type</th>
<th>$k$ (fixed mesh)</th>
<th>$V_{bl}$ (fixed mesh) (m/s)</th>
<th>$K$ (fixed mesh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blunt projectile (B), Eq. (6)</td>
<td>0.779 (0.813)</td>
<td>180 (189)</td>
<td>2.267 (1.912)</td>
</tr>
<tr>
<td>Hemispherical projectile (H), Eq. (6)</td>
<td>0.887 (0.902)</td>
<td>270 (276)</td>
<td>2.323 (2.157)</td>
</tr>
<tr>
<td>Conical projectile (C), Eq. (6)</td>
<td>1 (1)</td>
<td>244 (250)</td>
<td>2.07 (2.03)</td>
</tr>
</tbody>
</table>

Thus, it is observed a good tendency between experimental and numerical results (Figs. 19 and 20). Some differences appear at low impact velocity for blunt and hemispherical configuration. The reason may be linked to the material defects which are very important for low loading as during quasi-static loading. In dynamic loading, due to the rapidity of the process, the defect seems to be less important and numerical results (homogeneous microstructure) are in agreement with experiments. Fig. 21
Fig. 19. Numerical estimation of the fracture time and comparison with experimental results, blunt projectile (B).

Fig. 20. Numerical estimation of the fracture time and comparison with experimental results, hemispherical projectile (H).

Fig. 21. Numerical estimation of the fracture time and fitting curve, conical projectile (C).
shows the numerical results for conical shape. In this case, due to the absence of experimental data only numerical results are reported.

Concerning kinetic energy of the projectile converted into work \( W \), Eq. (7), evolution with impact velocity is reported (Fig. 22). This tendency is in agreement with experimental results published in the literature [1,4,32,34]. For hemispherical and blunt noses, \( W \) increases with initial velocity because the slope of the residual velocity (Figs. 16 and 17) is equal or minor than 1, while for conical nose, \( W \) decreases due to the slope of residual velocity increases with initial impact velocity \( V_0 \) (Fig. 18).

\[
W = \frac{1}{2} m_0 (V_r^2 - V_0^2)
\]  

Concerning plastic work \( W_p \) obtained, this quantity decreases with initial impact velocity for the three nose shapes considered (Fig. 23). The reason is that increment of impact velocity reduces plastic zone and produces damage localisation. For blunt projectiles, the plastic zone is smaller than the others cases since ASB limits plastic energy (thin plastic deformation band). However, for conical projectiles the plastic work is higher due to the predominance of strain rate sensitivity effect and also because the permanent radial compressive state and hole enlargement increase the volume deformed. Finally, for hemispherical projectiles a change of the behaviour is observed: low initial impact velocity generates necking on the top of the contact zone projectile-plate on contrary at high initial velocity, trapping of plastic deformation appears locally inducing a reduction of the volume deformed (Fig. 11).

An estimation of the temperature during the process of plastic deformation has been performed for a velocity corresponding to the ballistic limit and a velocity of \( V_0 = 600 \) m/s (Fig. 24). An increase of the temperature is observed during perforation process. However, for high impact velocity the temperature seems to be lower. The reason is certainly due to bending effect which induces an increase of plastic work. For high impact velocity the failure appears quickly without bending effect and in this case the plastic work is lower. Generally, the tendency of the temperature is an increase with an average value corresponding to complete failure equal to \( \Delta T = 500 \) K.

Thus it is observed using these numerical simulations that the behaviour of the material must be well defined since it depends strongly on the strain rate and temperature sensitivity amplified by large deformation. During this kind of application the strain level observed is close or higher to 1.

Concerning the influence of frictional effect, numerical results for blunt projectiles are very similar for different values of \( \mu \) considered (Tables A1 and A2; see Appendix). Moreover, different values of \( \mu \) in conical and hemispherical projectiles induce sensitive changes for residual velocity (Tables A3-A6).
6. Conclusions

In conclusion it is possible to predict accurately with numerical simulations the impact failure mode as observed during experiments depending on the nose shape. With blunt nose shape the failure mode appears by adiabatic shear band propagation inducing plug ejection as final stage. Conical projectiles produce permanent radial compressive state and hole enlargement. Hemispherical projectile combines previous failure modes depending on impact velocity. It is possible to predict the ballistic limit and the fracture time in agreement with experimental values published in the literature [4,7,32] without strong effect between adaptive or fixed mesh (see Appendix). The difference between these two approaches is linked to the convergence during numerical simulation. In some cases using fixed mesh, the calculation is stopped due to element distortion. Using ALE approach, this problem is reduced maintaining the high quality of the mesh through the process. It is also observed that kinetic energy converted to plastic work is related to the failure mode linked to each projectile nose shape and strain rate sensitivity effect of the material used to define the plate behaviour.
Acknowledgements

The authors are indebted to the Comunidad Autónoma de Madrid (Project CCG06-UC3M/DPI-0796) for the financial support of this work.

Appendix


Table A1
Blunt nose shape for $\mu = 0$

<table>
<thead>
<tr>
<th>$V_i$ (m/s)</th>
<th>$V_r$ (m/s)</th>
<th>$t_f$ (us)</th>
<th>$K_{ip}$ (kJ)</th>
<th>$K_{fp}$ (kJ)</th>
<th>$W$ (kJ)</th>
<th>Mesh used</th>
</tr>
</thead>
<tbody>
<tr>
<td>600.0</td>
<td>454.6</td>
<td>31</td>
<td>35.46</td>
<td>20.37</td>
<td>15.09</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>455.5</td>
<td>33</td>
<td>35.46</td>
<td>20.44</td>
<td>15.02</td>
<td>Fixed</td>
</tr>
<tr>
<td>399.6</td>
<td>287.0</td>
<td>44</td>
<td>15.73</td>
<td>8.11</td>
<td>7.62</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>284.8</td>
<td>47</td>
<td>15.73</td>
<td>7.99</td>
<td>7.74</td>
<td>Fixed</td>
</tr>
<tr>
<td>303.5</td>
<td>200.4</td>
<td>57</td>
<td>9.07</td>
<td>3.96</td>
<td>5.12</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>191.1</td>
<td>62</td>
<td>9.07</td>
<td>3.60</td>
<td>5.48</td>
<td>Fixed</td>
</tr>
<tr>
<td>285.4</td>
<td>184.2</td>
<td>61</td>
<td>8.02</td>
<td>3.34</td>
<td>4.68</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>171.5</td>
<td>66</td>
<td>8.02</td>
<td>2.90</td>
<td>5.13</td>
<td>Fixed</td>
</tr>
<tr>
<td>244.2</td>
<td>139.5</td>
<td>73</td>
<td>5.87</td>
<td>1.92</td>
<td>3.96</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>125.2</td>
<td>77</td>
<td>5.87</td>
<td>1.54</td>
<td>4.33</td>
<td>Fixed</td>
</tr>
<tr>
<td>224.7</td>
<td>117.8</td>
<td>80</td>
<td>4.97</td>
<td>1.37</td>
<td>3.61</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>95.1</td>
<td>90</td>
<td>4.97</td>
<td>0.89</td>
<td>4.08</td>
<td>Fixed</td>
</tr>
<tr>
<td>202.7</td>
<td>85.6</td>
<td>97</td>
<td>4.05</td>
<td>0.72</td>
<td>3.33</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
<tr>
<td>195.0</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>29.6</td>
<td>157</td>
<td>3.75</td>
<td>0.09</td>
<td>3.66</td>
<td>Fixed</td>
</tr>
<tr>
<td>190.0</td>
<td>55.2</td>
<td>122</td>
<td>3.56</td>
<td>0.30</td>
<td>3.26</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
</tbody>
</table>

nc = not calculated.

Table A2
Blunt nose shape for $\mu = 0.05$

<table>
<thead>
<tr>
<th>$V_i$ (m/s)</th>
<th>$V_r$ (m/s)</th>
<th>$t_f$ (us)</th>
<th>$K_{ip}$ (kJ)</th>
<th>$K_{fp}$ (kJ)</th>
<th>$W$ (kJ)</th>
<th>Mesh used</th>
</tr>
</thead>
<tbody>
<tr>
<td>600.0</td>
<td>454.9</td>
<td>31</td>
<td>35.46</td>
<td>20.38</td>
<td>15.08</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>455.5</td>
<td>32</td>
<td>35.46</td>
<td>20.44</td>
<td>15.02</td>
<td>Fixed</td>
</tr>
<tr>
<td>399.6</td>
<td>286.2</td>
<td>45</td>
<td>15.73</td>
<td>8.07</td>
<td>7.66</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>283.8</td>
<td>47</td>
<td>15.73</td>
<td>7.93</td>
<td>7.80</td>
<td>Fixed</td>
</tr>
<tr>
<td>303.5</td>
<td>200.1</td>
<td>57</td>
<td>9.07</td>
<td>3.94</td>
<td>5.13</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>187.2</td>
<td>64</td>
<td>9.07</td>
<td>3.45</td>
<td>5.62</td>
<td>Fixed</td>
</tr>
<tr>
<td>285.4</td>
<td>180.2</td>
<td>61</td>
<td>8.02</td>
<td>3.20</td>
<td>4.82</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
<tr>
<td>244.2</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>124.8</td>
<td>73</td>
<td>5.87</td>
<td>1.53</td>
<td>4.34</td>
<td>Fixed</td>
</tr>
<tr>
<td>224.7</td>
<td>116.5</td>
<td>79</td>
<td>4.97</td>
<td>1.33</td>
<td>3.64</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
<tr>
<td>190.0</td>
<td>25.2</td>
<td>160</td>
<td>3.56</td>
<td>0.06</td>
<td>3.49</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>3.56</td>
<td>0.00</td>
<td>3.56</td>
<td>Fixed</td>
<td></td>
</tr>
</tbody>
</table>

nc = not calculated.
<table>
<thead>
<tr>
<th>$V_i$ (m/s)</th>
<th>$V_r$ (m/s)</th>
<th>$\theta_i$ (µs)</th>
<th>$K_{ip}$ (kJ)</th>
<th>$K_{fp}$ (kJ)</th>
<th>$W^*$ (kJ)</th>
<th>Mesh used</th>
</tr>
</thead>
<tbody>
<tr>
<td>600.0</td>
<td>503.1</td>
<td>48</td>
<td>35.46</td>
<td>24.93</td>
<td>10.53</td>
<td>Adaptive</td>
</tr>
<tr>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
<tr>
<td>452.0</td>
<td>356.8</td>
<td>69</td>
<td>20.12</td>
<td>12.54</td>
<td>7.58</td>
<td>Adaptive</td>
</tr>
<tr>
<td>350.1</td>
<td>70</td>
<td>20.12</td>
<td>12.07</td>
<td>8.05</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>420.6</td>
<td>323.9</td>
<td>76</td>
<td>17.43</td>
<td>10.33</td>
<td>7.09</td>
<td>Adaptive</td>
</tr>
<tr>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
<tr>
<td>362.9</td>
<td>253.5</td>
<td>80</td>
<td>12.97</td>
<td>6.33</td>
<td>6.64</td>
<td>Adaptive</td>
</tr>
<tr>
<td>245.2</td>
<td>96</td>
<td>12.97</td>
<td>5.92</td>
<td>7.05</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>326.7</td>
<td>207.2</td>
<td>100</td>
<td>10.51</td>
<td>4.23</td>
<td>6.28</td>
<td>Adaptive</td>
</tr>
<tr>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
<tr>
<td>310.0</td>
<td>182.7</td>
<td>117</td>
<td>9.47</td>
<td>3.29</td>
<td>6.18</td>
<td>Adaptive</td>
</tr>
<tr>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
<tr>
<td>300.0</td>
<td>146.4</td>
<td>133</td>
<td>8.87</td>
<td>2.11</td>
<td>6.75</td>
<td>Adaptive</td>
</tr>
<tr>
<td>490.4</td>
<td>49</td>
<td>35.46</td>
<td>23.69</td>
<td>11.77</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>452.0</td>
<td>343.3</td>
<td>69</td>
<td>20.12</td>
<td>11.61</td>
<td>8.52</td>
<td>Adaptive</td>
</tr>
<tr>
<td>334.8</td>
<td>74</td>
<td>20.12</td>
<td>11.04</td>
<td>9.08</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>420.6</td>
<td>312.2</td>
<td>74</td>
<td>17.43</td>
<td>9.60</td>
<td>7.64</td>
<td>Adaptive</td>
</tr>
<tr>
<td>299.6</td>
<td>76</td>
<td>17.43</td>
<td>8.84</td>
<td>8.58</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>362.9</td>
<td>240.6</td>
<td>90</td>
<td>12.97</td>
<td>5.75</td>
<td>7.05</td>
<td>Adaptive</td>
</tr>
<tr>
<td>222.3</td>
<td>93</td>
<td>12.97</td>
<td>4.87</td>
<td>8.10</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>326.7</td>
<td>186.3</td>
<td>110</td>
<td>10.51</td>
<td>3.38</td>
<td>6.95</td>
<td>Adaptive</td>
</tr>
<tr>
<td>168.2</td>
<td>122</td>
<td>10.51</td>
<td>2.79</td>
<td>7.73</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>310.0</td>
<td>138.6</td>
<td>131</td>
<td>9.47</td>
<td>1.89</td>
<td>7.57</td>
<td></td>
</tr>
<tr>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
<tr>
<td>300.0</td>
<td>137.2</td>
<td>130</td>
<td>8.87</td>
<td>1.96</td>
<td>6.90</td>
<td></td>
</tr>
<tr>
<td>115.0</td>
<td>153</td>
<td>8.87</td>
<td>1.30</td>
<td>7.56</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>285.0</td>
<td>70.2</td>
<td>182</td>
<td>8.00</td>
<td>0.49</td>
<td>7.52</td>
<td></td>
</tr>
<tr>
<td>280.0</td>
<td>80.8</td>
<td>174</td>
<td>7.72</td>
<td>0.64</td>
<td>7.08</td>
<td></td>
</tr>
<tr>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
</tbody>
</table>

nc = not calculated.

<table>
<thead>
<tr>
<th>$V_i$ (m/s)</th>
<th>$V_r$ (m/s)</th>
<th>$\theta_i$ (µs)</th>
<th>$K_{ip}$ (kJ)</th>
<th>$K_{fp}$ (kJ)</th>
<th>$W^*$ (kJ)</th>
<th>Mesh used</th>
</tr>
</thead>
<tbody>
<tr>
<td>600.0</td>
<td>492.2</td>
<td>46</td>
<td>35.46</td>
<td>23.86</td>
<td>11.31</td>
<td>Adaptive</td>
</tr>
<tr>
<td>490.4</td>
<td>49</td>
<td>35.46</td>
<td>23.69</td>
<td>11.77</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>452.0</td>
<td>343.3</td>
<td>69</td>
<td>20.12</td>
<td>11.61</td>
<td>8.52</td>
<td>Adaptive</td>
</tr>
<tr>
<td>334.8</td>
<td>74</td>
<td>20.12</td>
<td>11.04</td>
<td>9.08</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>420.6</td>
<td>312.2</td>
<td>74</td>
<td>17.43</td>
<td>9.60</td>
<td>7.64</td>
<td>Adaptive</td>
</tr>
<tr>
<td>299.6</td>
<td>76</td>
<td>17.43</td>
<td>8.84</td>
<td>8.58</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>362.9</td>
<td>240.6</td>
<td>90</td>
<td>12.97</td>
<td>5.75</td>
<td>7.05</td>
<td>Adaptive</td>
</tr>
<tr>
<td>222.3</td>
<td>93</td>
<td>12.97</td>
<td>4.87</td>
<td>8.10</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>326.7</td>
<td>186.3</td>
<td>110</td>
<td>10.51</td>
<td>3.38</td>
<td>6.95</td>
<td>Adaptive</td>
</tr>
<tr>
<td>168.2</td>
<td>122</td>
<td>10.51</td>
<td>2.79</td>
<td>7.73</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>310.0</td>
<td>138.6</td>
<td>131</td>
<td>9.47</td>
<td>1.89</td>
<td>7.57</td>
<td></td>
</tr>
<tr>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
<tr>
<td>300.0</td>
<td>137.2</td>
<td>130</td>
<td>8.87</td>
<td>1.96</td>
<td>6.90</td>
<td></td>
</tr>
<tr>
<td>115.0</td>
<td>153</td>
<td>8.87</td>
<td>1.30</td>
<td>7.56</td>
<td></td>
<td>Fixed</td>
</tr>
<tr>
<td>285.0</td>
<td>70.2</td>
<td>182</td>
<td>8.00</td>
<td>0.49</td>
<td>7.52</td>
<td></td>
</tr>
<tr>
<td>280.0</td>
<td>80.8</td>
<td>174</td>
<td>7.72</td>
<td>0.64</td>
<td>7.08</td>
<td></td>
</tr>
<tr>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
</tbody>
</table>

nc = not calculated.
Table A5
Conical nose shape for \( \gamma = 0 \)

<table>
<thead>
<tr>
<th>( V_i ) (m/s)</th>
<th>( V_r ) (m/s)</th>
<th>( t_f ) (( \mu ))</th>
<th>( K_{ip} ) (kJ)</th>
<th>( K_{fp} ) (kJ)</th>
<th>( W ) (kJ)</th>
<th>Mesh used</th>
</tr>
</thead>
<tbody>
<tr>
<td>336.8</td>
<td>135</td>
<td>15.76</td>
<td>11.17</td>
<td>4.59</td>
<td>Adaptive</td>
<td></td>
</tr>
<tr>
<td>332.6</td>
<td>140</td>
<td>15.76</td>
<td>10.90</td>
<td>4.86</td>
<td>Fixed</td>
<td></td>
</tr>
<tr>
<td>350.0</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Adaptive</td>
<td></td>
</tr>
<tr>
<td>268.4</td>
<td>165</td>
<td>12.07</td>
<td>7.10</td>
<td>4.97</td>
<td>Fixed</td>
<td></td>
</tr>
<tr>
<td>300.0</td>
<td>205.8</td>
<td>200</td>
<td>8.87</td>
<td>4.17</td>
<td>4.69</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>196</td>
<td>211</td>
<td>8.87</td>
<td>3.78</td>
<td>5.08</td>
<td>Fixed</td>
</tr>
<tr>
<td>275.0</td>
<td>165.9</td>
<td>240</td>
<td>7.45</td>
<td>2.71</td>
<td>4.74</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
<td></td>
</tr>
<tr>
<td>250.0</td>
<td>113.8</td>
<td>320</td>
<td>6.16</td>
<td>1.28</td>
<td>4.88</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>91.94</td>
<td>340</td>
<td>6.16</td>
<td>0.83</td>
<td>5.32</td>
<td>Fixed</td>
</tr>
<tr>
<td>230.0</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Adaptive</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>5.21</td>
<td>0.00</td>
<td>5.21</td>
<td>Fixed</td>
<td></td>
</tr>
</tbody>
</table>

\( nc = \) not calculated.

Table A6
Conical nose shape for \( \gamma = 0.05 \)

<table>
<thead>
<tr>
<th>( V_i ) (m/s)</th>
<th>( V_r ) (m/s)</th>
<th>( t_f ) (( \mu ))</th>
<th>( K_{ip} ) (kJ)</th>
<th>( K_{fp} ) (kJ)</th>
<th>( W ) (kJ)</th>
<th>Mesh used</th>
</tr>
</thead>
<tbody>
<tr>
<td>600.0</td>
<td>555.8</td>
<td>86</td>
<td>35.46</td>
<td>30.43</td>
<td>5.03</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>552.7</td>
<td>88</td>
<td>35.46</td>
<td>30.09</td>
<td>5.37</td>
<td>Fixed</td>
</tr>
<tr>
<td>400.0</td>
<td>325.2</td>
<td>138</td>
<td>15.76</td>
<td>10.42</td>
<td>5.34</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>316.5</td>
<td>144</td>
<td>15.76</td>
<td>9.87</td>
<td>5.89</td>
<td>Fixed</td>
</tr>
<tr>
<td>350.0</td>
<td>256.5</td>
<td>170</td>
<td>12.07</td>
<td>6.48</td>
<td>5.59</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>248.2</td>
<td>176</td>
<td>12.07</td>
<td>6.07</td>
<td>6.00</td>
<td>Fixed</td>
</tr>
<tr>
<td>317.9</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>201.4</td>
<td>202</td>
<td>9.95</td>
<td>4.00</td>
<td>5.96</td>
<td>Fixed</td>
</tr>
<tr>
<td>300.0</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>170.2</td>
<td>225</td>
<td>8.88</td>
<td>2.87</td>
<td>6.01</td>
<td>Fixed</td>
</tr>
<tr>
<td>300.0</td>
<td>180.8</td>
<td>210</td>
<td>8.87</td>
<td>3.22</td>
<td>5.65</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>nc</td>
<td>Fixed</td>
</tr>
<tr>
<td>250.0</td>
<td>55.2</td>
<td>440</td>
<td>6.16</td>
<td>0.30</td>
<td>5.86</td>
<td>Adaptive</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>6.16</td>
<td>0.00</td>
<td>6.16</td>
<td>Fixed</td>
<td></td>
</tr>
</tbody>
</table>

\( nc = \) not calculated.
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