Abstract—Knowledge about computer users is very beneficial for assisting them, predicting their future actions or detecting masqueraders. In this paper, an approach for creating and recognizing automatically the behavior profile of a computer user is combined with an evolving method to keep up to date the created profiles. The behavior of a computer is represented in this research as the sequence of commands s/he types during a period of time. This sequence is treated using statistical methods in order to create the corresponding user profile. However, as a user profile is usually not fixed but rather it changes and evolves, we propose a user profile classifier based on Evolving Systems. This paper describes briefly the model creation method and the evolving classifier, which are compared with well established off-line and on-line classifiers.

I. INTRODUCTION

Recognizing the behavior of users in real-time is a significant challenge in different tasks, such as to predict their behavior, to coordinate with them or to assist them. Computer user modeling is the process of learning about ordinary computer users by observing the way they use the computer. The result of a user modeling in computer systems is usually stored in user profiles that contain information that characterizes the usage behavior of a computer user. This information may be used in many areas, such as interaction with users appropriately [1] or computer-aided instruction [2].

Experience has shown that users themselves do not know how to articulate what they do, especially if they are very familiar with the tasks they perform. Computer users, like all of us, leave out activities that they do not even notice they are doing. Thus, only by observing users we can model his/her behavior correctly [3]. However, the construction of effective computer user profiles is a difficult problem because of the following aspects: human behavior is usually erratic, and sometimes humans behave differently because of a change in their goals. The latter problem makes necessary that the user profiles we create evolve.

Most existing techniques for computer user modeling assume the availability of carefully hand-crafted user profiles, which encode the a-priori known behavior repertoire of the observed user. Unfortunately, techniques for automatically acquiring user profiles from observations are only beginning to emerge.

A user model may take different forms depending on the purposes for which it is created. As Webb et al. propose [4], user models may seek to describe:

1) the cognitive processes that underlie the users actions;
2) the difference between the users skills and expert skills;
3) the users behavioral patterns or preferences; or
4) the user characteristics.

Recent research has predominantly pursued the third approach, focusing on users behaviors as proposed by Webb [5], rather than on the cognitive processes that underlie that behavior. This research is also focused on finding relevant user behavioral patterns in order to classify a user behavior. We will use the approach presented in [6] for automatically creating the profile of a user based on the analysis of the sequence of commands s/he typed.

Once many profiles have been created, in order to classify a new user during run-time, most existing algorithms match the observed behavior of a user against a profile-library, and matches are reported as hypotheses. However, as a user profile is not necessarily fixed but rather it evolves/changes, we use in this research the evolving classification method proposed in [7]. This approach based on Evolving Systems [8] classifies an observed user and the profiles created are always up to date. In this research, this method is exhaustively analyzed and compared in detail with many other classification methods. A novel study about the ability of this approach to adapt to new data is also presented.

This paper is organized as follows; Section 2 provides a brief overview of the background and related work relevant to this research. How the computer user profiles are created from a sequence of commands is explained in section 3. In section 4, it is detailed the evolving user classifier. Section 5 describes the experimental setting and the experimental results obtained. Finally, Section 6 contains future work and concluding remarks.

II. BACKGROUND AND RELATED WORK

To model, recognize, or classify the behavior of a computer user is very useful in many different computer areas: Discovery of navigation patterns [9], Web recommender systems [10] or Computer security [11]. For this reason, the literature of agent modeling is truly vast. However, in this research we focus on discovering computer user patterns from the sequence of commands a user types. The problem of behavior classification is examined as a problem of learning to characterize the behavior of a user in terms of sequences of commands.

As in this research, there are other areas in which sequential data are analyzed in order to solve a specific problem. In general, the sequence learning problem can be categorized in
four basic categories: sequence prediction, sequence generation, sequence classification and sequential decision making.

In this paper, the sequence classification is the category analyzed and developed.

Considering the sequence classification, the main reason to need to handle sequential data is because of the observed data from some environments are inherently sequential. An example of these data is the DNA sequence. Ma et al. [12] present new techniques for bio-sequence classification. In a very different problem (computer intrusion detection problem), Coull et al. [13] propose an algorithm that uses pairwise sequence alignment to characterize similarity between sequences of commands. The algorithm produces an effective metric for distinguishing a legitimate user from a masquerader. Schonlau et al. [14] investigate a number of statistical approaches for detecting masqueraders.

A very important issue in sequence learning is temporal dependencies. The following aspect is essential in our research: A current situation or the action that an agent performs usually depend on what has happened before. This aspect is taken into account in our research and in models such as HMMs; however, there are some other models which have problems dealing with such dependencies. For example, recurrent neural network models or reinforcement learning cannot manage efficiently the long-range dependencies.

III. CREATING A COMPUTER USER PROFILE

In this research we consider that the commands typed by a user are usually influenced by past experiences. This aspect motivates the idea of automated sequence learning for behavior classification; if we do not know the features that influence the behavior of an agent, we can consider a sequence of past actions to incorporate some of the historical context of the agent. Indeed, sequence learning is the most common form of human and animal learning. Sequences are absolutely relevant in human skill learning and in high-level problem solving and reasoning [15]. Taking this aspect into account in this paper, the computer user modeling is transformed into a sequence analysis problem where a sequence of commands represents a specific behavior. This transformation can be done because it is clear that any behavior has a sequential aspect, as actions are performed in a sequence.

The commands typed by a computer user are inherently sequential, and this sequentiality is considered in the modeling process (when a user types a command, it usually depends on the previous typed commands and it is related to the following commands). According to this aspect, in order to get the most representative set of subsequences from a sequence, we propose the use of a trie data structure [16]. This trie data structure was also used in [17], [18] where a team behavior was learned as well as in [19] to classify the behavior patterns of a RoboCup soccer simulation team.

The construction of a user profile from a single sequence of commands is done as it is explained in [6] for any sequence of events. This process consists of three steps: 1. Segmentation of the sequence of commands, 2. Storage of the subsequences in a trie, and 3. Creation of the user profile. These steps are detailed in the following 3 subsections.

These steps are detailed in the following 3 subsections. For the sake of simplicity, let us consider the following sequence as an example: \{ls → date → ls → date → cat\}.

A. Segmentation of the sequence of commands

First, the sequence is segmented into subsequences of equal length from the first to the last element. Thus, the sequence \(A=A_1,A_2,...,A_n\) (where \(n\) is the number of commands of the sequence) will be segmented in the subsequences described by \(A_i,...,A_{i+\text{length}}\ \forall \ i=[1,n-\text{length}+1]\), where \text{length} is the size of the subsequences created and this value determines how many commands are considered as dependent.

In the remainder of the paper, we will use the term \textit{subsequence length} to denote the value of this length. In addition, in this case, the value of this term represents how many commands a user usually types consecutively as part of his/her behavior pattern.

In the proposed sample sequence \(\{ls → date → ls → date → cat\}\), let 3 be the subsequence length, then we obtain: \{ls → date → ls\}, \{date → ls → date\}, \{ls → date → cat\}

B. Storage of the subsequences in a trie

The subsequences of commands are stored in a trie in a way that all possible subsequences are accessible and explicitly represented. A node of a trie represents a command, and its children represent the commands that follow it. Also, each node keeps track of the number of times a command has been inserted into it. When a new subsequence is inserted into a trie, the existing nodes are modified and/or new nodes are created. Moreover, as the dependencies of the commands are relevant in the user profile, the subsequence suffixes (subsequences that extend to the end of the given sequence) are also inserted.

Considering the previous example, the first subsequence \(\{ls → date → ls\}\) is added as the first branch of the empty trie (Figure 1 a). Each node is labeled with the number 1 which indicates that the command has been inserted in the node once (in Figure 1, this number is enclosed in square brackets). Then, the suffixes of the subsequence \(\{date → ls\}\) and \(\{ls\}\) are also inserted (Figure 1 b). Finally, after inserting the three subsequences and its corresponding suffixes, the completed trie is obtained (Figure 1 c).

C. Creation of the user profile

Once the trie is created, the subsequences that characterize the user profile and its relevance are calculated by traversing the trie. For this purpose, frequency-based methods are used. In particular, to evaluate the relevance of a subsequence, its relative frequency or support [20] is calculated. In this case, the support of a subsequence is defined as the ratio of the number of times the subsequence has been inserted into the trie to the total number of subsequences of equal size inserted.
Thus, in this step, the trie can be transformed into a set of subsequences labeled by its support value. This set of subsequences is represented as a distribution of relevant subsequences. In the previous example, the trie consists of 9 nodes; therefore, the corresponding profile consists of 9 different subsequences which are labeled with its support. Figure 2 shows the distribution of these subsequences.

Once a user behavior profile has been created, it is classified and used to update the Evolving Profile Library (EPLib), as explained in the next section.

IV. EVOLVING COMPUTER USER CLASSIFIER

A classifier is a mapping from the feature space to the class label space. In the proposed evolving classifier, the feature space is defined by distributions of subsequences of commands. On the other hand, the class label space is represented by the most representative distributions. Thus, a distribution in the class label space represents a specific profile which is one of the prototypes of the evolving library EPLib. These prototypes are not fixed and evolve taking into account the new information collected on-line from the data stream - this is what makes the classifier Evolving. The number of these prototypes is not pre-fixed but it depends on the homogeneity of the observed sequences.

The following subsections describes how a user profile is represented by the proposed classifier, called EvABCD - Evolving Agent Behavior Classifier Based on Distributions of commands, and how this classifier is created in an evolving manner.

A. User behavior representation

First, EvABCD converts the sequence of commands into the corresponding distribution of subsequences on-line. In order to classify a user profile, these distributions must be represented in a data space. For this reason, each distribution is considered as a data vector that defines a point that can be represented in the data space.

The data space in which these points can be represented should consist of $n$ dimensions, where $n$ is the number of the different subsequences observed. It means that we should know all the different subsequences of the environment a priori. However, this value is unknown and the creation of this data space from the beginning is not efficient. For this reason, in EvABCD, the dimension of the data space is incrementally growing according to the different subsequences that are represented in it.

Figure 3 explains graphically this idea. In this example, the distribution of the first user consists of 5 subsequences of commands (ls, ls-date, date, cat and date-cat), therefore we need a 5 dimensional data space to represent this distribution because each different subsequence is represented by one dimension. If we consider the second user, we can see that
3 of the 5 previous subsequences have not been typed by this user (ls-date, date and date-cat), so these values are not available. Also, there are 2 new subsequences (cp and ls-cp) and the representation of these values in the same data space needs to increase the dimensionality of the data space from 5 to 7. To sum up, the dimensions of the data space represent the different subsequences typed by the users and they will increase according to the different new subsequences obtained.

B. Structure of the classifier EVABCD

Once the corresponding distribution has been created, it is processed by the classifier. This classifier does not need to be configured according to the environment where it is used because it can start 'from scratch'. Also, the relevant information of the obtained samples is necessary to update the library; but, as we will explain in the next subsection, there is no need to store all the samples in it. The structure of this classifier includes:

1) **Classify the new sample** in a user group represented by a prototype.
2) **Calculate the potential** of the new data sample to be a prototype.
3) **Update all the prototypes** considering the new data sample. It is done because the density of the data space surrounding certain data sample changes with the insertion of each new data sample. **Insert the new data sample** as a new prototype if needed.
4) **Remove** any prototype if needed.

Next 4 subsections explain each step of this evolving classification method.

1) **Classify the new sample**: In order to classify a new data sample, we compare it with all the prototypes stored in EPLib. This comparison is done using cosine distance and the smallest distance determines the closest similarity. This aspect is considered in equation (1).

\[
\text{Class}(x_z) = \text{Class}(\text{Prot}^*)
\]

\[
\text{Prot}^* = \text{MIN}_{i=1}^{\text{NumProt}} \left( \cos\text{Dist}(x_{\text{Prototype}_i}, x_z) \right)
\]

The time-consumed for classifying a new sample depends on the number of prototypes and its number of attributes. However, we can consider, in general terms, that both the time-consumed and the computational complexity are reduced and acceptable for real-time applications (in order of milliseconds per data sample).

2) **Calculate the potential of a new data sample**: As in [21], a prototype is a data sample (a computer user profile represented by a distribution of subsequences of commands) that groups several samples which represent a certain class. The classifier is initialized with the first data sample, which is stored in EPLib. Then, each data sample is classified to one of the prototypes (classes) defined in the classifier. Finally, based on the potential of the new data sample to become a prototype [22], it could form a new prototype or replace an existing one.

The potential (P) of the \(k^{th}\) data sample \((x_k)\) is calculated by the equation (2) which represents a function of the accumulated distance between a sample and all the other \(k-1\) samples in the data space [21]. The result of this function represents the density of the data that surrounds a certain data sample.

\[
P(x_k) = \frac{1}{1 + \sum_{j=1}^{k-1} \text{distance}(x_k, x_j)}
\]

where distance represents the distance between two samples in the data space.

In [23] the potential is calculated using the euclidean distance and in [21] it is calculated using the cosine distance. Cosine distance has the advantage that it tolerates different samples to have different number of attributes (in this case, an attribute is the support value of a subsequence of commands). Also, cosine distance tolerates that the value of several subsequences in a sample can be null (null is different than zero). Therefore, EVABCD uses the cosine distance (cosDist) to measure the similarity between two samples; as it is described in equation (3).

\[
\text{cosDist}(x_k, x_p) = 1 - \frac{\sum_{j=1}^{n} x_{kj} x_{pj}}{\sqrt{\sum_{j=1}^{n} x_{kj}^2 \sum_{j=1}^{n} x_{pj}^2}}
\]

where \(x_k\) and \(x_p\) represent the two samples to measure its distance and \(n\) represents the number of different attributes in both samples.

Note that the expression in the equation (2) requires all the accumulated data sample available to be calculated, which contradicts to the requirement for real-time and online application needed in the proposed approach. For this reason, in [21] it is developed a recursive expression cosine distance. This formula is as follows:

\[
P_k(z_k) = \frac{1}{2} - \frac{1}{\sum_{i=1}^{k-1} \sqrt{\sum_{j=1}^{n} (z_{ij})^2}} B_{k}^i \quad ; \quad k = 2, 3, ...; P_k(z_1) = 1
\]

where \(B_k = \sum_{j=1}^{n} \left( \frac{z_{kj}^2}{b_j^i} \right) ; \quad b_j^i = b_j^{(k-1)} + \sqrt{\frac{(z_{kj})^2}{\sum_{l=1}^{n} (z_{lj})^2}}
\]

and \(b_j^i = \sqrt{\frac{(z_{kj})^2}{\sum_{l=1}^{n} (z_{lj})^2}} \quad ; \quad j = [1, n + 1]\)

Using this expression, it is only necessary to calculate \((n+1)\) values where \(n\) is the number of different subsequences obtained; this value is represented by \(b\), where \(b_j^i, j = [1, n]\) represents the accumulated value for the \(k^{th}\) data sample.

3) **Creating new prototypes**: The proposed evolving user behavior classifier, EVABCD, can start 'from scratch' (without prototypes in the library) in a similar manner as eClass evolving fuzzy rule-based classifier proposed in [23], used in [24] for robotics and further developed in [21]. The potential of each new data sample is calculated recursively...
and the potential of the other prototypes is updated. Then, the potential of the new sample \( (z_k) \) is compared with the potential of the existing prototypes. A new prototype is created if its value is higher than any other existing prototype, as shown in equation (5).

\[
\exists i, \ i = [1, \text{NumPrototypes}] : \ P(z_k) > P(\text{Prot}_i) \quad (5)
\]

Thus, if the new data sample is not relevant, the overall structure of the classifier is not changed. Otherwise, if the new data sample has high descriptive power and generalization potential, the classifier evolves by adding a new prototype which represents a part of the observed data samples.

4) Removing existing prototypes: After adding a new prototype, we check whether any of the already existing prototypes are described well by the newly added prototype [21]. By well we mean that the value of the membership function that describes the closeness to the prototype is a Gaussian bell function chosen due to its generalization capabilities:

\[
\exists i, \ i = [1, \text{NumPrototypes}] : \ \mu_i(z_k) > e^{-1} \quad (6)
\]

For this reason, we calculate the membership function between a data sample and a prototype which is defined as:

\[
\mu_i(z_k) = e^{-\frac{1}{2} \cos^2(\text{Dist}(\text{Prot}_i, z_k))}, \ i = [1, \text{NumPrototypes}] \quad (7)
\]

where \( \cos\text{Dist}(z_k, \text{Prot}_i) \) represents the cosine distance between a data sample \( (z_k) \) and the \( i \)th prototype \( (\text{Prot}_i) \); \( \sigma_i \) represents the spread of the membership function, which also symbolizes the radius of the zone of influence of the prototype. This spread is determined based on the scatter [25] of the data. The equation to get the spread of the \( k \)th data sample is defined as:

\[
\sigma_i(k) = \left( \frac{1}{k} \sum_{j=1}^{k} \cos\text{Dist}(\text{Prot}_i, z_k) \right)^{1/2}; \ \sigma_i(0) = 1 \quad (8)
\]

where \( k \) is the number of data samples inserted in the data space; \( \cos\text{Dist}(\text{Prot}_i, z_k) \) is the cosine distance between the new data sample \( (z_k) \) and the \( i \)th prototype.

However, to calculate the scatter without storing all the received samples, this value can be updated (as shown in [23]) recursively by:

\[
\sigma_i(k) = \sqrt{\sigma_i(k-1)^2 + \frac{\cos^2\text{Dist}(\text{Prot}_i, z_k) - \sigma_i(k-1)^2}{k}} \quad (9)
\]

V. EXPERIMENTAL SETUP AND RESULTS

In order to evaluate EvABCD in a command interface, we use a data set with the UNIX commands typed by 168 real users and labeled in 4 different groups. In this section we will detail the experimental results obtained and the comparison with other different classification methods.

A. Data Set

For these experiments, we use the command-line data collected by Greenberg [26] using UNIX csh command interpreter. In this data, four target groups were identified, representing a total of 168 male and female users with a wide cross-section of computer experience and needs. Salient features of each group are described below, and the sample sizes (the number of people observed) are indicated in table I.

- **Novice Programmers**: The users of this group had little or no previous exposure to programming, operating systems, or UNIX-like command-based interfaces. These users spent most of their time learning how to program and use the basic system facilities.
- **Experienced Programmers**: These group members were senior Computer Science undergraduates, expected to have a fair knowledge of the UNIX environment. These users used the system for coding, word processing, employing more advanced UNIX facilities to fulfill course requirements, and social and exploratory purposes.
- **Computer Scientists**: This group, graduates and researchers from the Department of Computer Science, had varying experience with UNIX, although all were experts with computers. Tasks performed were less predictable and more varied than other groups, research investigations, social communication, word-processing, maintaining databases, and so on.
- **Non-programmers**: Word-processing and document preparation was the dominant activity of the members of this group, made up of office staff and members of the Faculty of Environmental Design. Knowledge of UNIX was the minimum necessary to get the job done.

<table>
<thead>
<tr>
<th>Group of users name</th>
<th>Sample size</th>
<th>total number of command lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novice Programmers</td>
<td>55</td>
<td>77423</td>
</tr>
<tr>
<td>Experienced Programmers</td>
<td>36</td>
<td>174906</td>
</tr>
<tr>
<td>Computer Scientists</td>
<td>52</td>
<td>125591</td>
</tr>
<tr>
<td>Non-Programmers</td>
<td>25</td>
<td>25683</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>168</td>
<td>203628</td>
</tr>
</tbody>
</table>

B. Experimental Design

Although the proposed classifier can be used in real-time, in order to measure its performance using the above data set, the 10-fold cross-validation technique is used. all the users (training set) are divided into 10 disjoint subsets with equal size. Each of the 10 subsets is left out in turn for evaluation. It should be emphasized that EvABCD does not need to work in this model. This is done mainly in order to have comparable results with different techniques.

The number of UNIX commands typed by a user and used for creating his/her profile, is very relevant in the classification process. When EvABCD is carried out in the field, the behavior of a user is classified (and the evolving behavior library updated) after s/he types a limited number
of commands. In order to show the relevance of this aspect using the data set already described, we consider sequences of different number of UNIX commands for creating the user profile: 100, 500 and 1000 commands per user. Also, if the number of users increases, the number of different subsequences increases, too.

In the phase of user profile creation, the length of the subsequences in which the original sequence is segmented (used for creating the trie) is a relevant parameter: using long subsequences, the time consumed for creating the trie and the number of relevant subsequences of the corresponding distribution increase drastically. In the experiments presented in this paper, the subsequence length varies from 2 to 6.

In addition, we should consider that the number of subsequences obtained using different sequences of data is often very large. To get an idea of how this number increases, table II shows the number of different subsequences obtained using different number of commands for training (100, 500 and 1000 commands per user) and subsequence lengths (3 and 5).

<table>
<thead>
<tr>
<th>Number of commands per user</th>
<th>Subsequence Length</th>
<th>Number of different subsequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>3</td>
<td>11451</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>34164</td>
</tr>
<tr>
<td>500</td>
<td>3</td>
<td>39428</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>12715</td>
</tr>
<tr>
<td>1000</td>
<td>3</td>
<td>63375</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>227715</td>
</tr>
</tbody>
</table>

Using EVABCD, the number of prototypes to create per each group is not fixed, it varies automatically depending on the heterogeneity of the data. To get an idea about this aspect, table III tabulates the number of different prototypes per group created in each of the 10 runs using 1000 commands per user as training dataset and a subsequence length of 3.

<table>
<thead>
<tr>
<th>Group</th>
<th>Number of prototypes in each of the 10 runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novice Progr.</td>
<td>4 5 3 4 4 3 2 3 4 5</td>
</tr>
<tr>
<td>Exp. Progr.</td>
<td>1 1 1 1 2 3 2 1 3 2</td>
</tr>
<tr>
<td>Comp. Scientists</td>
<td>1 1 1 1 1 1 1 1 1 1</td>
</tr>
<tr>
<td>Non-Progr.</td>
<td>1 1 1 1 1 1 1 1 1 1</td>
</tr>
</tbody>
</table>

C. Results

In order to evaluate the performance of EVABCD, we compare it with incremental and non-incremental classifiers: Naive Bayes [27], k-Nearest Neighbor [28] (incremental and non-incremental), and C5.0 (a commercial version of C4.5 [29], [30]).

For this purpose, these classifiers were trained using a feature vector for each user (168 samples). This vector consists of the support value of all the different subsequences obtained for all the users; thus, there are a lot of subsequences which do not have a value because the corresponding user has not typed those commands. In this case, in order to be able to use this data for training the classifiers, we consider the value 0 (although its real value is null).

Table IV shows the percentage of users correctly classified into its corresponding group using different number of commands for training (100, 500 and 1000 commands per user) and subsequences lengths for segmenting the initial sequence (from 2 to 6).

According to this data, we can see that the percentages of users correctly classified by our approach are better than the obtained by K-NN but worse than the obtained by Naive Bayes. For small subsequences length (2 or 3) the difference between EVABCD and Naive Bayes is considerable; but this difference decreases if this length is longer (5 or 6). In general, these results show that the proposed classifier works well in this kind of environments when the subsequence length is around 5. However, EVABCD is suitable in the proposed environment because it does not need to store the entire data stream in the memory and make many iterations. For this reason, EVABCD is computationally simple and efficient as it is recursive and one pass. In fact, because the number of attributes is very large in a real environment, the proposed approach EVABCD is the best working alternative.

In addition to the advantage that EVABCD is an online classifier, we want to prove the ability of our approach to adapt quickly to new data (in this case, new users or a different behavior of a user). For this purpose, we design a new experimental scenario in which the number of commands used as training set for each user in a new class is incremented to detect how the different classifiers recognize the users of that new class. Thus, using the same experimental setup explained above, firstly the users of the Novice Programmers group will be added incrementally in the training data. In this case, we also use 10-fold cross-validation, hence the process finishes when the training data contains the 90% of the users of that group. The sequence of commands used for creating the profile of a user contains 1000 commands and it is created using a subsequence length of 5.

The first graph of the Figure 4 shows the results of this experiment: x-axis represents the number of Novice Programmers users that have been considered in the training data, and y-axis represents the classification rate. In the graph we can see how quickly EVABCD evolves and adapts to the new class. Only with 3 users of the new class, our method is able to create a new prototype in which almost 90% of the test users are classified correctly. However, the other non-incremental classifiers need a higher number of samples for
### TABLE IV

**Results of UNIX User Classification - Comparative. #1: number of commands in a training sequence. #2: subsequence length.**

<table>
<thead>
<tr>
<th>Classifier and classification rate (%)</th>
<th>EVA</th>
<th>BCD</th>
<th>Naive Bayes Incremental</th>
<th>k-NN Incremental (k=1)</th>
<th>C5.0 Naive Bayes</th>
<th>k-NN (k=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>#1</strong></td>
<td><strong>#2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>65.5</td>
<td>77.3</td>
<td>38.3</td>
<td>75.9</td>
<td>79.1</td>
<td>42.8</td>
</tr>
<tr>
<td>3</td>
<td>64.9</td>
<td>76.1</td>
<td>36.5</td>
<td>69.6</td>
<td>79.7</td>
<td>39.8</td>
</tr>
<tr>
<td>4</td>
<td>64.5</td>
<td>72</td>
<td>34.1</td>
<td>74.6</td>
<td>74.4</td>
<td>39.2</td>
</tr>
<tr>
<td>5</td>
<td>67.9</td>
<td>73.2</td>
<td>32.3</td>
<td>68.6</td>
<td>75</td>
<td>33.3</td>
</tr>
<tr>
<td>6</td>
<td>64.3</td>
<td>73.2</td>
<td>32.3</td>
<td>70.1</td>
<td>77.3</td>
<td>32.7</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>58.3</td>
<td>77.9</td>
<td>33.9</td>
<td>73.9</td>
<td>82.1</td>
<td>41.9</td>
</tr>
<tr>
<td>3</td>
<td>59.5</td>
<td>73.8</td>
<td>36.9</td>
<td>74.6</td>
<td>77.3</td>
<td>39.8</td>
</tr>
<tr>
<td>4</td>
<td>59.2</td>
<td>70.8</td>
<td>39.2</td>
<td>73.9</td>
<td>76.7</td>
<td>38.9</td>
</tr>
<tr>
<td>5</td>
<td>66.7</td>
<td>71.4</td>
<td>35.1</td>
<td>73.6</td>
<td>76.1</td>
<td>37.3</td>
</tr>
<tr>
<td>6</td>
<td>70.8</td>
<td>72.6</td>
<td>35.7</td>
<td>75.6</td>
<td>75.5</td>
<td>36.9</td>
</tr>
<tr>
<td>1,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>60.1</td>
<td>78.5</td>
<td>43.6</td>
<td>73.9</td>
<td>85.1</td>
<td>44.1</td>
</tr>
<tr>
<td>3</td>
<td>65.5</td>
<td>77.9</td>
<td>44.0</td>
<td>74.6</td>
<td>81.5</td>
<td>47.3</td>
</tr>
<tr>
<td>4</td>
<td>61.3</td>
<td>77.3</td>
<td>43.5</td>
<td>73.9</td>
<td>79.1</td>
<td>46.1</td>
</tr>
<tr>
<td>5</td>
<td>70.2</td>
<td>76.7</td>
<td>42.5</td>
<td>73.6</td>
<td>78.5</td>
<td>44.0</td>
</tr>
<tr>
<td>6</td>
<td>72.0</td>
<td>76.1</td>
<td>41.9</td>
<td>74.6</td>
<td>77.9</td>
<td>44.6</td>
</tr>
</tbody>
</table>

**Fig. 4.** Evolution of the classification rate during online learning with a subset of users data set. - Comparison with non-incremental classifiers.
recognition of the users of that new class. The increase in the classification rate is not perfectly smooth because the new data bring useful information but also noise. The other three graphs of the Figure show similar performance for the other 3 groups.

VI. CONCLUSIONS

In this paper we describe a generic approach to model and classify automatically computer users from the sequence of commands s/he types during a period of time. However, as a user profile is usually not fixed but rather it changes and evolves, we have proposed a user profile classifier able to keep up to date the created profiles based on Evolving Systems. This evolving classifier is one pass, non-iterative, recursive and it has the potential to be used in an interactive mode; therefore, it is computationally very efficient and fast.

The test results with a data set of 168 real UNIX users demonstrates that, using an appropriate subsequence length, EVA ABCD can perform almost as well as other well established off-line classifiers in terms of correct classification on validation data. However, the proposed classifier is able to adapt extremely quickly to new data.

Although it is not addressed in this paper, the proposed method can be also used to monitor, analyze and detect abnormalities based on a time varying behavior of same users and to detect masqueraders. It can also be applied to other type of users such as users of e-services, digital communications, etc.
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