
CEBMADRID 2022
Book of Abstracts

XVIII Congreso de Biometría CEBMADRID
Madrid, May 25-27, 2022

Editors:
Stefano Cabras (ORCID: 0000-0001-6690-8378)
Ignacio Cascos (ORCID: 0000-0001-8461-746X)
María Eugenia Castellanos (ORCID: 0000-0001-7920-2307)
María Durbán (ORCID: 0000-0002-4272-7895)





Book of Abstracts
XVIII Congreso de Biometría

CEBMADRID



ISBN: 978-84-16829-70-5
XVIII Congreso de Biometría CEBMADRID
Madrid, May 25-27, 2022.
© 2022
Editors: Stefano Cabras, Ignacio Cascos, María Eugenia Castellanos, María Durbán

Electronic version available at e-Archivo: http://hdl.handle.net/10016/34695

Licencia Creative Commons Atribución-NoComercial-SinDerivadas 3.0 España



Scientific Programm Committee

• María Eugenia Castellanos (Chair)
Universidad Rey Juan Carlos

• Carmen Armero
Universitat de València

• Inmaculada Arostegui
Universidad del País Vasco

• María Durbán
Universidad Carlos III

• Virgilio Gómez Rubio
Universidad de Castilla-La Mancha

• Ana Justel
Universidad Autónoma de Madrid

• Dae-Jin Lee
Basque Center for Applied Mathematics

• Vicente Núñez-Antón
Universidad del País Vasco

• Nuria Porta
Institute of Cancer Research, London

• Pere Puig
Universidad Autónoma de Barcelona

• Rebeca Ramis
Instituto de Salud Carlos III

• Mar Rodríguez Girondo
Leiden University Medical Center

• Bruno de Sousa
University of Coimbra. CINEICC

• Aurelio Tobias
Consejo Superior de Investigaciones Científicas (CSIC)





Preface

The CEB conference is held in Madrid, May 25-27, 2022. This is the 18th meeting of the Spanish
Biostatistics Society (http://www.biometricsociety.net/) last earlier meetings held in Valencia
(2019) and Sevilla (2017).

The principal objectives of CEB is to facilitate the exchange of recent research developments in
Biostatistics, to provide opportunities for new researchers, and to establish new collaborations and
partnerships.

Welcome to Madrid. Enjoy the city and surroundings and have a great conference.

Stefano Cabras, Ignacio Cascos, María Eugenia Castellanos, María Durbán

Madrid, May 2022
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Plenary sessions 2

Plenary session 1
Chairperson: Anabel Forte, Universitat de Valencia (Spain)

How to correct for baseline covariates in longitudinal clinical trials?

Geert Verbeke, Ku Leuven University (Belgium)

Abstract In clinical trials, mixed models are becoming more popular for the analysis of
longitudinal data. The main motivation is often expected dropout which can easily
be handled through the analysis of the longitudinal trajectories. In many situations,
analyses are corrected for baseline covariates such as study site or stratification
variables. Key questions are then how to perform a longitudinal analysis correcting
for baseline covariates, and how sensitive are the results with respect to choices
made and models used ? In this presentation, we will first present and compare a
number of techniques available to correct for baseline covariates within the context
of the linear mixed model for continuous outcomes. Second, we will study the
sensitivity of the various techniques in case the baseline correction is based on a
wrong model or does not include important covariates. Finally, our findings will
be used to formulate some general guidelines relevant in a clinical trial context.
All findings and results will be illustrated extensively using data from a real clinical
trial.



Plenary sessions 3

Plenary session 2
Chairperson: Guadalupe Gomez, Universitat Politecnica de Catalunya (Spain)

Modeling the COVID-19 epidemic in Belgium to inform policy makers

Christel Faes, Hasselt University (Belgium)

Abstract Belgium has been hit particularly hard by the coronavirus placing the country near
the top in international rankings when looking at the number of confirmed cases
per 100,000 and the number of deaths per million. Belgium accounted for more
than half a million confirmed cases and over 17,000 SARS-CoV-2 confirmed and
suspected deaths in 2020. Belgium’s location at the centre of Europe, high in-
ternational mobility, high population density, high average household size and an
older population structure combined with a relatively high mixing behaviour in-
creases transmission potential. Short-term predictions were used to help local and
national governments in decision-making on interventions during the outbreak and
preserving the hospital capacity. Information on local mobility, absenteeism, testing
strategy and GP consultations are used in the prediction model, using distributed
lag non-linear models. Spatio-temporal trends are tracked to raise alarms when
growth rate in hospitalizations and cases change. Mathematical modelling was
used to inform policy makers on the possible impact of restriction measures. Some
highlights of the modelling exercises will be presented.



Plenary sessions 4

Plenary session 3
Chairperson: David Conesa, Universitat de Valencia (Spain)

Sloppy models: unveiling parameter uncertainty in mathematical mod-
els

Kerrie Mengersen, Queensland University of Technology (Australia)

Abstract In this presentation, I will discuss a Bayesian approach to assessing the sensitivity
of model outputs to changes in parameter values in mathematical models, con-
strained by the combination of prior beliefs and data. The approach identifies stiff
parameter combinations that strongly affect the quality of the model-data fit while
simultaneously revealing which of these key parameter combinations are informed
primarily from the data or are also substantively influenced by the priors. These
stiff parameter combinations can uncover controlling mechanisms underlying the
system being modeled and guide future experiments for improved parameter infer-
ence.
The focus of the discussion will be on the very common context in complex systems
where the amount and quality of data are low compared to the number of model
parameters to be collectively estimated. The approach will be illustrated with
applications in biochemistry, ecology, and cardiac electrophysiology.
This work is joint with Gloria Monsalve-Bravo (lead author), Brodie Lawson,
Christopher Drovandi, Kevin Burrage, Kevin Brown, Christopher Baker, Sarah
Vollert, Eve McDonald-Madden and Matthew Adams.
The full paper is available as an arXiv preprint arXiv:2203.15184
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I’ve been irradiated!! What is the total amount of radiation I’ve re-
ceived?

Pere Puig, Universidad Autónoma de Barcelona (Spain)

Abstract In the event of a radiation accident, biological dosimetry is critical for determining
the radiation dose received by an exposed individual in a timely way. The dose is
estimated by calculating the amount of damage caused by radiation at the cellular
level, such as by counting the number of chromosome aberrations like dicentrics
micronuclei, or translocations. The theory of count data distributions is critical for
achieving this goal. In this talk, we will introduce the standard statistical method-
ology for dose estimation described in the International Atomic Energy Agency’s
manual (IAEA, 2011), as well as summarise recent research led by our team. We will
present models based on compound Poisson processes that are suitable for describ-
ing high-LET radiation exposures such as those seen in the Fukushima accident,
zero-inflated and mixed Poisson models for partial and heterogeneous exposures,
and weighted Poisson models for integrating low and high doses.
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INLAMSM: Adjusting multivariate lattice models with R and INLA

Francisco Palmí Perales1∗, Virgilio Gómez Rubio2 and Miguel Ángel Martínez Beneito3
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Abstract

Fitting multivariate spatial models becomes faster and easier with INLAMSM. This R pack-
age provides a collection of multivariate spatial models for analysing lattice data. The imple-
mented models, which include different structures to model the variables’ spatial variantion
and the between-variables variability, can be used (with R-INLA) for performing Bayesian
inference. Two different datasets have been used to exemplify the use of the package.

Keywords: INLAMSM, lattice data, R package

1. Introduction
The Integreted Nested Laplace Approximation [2] methodology focuses on estimating the

posterior marginals of the model parameters instead of their joint posterior distribution. INLA
is implemented in the R-INLA package for the R programming language. These package im-
plements several likelihoods, priors and latent effects that can be used to build models. How-
ever, multivariate spatial models can not be fitted (only) with R-INLA. The INLAMSM package
adds a number of multivariate latent effects that implement classic multivariate spatial models for
areal data. By fitting these models with INLA, instead of Markov chain Monte Carlo algorithms
(MCMC), computing times should be reduced.

2. Multivariate spatial context
The different functions implemented in INLAMSM correspond to different multivariate spa-

tial latent effects. Although, these functions differ in structure, complexity and number of hyperpa-
rameters, all of them are defined in a multivariate spatial context in which i = 1, . . . , I represents
the spatial areas and k = 1, . . . ,K is used to index the variables measured in region i.

Random effects can be represented using a matrix Θ with entries θik, i = 1, . . . , I, k =
1, . . . ,K. Hence, the k-th column of Θ represent the spatial random effects associated to variable
k.

There are 5 different structures implemented in INLAMSM: independent intrinsic MCAR,
independent proper MCAR, improper MCAR, proper MCAR i M-model. The last one is the
one defined in [1]. This article details an unifying modelling framework for multivariate disease
mapping when the number of diseases is potentially large. In this context, the number of the
observed cases of k-th disease in the i-th spatial area, Yik, is modeled as a Poisson random variable:
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Yik ∼ Po(Eik ·Rik)
where Eik and Rik represent the expected cases and the relative risk for the i-th spatial area and
the k-th disease, respectively. Then, the logarithm of the relative risk is the sum of two terms:

log(Rik) = ak + θik

where ak is the intercept of the k-th disease and θik is the term that models the spatial variability.
Note that other covariates can be included in the linear predictor on the right hand side of the
previous equation.

3. M-model
In the case of the M-model, the spatial effects are linear combinations of proper CAR spatial

effects. In particular, we will consider K underlying proper CAR spatial effects defined by

φk ∼ N
(
0, (D − αkW )−1

)
, k = 1, . . . ,K.

Here, φk is a vector of length I .

The value of the spatial random effect Θ·j for variable j is defined as

Θ·j = φ1m1j + . . . φJmJj .

Hence, matrix M with entries mij defines the loadings of the different underlying CAR spatial
effects for each disease or variable.

The distribution of these random effects is given by

vec(Θ) ∼ N
(
0, (M> ⊗ I)diag((Σw)1, . . . , (Σw)K)(M ⊗ I)

)
.

Here, matrices (Σw)k are the variance matrices of the K underlying proper CAR spatial effects,
i.e.,

(Σw)k = (D − αkW )−1, k = 1, . . . ,K.

Additionally, [1] show that for the separable case, with α1 = . . . = αK , the between-
variables variance matrix is M>M . The chosen prior of this model is on M>M , and it follows
a Wishart with parameters K and τI . In this case τ is a fixed precision which is set to 0.001.
Finally, the hyperparameters of this model are the K autocorrelation parameters (conveniently
transformed) followed by the columns of matrix M , for which no transformation is required.
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4. Mortality in Comunidad Valenciana
One of the two examples analysed in this work is based on simulated data of the mortality

by cirrhosis, lung and oral cancer in Comunidad Valenciana (Spain). This dataset is available at
http://github.com/MigueBeneito/DisMapBook and it has been generated to mimic
the spatial pattern of the real data, that cannot be provided due to confidentiality constraints.

Specifically, the number of deaths by these three causes are available at the municipality
level in Comunidad Valencia (Spain), as well as the expected number of cases that have been
computed using internal standardization are available. Hence, the aim now is to estimate the spatial
pattern of the different diseases as well as their possible correlations using (in this example) three
different functions of INLAMSM: intrinsic MCAR, roper MCAR and the M-Model.

The maps in Figure 1 show the different posterior means of the relative risks from the
models fitted for the different causes of death. Similar point estimates of the relative risks are
produced by the three different models. The INLAMSM package also includes a few functions to
transform the marginals and summary statistics of the model hyperparameters in the internal scale
into the original scale in the model.

5. Discussion
The INLAMSM package builds on top of the INLA package and implements a number of

multivariate spatial latent effects. Hence, this package allows an easy and simple definition of
these multivariate effects to be used within a formula term to fit multivariate spatial models to
lattice data.

This work has been published in an open acces journal [?], therefore, more details can be
checked in https://www.jstatsoft.org/article/view/v098i02
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Figure 1: Posterior means of the relative risks of cirrhosis, lung cancer and oral cancer in Comu-
nidad Valenciana (Spain).
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Constrained smoothing and out-of-range prediction using P−splines:
an application to COVID-19 evolution
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Abstract

This work addresses the problem of constrained estimation of smooth curves and out-of-
range prediction combining the statistical framework of P−splines [5] with conic optimiza-
tion [2]. The methodologies proposed in this paper are illustrated using a real data set about
of the evolution of the COVID-19 pandemic.

Keywords: P-splines, Conic optimization, Prediction

1. Introduction
Many evolution indicators of the COVID-19 pandemic, such as the number of daily positive

cases or fatalities in a region, are non-negative responses. Therefore, any smoothing technique
applied to this kind of data must be able to incorporate this requirement, or misleading estimations
may be obtained as it is shown in Figure 2a. Furthermore, simulating different constrained short-
term prediction scenarios, which include expert knowledge, is a challenge which has not been
properly addressed so far in the P−splines framework.

In this work, we tackle the problem of estimating smooth curves that satisfy requirements
about their sign and shape. To do so, statistical and mathematical optimization modeling paradigms
merge to propose a P−splines constrained estimation problem by means of a conic optimization
model. The proposed methodologies are applied to COVID-19 data, yielding coherent estimations
of the daily number of infected people, contrary to its unconstrained version shown in Figure 2a.
Moreover, expert knowledge can be incorporated into this framework to simulate different short-
term prediction scenarios. We illustrate the flexibility of our approach by taking information about
the growth rates in the first COVID-19 wave and incorporating them to carry out predictions in
the second wave period. Furthermore, an open source Python library, cpsplines, is developed
which contains the implementations of the proposed methodologies.

2. Constrained P−splines
Let us consider the univariate regression problem of estimating a continuous function f :

[x1, xn] ⊂ R −→ R such that

yi = f(xi) + εi, i = 1, . . . , n, (1)
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where xi and yi refer to the i−th observation of the continuous covariate X and the response
variable Y to be predicted, respectively. For this estimation, P−splines [5] were used, which
consist of a basis function approach using splines for regression, together with a penalization
term. Many different spline basis can be used, and we chose cubic B−splines [4] for this work.

Estimating the function f in model (1) using P−splines does not ensure that the estimated
curve satisfies non-negativity requirements. Taking into account that the approximation of f in (1)
using a B−spline basis is defined by cubic piecewise polynomials, we use the characterization of
non-negative univariate polynomials in [1] to impose this condition. This result allows us to in-
corporate the non-negativity requirement into the P−splines framework yielding, for appropriate
choices of the vector c and matrices Cq, Hℓ (arisen from the result in [1]) and P (containing the
basis and penalty matrices), the following conic optimization model:

minimize
u, θ, Zq

u− c>θ

subject to ⟨Hℓ,Zq⟩F = (Cqθ)ℓ, q = 4, 5, . . . , k + 3, ℓ = 1, 2, 3, 4,

⟨Hℓ,Zq⟩F = 0, q = 4, 5, . . . , k + 3, ℓ = 5, 6, 7,
(
P1/2θ, u, 12

)
∈ Qk+5

r ,

Zq ∈ S4, q = 4, 5, . . . , k + 3,

θ ∈ Rk+3,

(2)

where ⟨·, ·⟩F denotes the trace matrix inner product, (·)ℓ refers to the ℓ−th component of a vector,
k denotes the number of subintervals in which the data domain [x1, xn] is split, θ contains the
B−spline basis coefficients, Zq are decision variables belonging to the cone of positive semidefi-
nite matrices of order 4, S4, and Qk+5

r is the (k + 5)−dimensional rotated second-order cone.

The theoretical result used to state problem (2) and the work in [3] also allows us to develop
some extensions. First, to extend the previous methodologies to out-of-range prediction (forward
and backwards), we follow the approach in [3], in which the values to be predicted are treated as
missing data in the fitting procedure. Second, thanks to the regularity properties of the B−splines
basis, the non-negativity requirement may be applied to higher-order derivatives of the function
approximating f in (1). Therefore, these methodologies can be generalized to enforce shape con-
straints in the estimated curve such as monotonocity and curvature. And third, our approach can
also be extended to the case in which multiple curves have to be simultaneously estimated for
groups of observed data and we wish to enforce a relative position in the curves.

When multiple regression is considered instead, i.e.,

yi = f(xi,1, . . . , xi,m) + εi, i = 1, . . . , n, (3)

where xi,j refers to the i−th observations of a continuous predictorXj , j = 1, . . . ,m, P−splines
are generalized by taking a multivariate B−spline basis, which is defined as the tensor product of
the elements of univariateB−splines bases. However, the previous non-negativity characterization
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does not hold for multivariate polynomials, and hence other approaches have to be considered. We
opted by weakening the requirements by just imposing them over a finite set of curves that belong
to the hypersurface. Our approach in this multidimensional setting does not guarantee that the
shape conditions are satisfied in the whole domain in which the hypersurface is being estimated.
Nevertheless, if these conditions are imposed at a large enough number of curves, the violation of
such conditions becomes unlikely in part due to the demanded smoothness.

3. Case study: Coherent estimations and predictions in COVID-19 data

We illustrate our new methodological proposal with data of the number of daily infected
people by COVID-19 in Aragón from February 6th 2020 to February 15th 2021 and labelled
depending on the age group of the patient (0−9,10−19, ...,70−79,80+). With this data set,
our aim is to present different short-term prediction scenarios (setting the forecasting horizon in
14 days ahead), ensuring that the estimations are coherent with the nature of the data.

Figure 1 shows the fit and forward prediction of the number of daily positive cases in Aragón
(aggregated by ages) from February 6th to July 15th 2020 under different scenarios. Scenarios 2,
3 and 4 are obtained by incorporating the growth rate of the first wave (varying its scale and/or
adding a constant lag to the points where this value is enforced) at the points to be predicted,
while in Scenario 1 only non-negativity is imposed, both in the observed domain and in the fore-
casting region. The results shown in Figure 1 highlight that the methodologies we propose and
the incorporation of these two parameters (the one that scaling the derivative and the one lagging
the curve) are a simple but very fl exible tool to simulate different plausible scenarios in an epi-
demiological context. Moreover, we observe in Figure 2 that the enforcement of the non-negative
requirement is crucial for obtaining reasonable smooth curves, even when all the observed points
are non-negative as in this case.

Figure 1: Smoothing and forward prediction curves obtained for the number of daily COVID-19
cases in Aragón, together with the observed values scattered as blue dots. The solid red vertical
line depicts the day in which prediction begins.

Figure 3 shows the contour plots of the fitted surfaces using all the data at hand and setting
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(a) Unconstrained fitted curve. (b) Non-negative fitted curve.

Figure 2: Zoom in of Figure 1 from February 6th to March 5th 2020 to show the unconstrained
and non-negative constrained fitted curves. The red dashed line corresponds toY=0.

the forecasting horizon to 14 days ahead. When the smoothing is carried out without enforcing
any requirements, a clear problem arises at the forecasting region: the surface becomes negative,
contradicting the non-negative nature of the data. In order to estimate a non-negative surface, we
use the proposed methodology to estimate non-negative curves in a finite set of curves contained
in the surface which coincide with the position of the knots.

(a) Unconstrained fitted surface. (b) Non-negative fitted surface.

Figure 3: Smoothing and forward prediction surfaces for the number of daily infected people in
Aragón by age group. The solid red vertical line depicts the day when prediction begins.
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A joint model for the effect of body-weight fluctuation on the risk of
death from a frequentist perspective.
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Abstract

We propose a joint model able to explain the association between body-weight fluctuation
and mortality. Weight over time is adjusted with a linear mixed model, and time-to-death is
modelled through a proportional hazards model. An appropriate link function is defined to
capture body-weight fluctuation. The motivating dataset is the PREDIMED study, an inter-
vention trial conducted in Spain aiming to the prevention of cardiovascular disease.

Keywords: joint models; shared-parameter models; linear mixed models

1. Introduction
Overweight and obesity are associated with higher risk of cardiovascular mortality and all-

cause mortality. Weight loss is commonly prescribed as a lifestyle intervention for these patients.
However, weight loss is frequently followed by repeated episodes of subsequent regain of the lost
weight, resulting in weight fluctuation. Whether such fluctuations in body weight are associated
with worse prognosis is controversial [7], leading to questions about the prudence of recommend-
ing weight loss in obese patients.

Previous research studies on that association were based on empirical definitions of body-
weight fluctuation, such as the difference between successive recorded values or the variance of all
intra-individual recorded weights. More recently, studies have attempted to model that association
by means of linear mixed models. In 2019, Cologne [1] proposed to fit a linear mixed model
for the subject-specific trajectories of body mass index (BMI) and then explore the association
between residual variation and mortality. Later, Willis [5] employed a linear mixed model to
approximate the subject-specific slope of BMI, and then quantified the association through a Cox
proportional hazards models. Notwithstanding, these approaches do not take into account that
linear mixed models assume independence between dropout and the non-recorded consequent
measurements (missing at random mechanism), which may be misleading for subjects with an
event during follow-up.

In this work, we propose employing a shared-parameter model to capture the dependency
between the longitudinal and the survival processes. Parameter estimation is achieved under the
frequentist paradigm. In particular, model fitting is conducted with function jointModel()
from the JM [2] package. Besides that, we introduce a new definition of body-weight fluctuation,

CEBMadrid Madrid, 25-27 May, 2022

First session young researchers 17



which constitutes the main novelty of this work. This approach takes advantage of the mathemat-
ical definition of acceleration, that may be conceived as fluctuation in the context of body weight.
To take into account the history of weight changes that otherwise would be ignored, the fluctuation
is averaged over time. For an overview of the joint modelling of longitudinal and time-to-event
data, we recommend the work of Rizopoulos [3].

2. Motivating data
The dataset includes information from 6201 people with a mean age of 67 years, from which

2706 (43.64%) are males and 3495 (56.36%) are females. They were followed over a median time
of 5 years (IQR=[2.99; 5.85]). During the follow-up, 188 (3.03%) males and 112 (1.81%) females
died. Risk factors considered from baseline were age, diabetes, obesity, hypercholesterolemia,
hypertension, and smoking status. Body weight was measured annually up to a total of 8 times.
The data proceeds from 10 of 11 nodes of the PREDIMED study. For further information, visit
http://www.predimed.es.

Recent studies have shown that biological sex influences almost all aspects of organism
behaviour [6]. Therefore, body-weight fluctuation is expected to behave differently according to
sex. With that in mind, we decided to perform separated analysis for males and females.

3. The joint model
Following the notation by Rizopoulos [3], let mi(t), i = 1, . . . , n, denote the true body

weight of the i-th participant at time t. It is assumed that the recorded weights are affected by
biological variation and measurement error, so the random variable yi(t) is introduced to denote
the hypothetical observed weight at time t. The joint model is composed of a survival submodel
and a longitudinal submodel, which are connected through a shared vector of random effects. The
longitudinal submodel aims to estimate the subject-specific true body weight from the gathered
covariates, denoted by the vectors xi(t) and zi(t), and is formulated as a linear mixed model:





yi(t) = mi(t) + εi(t) = x′i(t)β + z′i(t)bi + εi(t)

bi ∼ N (0, D)

εi(t) ∼ N (0, σ2)

The vector of parameters β contains the fixed effects and is shared between all participants,
whereas the random variable bi contains the random effects and follows a multivariate normal
distribution with mean 0 and covariance matrix D. Unlike in the general linear mixed model, the
residual terms εi(t) are assumed independent and homoscedastic.

Additionally, let T ∗
i be the true time of death for the i-th participant. Given the baseline

covariates wi of the individual, we consider the hazard function λi(t | Mi(t), wi) of T ∗
i , where

Mi(t) = {mi(s), 0 ≤ s < t} is the subject-specific historical weight up to time t. Hence, the
survival submodel is formulated as a proportional hazards model,

λi(t | Mi(t), wi) = λ0(t) · exp
(
γ′wi + α1mi(t) + α2f

(
mi(t)

))
, t > 0,

where γ, α1, α2 are the regression parameters and f(·) is the link function. We have settled a
piecewise-constant specification for the baseline hazard function λ0(t).
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To complete the formulation of the joint model, the link function f(·) must be defined to
represent the body-weight fluctuation registered for each participant. Our proposal is to analyti-
cally extract the second derivative from the body-weight profile, and then average it, computing
the integral over the follow-up time. That is,

f(mi(t)) =

∫ t

0
d2

dt2mi(t)

t
.

In essence, it is interpreted as the average fluctuation registered up to time t, according to the
longitudinal submodel. For this reason, the adequacy of f(·) to capture body-weight fluctuation
relies heavily upon the goodness of fit of the longitudinal submodel. In particular, considering a
complex structure for time is essential to reach a good fitting.

3.1. Variable selection
The linear mixed models have been built following the guidelines of Verbeke and Molen-

berghs [4]. As a result, the longitudinal submodel is (1) for males and (2) for females, where
age stands for baseline age, hypchol for hypercholesterolemia, and hypten for hypertension.
Analysis of deviance tables were conducted to select the covariates for the proportional hazards
model, which can be consulted in Table 1. Residual plots have been checked for model diagnosis.

mi(t) = β1 + β2 (age-67)+ β3 hypchol+ β4 hypten+ bi1 +

+ t ·
(
β5 + β7 (age-67)+ β8 hypchol+ bi2

)
+

+ (β6 + bi3) t
2 (1)

mi(t) = β1 + β2 (age-67)+ β3 hypchol+ β4 hypten+ bi1 +

+ t ·
(
β5 + β9 (age-67)+ bi2

)
+ (β6 + bi3) t

2 +

+ (β7 + bi4) t
3 + β8 t

4 (2)

3.2. Results and discussion

For the longitudinal submodel, the estimated standard deviation of the residuals is σ = 2.23
for males and σ = 2.05 for females. Hence, the predicted body weights are quite close to the
recorded measurements, though weight changes will result smoothed. Model fitting could be im-
proved by considering time-dependent covariates, such as physical activity or energy consumption.

The hazard ratio associated to body-weight fluctuation corresponds to the last row in Ta-
ble 1. The lack of effect for males could be due to the little fluctuation the longitudinal submodel
has found in the data. Besides that, a sensitivity analysis was conducted for females, revealing that
the effect dilutes for females under the age of 70 (HR = 1.70 [0.69, 4.19]). This suggests that the
results may be biased by reverse causality. In epidemiology, reverse causality refers to the situation
in which the disease is causing or affecting the exposure status and not vice versa. Indeed, patients
with declining health status are prone to unstable body weight, which is misleadingly interpreted
as body-weight fluctuation in our model.

In conclusion, our approach to analyse body-weight fluctuation constitutes an improvement
compared to previous strategies. First, the linear mixed model allows us to interpolate the body-
weight profile, accounting for subject-specific effects. Also, its formulation provides a solid basis
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to formalize body-weight fluctuation. Furthermore, the estimation of the linear mixed model under
the joint model framework addresses the dependence of the longitudinal measurements on the
survival process. Despite this, efforts should focus on differentiating between intentional and
unintentional body-weight fluctuation.

Risk Factor HR 95% CI
age - 67 1.14 [1.09, 1.18]
hypchol 0.93 [0.66, 1.29]
diabetes 1.38 [1.02, 1.85]
smoker 1.65 [1.22, 2.24]
age-67 : hypchol 0.95 [0.90, 0.99]
body weight kg 1.01 [1.00, 1.03]
body-weight fluc. 1.16 [0.45, 3.00]

Risk Factor HR 95% CI
age - 67 1.11 [1.07, 1.15]
diabetes 1.80 [1.23, 2.62]
body weight kg 1.01 [0.99, 1.04]
body-weight fluc. 2.04 [1.28, 3.27]

Table 1: On the left (resp. right), the results from the survival submodel for males (resp. females).
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Double Hierarchical Generalized LinearModels offer great flexibility whenmodeling highly
structured data. We present an approach to fitting these models using a combination of INLA and
Importance Sampling, which offers an alternative to other existing estimation methods such as
MCMC. We provide specific details on the implementation of the proposed method by performing
simulation studies and by applying it to real data examples.

Keywords: Bayesian statistics, DHGLM, INLA, Importance Sampling

1. Introduction
Double Hierarchical Generalized Linear Models (DHGLM) [1] are extensions of Gener-

alized Linear Models (GLM) which allow to model both the mean and the dispersion or scale
parameters of the response variable distribution. Moreover, random effects can be included in
the regression structures and, in addition, the precisions or variances of these terms can also be
modeled. As they are highly structured models, these models can be rather complicated to fit. One
option could be to use Markov Chain Monte Carlo (MCMC) methods for their estimation, but it
could require a long computation time. An alternative to MCMC is usually given by the Integrated
Nested Laplace Approximation (INLA), but it is not possible to fit these models directly with
this approach. Therefore, and following Berild et al. (2021) [2], we propose an innovative mod-
elling approach that includes a combination of INLA and a sampling method such as the Adaptive
Multiple Importance Sampling (AMIS).

We carried out three different simulation studies to better illustrate model fitting of hierar-
chical models with different structures using the JAGS software, and compare the results obtained
with the MCMC approach. We have also applied this methodology to two real data examples: the
study of infant mortality rates in Colombia and to modeling the effect of sleep deprivation in the
reaction time on a number of subjects. However, for brevity of exposition, here we only include
the results for two of the simulations and one of the real data examples.

2. Methods
DHGLM are specified given a set of two random effects (u(µ),u(ϕ)), so that the conditional

mean and variance of the response variables Yi areE[Yi|u(µ),u(ϕ)] = µi andVar[Yi|u(µ),u(ϕ)] =
φiV(µi), respectively, for i = 1, . . . , n. The random effects depend on the variance (or the preci-
sion) parameters λ and α, i.e., (u(µ)(λ),u(ϕ)(α)). Here, regression models for the mean, for the
dispersion parameters and for the parameters of the random effects are specified as:
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g(µ)(µi) = X
>(µ)
i β(µ) + Z

>(µ)
i u

(µ)
i

g(λ)(λi) = X
>(λ)
i β(λ)

g(ϕ)(φi) = X
>(ϕ)
i β(ϕ) + Z

>(ϕ)
i u

(ϕ)
i

g(α)(αi) = X
>(α)
i β(α),

(1)

where X>(.)
i is the i-th row of the design matrix X(.) for µ,λ,ϕ and α, Z>(.)

i is the i-th row of
the design matrix Z(.) for µ,ϕ, and β(.) is a vector of unknown coefficients to be estimated for
µ,λ,ϕ and α, respectively.

INLA provides fast approximate Bayesian inference for latent Gaussian Markov random
field (GMRF) models, and could be used as an alternative to MCMC methods to fit DHGLM’s.
However, they do not belong to the class of models that INLA can fit due to their particular struc-
ture that includes different hierarchies on the mean and scale parameters. Nevertheless, DHGLM
can be expressed as conditional latent GMRF models after conditioning on some model param-
eters. This idea of fitting conditional models with INLA has been exploited by several authors
(see, e.g., [3]) to increase the number of models that can be fitted with INLA. The methodology
is based on splitting the vector of hyperameters θ into two subsets, θc and θ−c, so that the model,
conditional on θc, can be fitted with INLA.

In our proposed Importance Sampling (IS) algorithm, samples of θc, (i.e., {θ(m)
c }Mm=1) are

obtained using an importance or proposed distribution s(·). For each value θ(m)
c , a conditional

model is fitted with INLA and the integration weights wm, which account for the difference be-
tween the proposal and the target distribution, are computed. These samples and weights are used
to approximate the target distribution, which is the posterior marginal, using a weighted average.
A more detailed description of the method is provided in [2]. AMIS has also been described to
provide a more robust sampling method that updates the importance distribution s(·), for which a
multivariate Gaussian and a multivariate t distributions have been proposed [2].

3. Simulation Studies and Application
The first simulation study corresponds to a Poisson log-linear model with fixed and ran-

dom effects, so that the precision of the random effects is modeled by using a linear term with
covariates. More specifically, the model is given by:

Yi ∼ Poi(µi), i = 1, . . . ,n
log(µi) = β0 + β1xi + ui, with ui ∼ N(0, τi)
log(τi) = γ0 + γ1zi

(2)

For the simulated data, we have used n = 1000, β0 = 1, β1 = 0.25, γ0 = 0 and γ1 = 0.5.
Covariates were simulated so that: xi ∼ U(0, 1) and zi ∼ N(0, 1).

We have also performed a simulation study for a negative binomial model, with different
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scale parameters for each observation:

Yi ∼ NB(pi, ki), i = 1, . . . , n, with pi =
ki

ki+µi
log(µi) = β0 + β1xi
log(ki) = γ0 + γ1zi

(3)

We simulated n = 500 observations, the values for the parameters were β0 = 1, β1 = 0.25,
γ0 = 0 and γ1 = 5, and the covariates were simulated so that: xi ∼ U(10, 20) and zi ∼ U(0, 20).

These models can be considered as DHGLM, as the mean and dispersion parameters are
being modeled simultaneously. In addition, it could be useful to highlight that models like these
are often used to model overdispersed count data [4]. They can be expressed as latent GMRF’s
by conditioning on θc = γ = (γ0, γ1), resulting in a Poisson model having random effects with
different precisions, and, in the case of a negative binomial model, with different sizes, which
we will fit by using AMIS with INLA. Values of γ will be obtained by simulation, and estimates
of the posterior distribution by using importance weights. The posterior marginals for β0 and β1
will be obtained by respectively weighting their conditional marginals. In both cases, the initial
sampling distribution was assumed as a multivariate Gaussian with zero mean and a diagonal
variance matrix with entries equal to 5.

Furthermore, we have analyzed data about the effect of sleep deprivation on reaction time
for a number of subjects, which can be found in the R package lme4, and it includes observations
for the most sleep-deprived group for the first 10 days of the study. We have fitted a DHGLM with
random slopes per subject and different within subject precisions, so that:

Yij ∼ N(µij , τi); i = 1, . . . , p; j = 1, . . . , ni
µij = β0 + βidayij , with βi ∼ N(0, τβ)

log(τi) = γ + ui, with ui ∼ N(0, τu)
(4)

Here, p = 18 is the number of subjects and ni = 10, i = 1, . . . , p, given that all subjects
have the same number of measurements in the dataset. Covariate dayij is the number of the days
that have gone by since the beginning of the sleep deprivation experiment. In order to fit this
model by using AMIS with INLA, we condition on θc = τ = (τ1, . . . , τp), which will split the
main model into two independent submodels with response variables y and log(τ ). These two
models can be independently fitted, and the resulting log-marginal likelihood will be the sum of
the corresponding values from the two models, which can be then used to compute the weights in
the AMIS algorithm. For the importance distribution, we propose to use a multivariate Gaussian
with parameters informed from the data. That is, the mean is

[
log(1/S2

1), . . . , log(1/S
2
p)
]
and the

variance is a diagonal matrix with entries
0.05 ×

[
log(1/S2

1), . . . , log(1/S
2
p)
]
, where S2

i is the sample variance for the measurements on
the i-th individual. These initial values provided better results than those using a vague starting
distribution. Tables 1, 2 and 3 summarize the estimates obtained by using both methods for each
of the models considered here. As can be seen, for all the models considered here, the results from
the MCMC estimations are very close to those obtained with AMIS-INLA.
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AMIS MCMC
Parameter True value Mean St. dev. Mean St. dev.

β0 1 1.0531 0.0736 1.0509 0.0745
β1 0.25 0.2302 0.1254 0.2286 0.1270
γ0 0 -0.0210 0.0655 -0.0455 0.0651
γ1 0.5 0.4830 0.0622 0.4787 0.0628

Table 1: Summary of the estimates of the Poisson log-linear model used in the simulation study.

AMIS MCMC
Parameter True value Mean St. dev. Mean St. dev.

β0 1 0.9875 0.0541 0.9941 0.0513
β1 0.25 0.2506 0.0033 0.2502 0.0031
γ0 0 -0.0879 0.0926 -0.0850 0.0903
γ1 5 4.8594 0.1861 4.8588 0.1813

Table 2: Summary of the estimates of the negative binomial model used in the simulation study.

AMIS MCMC
Parameter Mean St. dev. Mean St. dev.

β0 0.2606 0.0034 0.2590 0.0042
τβ 8240.2229 2742.75 8005.402 2712.491
γ 7.3170 0.2003 7.2666 0.2150
τu 2.1222 0.9348 2.6477 2.5713

Table 3: Summary of the estimates of the Gaussian model fitted to the sleep study data.

4. Discussion
We have illustrated model fitting of DHGLM by conducting two different simulation studies

and by performing the analysis of a real data example, including also suggestions on how to
choose the initial values for the algorithm. In all cases, AMIS-INLA provided good estimates
of the model effects and hyperparameters, which were very close to those obtained with MCMC
methods. Hence, we can conclude that our proposed AMIS-INLA approach provides an efficient
way of fitting DHGLM, representing a valid alternative to the MCMC estimation methods.
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Abstract

A friendly interactive web app has been built to allow to fit a multistate model from spe-
cific data and to predict the clinical evolution for a given patient. The app, amenable to other
diseases with different stages of severity, allows to visualize the disease process easing the
communication among members of different fields and turning it into a very useful tool for
the clinical and logistical management of hospitalized patients.

Keywords: Multistate model, shiny app, COVID-19

1. Introduction
Modelling the course of a disease regarding severe events and identifying prognostic fac-

tors is of great clinical relevance. Besides death, other intermediate events indicative of disease
progression are relevant for clinical management. Multistate models (MSM) can be used to model
the movement of patients among several states [1]. Specifically, they are useful to analyse a dis-
ease with an increasing degree of severity, that may precede death [2]. MSM interests include the
estimation of progression rates, evaluating the associations of risk factors, survival rates or predic-
tion. MSM offer several advantages with respect to other methods in survival analysis. They are
more flexible than Cox models with time-dependent covariates since they allow different baseline
hazards for each transition. In addition, they are more intuitive than landmark models because all
prediction timepoints are included in a single model and since different covariates can be specified
in each transition. But, the main advantage compared to both of these methods is that the model
provides estimates of probabilities of being in both intermediate and absorbing states at any point
in time. Moreover, the visual representation of a MSM generally makes it more interpretable for
clinical researchers. Motivated by the strengths of this type of model, this work presents a web
app with two main goals: 1) to provide the user with the ability to fit a MSM in a friendly way; 2)
to predict the clinical evolution for a given patient based on the previous model. The app will be
illustrated to predict high-risk critically ill cases among COVID-19 hospitalized patients.

2. Methodology
A MSM is a generalization of classic survival analysis that makes possible to describe com-

plex clinical changing processes over time. It is defined by a series of states — which could
represent different stages of the disease — and the transitions that connect them — which trace
the evolution of a patient during a follow-up period. MSM allow complex settings such as the one
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to describe the evolution of a patient that is admitted into the hospital due to COVID-19 as we
encounter in the DIVINE (DynamIc eValuation of COVID-19 cliNical statEs and their prognostic
factors to improve the intra-hospital patient management) project. Figure 1 shows the schema
adopted for these patients.

Figure 1: MSM in DIVINE project

A multistate process is a model for a continuous-time stochastic process {Xt; t ≤ τ},
which at any time point occupies one of a set of discrete states S (S = 1, .., k). For all i, j ∈ S the
probability of transition to state j at time t, knowing that the patient was in state i at time s (for
s < t) is defined as:

Pij(s, t;Fs−) = P (Xt = j|Xs = i;Fs−) (1)

where Ft− represents the history of the patient up to time t. For all i, j ∈ S the transition intensity
(or the instantaneous hazard) between two states i and j is defined as:

λij(t;Ft−) = lim
∆t→0

1

∆t
Pij(t, t+ ∆t;Ft−) (2)

Under the Markov assumption, i.e., that the future only depends on the present, not on the
past, and the one we will use for this web, expressions (1) and (2) are simpler:

Pij(s, t) = P (Xt = j|Xs = i), ∀i, j ∈ S

λij(t) = lim
∆t→0

1

∆t
Pij(t, t+ ∆t), ∀i, j ∈ S

Besides the nonparametric estimation of Pij(s, t) and λij(t) interest relies on the effect that
covariates could have of them. We will focus on the semi-parametric choice via Cox (propor-
tional hazards) models allowing to relate the characteristics of an individual, described by some
covariates, with the transition intensities as follows:

λij(t;Z) = λij,0(t)exp{βTijZ} (3)

where λij,0(t) is the baseline hazard function between states i and j, βij is the vector of regression
parameters, and Z is the covariate vector.
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3. Web app
A web app created with the shiny R package is presented. It has two main features: 1) to

allow to fit a MSM from specific data; 2) to predict the clinical evolution for a given patient. To
fit the model, the data to be analysed must be upload in a prespecified format. Then, the user have
to define the states and transitions as well as the covariates (e.g., age or gender) involved in each
transition. From this information, the app returns descriptive graphics to represent the distributions
of the selected covariates and the length of stay for each state. To make predictions, the values of
selected covariates from a new patient at baseline has to be provided. From these inputs, the app
provides some indicators of the patient’s evolution such as the probability of 30-day death or the
most likely state at a fixed time. Furthermore, visual representations (e.g., the stacked transition
probabilities plot) are given to make predictions more understandable. To achieve those goals, the
app has different tabs for several functionalities: 1) Home: how the app works along with brief
instructions on how to upload a dataset; 2) Data: the user can decide between working with the
example dataset (from the DIVINE project), which is the default option, or uploading its own data;
3) Model: specification of the MSM by the definition of states, transitions and covariates as well
as the analysis type; 4) Descriptive analysis: graphical representations of the distributions of the
covariates included in the model as well as the time until/in each state; 5) Fitted model: estimates
from the model and their interpretation; 6) Output graphics: instantaneous hazards and transition
probabilities over time; 7) Prediction: forecasting for patient’s evolution from information on the
covariates associated to a new individual; 8) Help: extensive instructions on the app operation.

4. Case study: DIVINE project
A multicohort study of more than 4,000 hospitalized adult COVID-19 patients from 8 Cata-

lan hospitals during the 1st, 2nd, 3rd, and 5th Spanish waves of the pandemic was collected. As the
example data comes from this project, it is not necessary to upload any file. The app shows the
first registers in the Data tab.

The model in Figure 1 depicts the most clinically relevant disease severity states to explain
the patient’s evolution and the meaningful transitions between then based on the agreement of the
DIVINE team. In particular, we have the following States: Transient (non-severe pneumonia,
severe pneumonia, non-invasive mechanical ventilation, invasive mechanical ventilation, severe
pneumonia recovery) or Absorbent (discharge and death); Transitions: transitions have to be
specified one by one leading to the transition matrix required to fit the model; Covariates: age
and sex were considered as covariates in this work despite other potential covariates (e.g., oxygen
saturation) could be taken into account. In our study, there are about 60% men ranging from 18 to
almost 100 years old with mean around 60 years.

Before fitting the model, the app shows descriptive graphs of the selected covariates such
as bar charts or histograms, and boxplots representing the stay lengths for each transient state and
the time until the absorbing states.

The information regarding the states and the transitions makes up the transition matrix
needed to fit the model. The summary of the MSM and a help box with the interpretation of
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the coefficients are provided. As an example, we comment a couple of preliminary results. The
coefficient β̂M1,2 = 0.35 is related to the sex category male (M ) for the transition from non-severe
pneumonia (state 1) to severe pneumonia (state 2). The hazard ratio, HRM

1,2 = e0.35 = 1.41;
95%CI = (1.15, 1.73), indicates that being male is associated with a higher risk of moving from
non-severe pneumonia to severe pneumonia. On the other hand, the coefficient β̂A12 = 0.0051
yields to a hazard ratio for age (A), HRA

1,2 = e0.0051 = 1.005; 95%CI = (0.998, 1.012), for
the same transition as before. In this case the 95% confidence interval informs that there is no
evidence of association between age and an increasing or decreasing risk for a patient to move
from non-severe pneumonia to severe pneumonia.

Figure 2: Instantaneous hazards over time in the Output graph-
ics tab according to sex (upper panels) and age (bottom panels)

Some graphs to illustrate
the main model indicators (e.g.,
instantaneous hazard or transi-
tion intensities) are given. In
our case, we can obtain the
instantaneous hazards for the
transitions starting in a specific
selected transient state. For cat-
egorical explanatory variables,
the indicators are provided for
each level and for continuos co-
variates, they are dichotomized
according to the median. Fig-
ure 2 shows how the app allows
to distinguish different patterns
according to the categories of
sex and age over time.

5. Conclusions
Two main strengths over other similar existing apps are: 1) predicts the evolution of a new

patient; 2) allows to compare different MSM. Having an interactive app that allows to visualize
this process eases communication among members of different fields and represents a very useful
tool for the clinical and logistical management of diseases with different stages of severity.
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Background and objectives: Evidence suggests that the bone remodeling process may 

be influenced by metabolic factors. We evaluated the cross-sectional association between 
metabolic profiles with reduced bone mineral density (BMD) and the prospective association of 
metabolic profiles with incident osteoporosis-related fractures in a representative sample from 
Spain. Since redox and inflammation status are affected by the metabolomic profile and play an 
active role in bone resorption, as secondary analyses we assessed the interaction role of redox-
related genes. 

Methods:  In 507 participants older than 50 years from the Hortega Study, we estimated 
metabolic principal components (mPC) from 54 plasma metabolites, measured with targeted 
NMR-spectrometry. BMD was calculated in the right calcaneus using Peripheral Instantaneous 
X-ray Imaging system (PIXI). Redox-related candidate SNPs (N=291) were measured by oligo-
ligation assay. 

Results: mPC1 (reflecting non-essential and essential amino acids, including branched-
chain and bacterial co-metabolism versus fatty acids and VLDL subclasses) was inversely 
associated with reduced BMD (T-score < -1 SD). mPC2 (reflecting essential aromatic amino 
acids and bacterial co-metabolism) was positively associated with reduced BMD. The 
corresponding prospective associations with incident fractures were consistent for these mPCs. 
mPC4 (reflecting HDL subclasses) was inversely associated with incident osteoporotic 
fractures. In flexible dose-response analyses mPC3 (reflecting LDL subclasses) was 
suggestively associated with higher risk of reduced BMD. Carriers of 7 genetic variants showed 
differential associations between mPCs and reduced BMD, being ACE and NOX1 the most 
interacting genes.  

Conclusions: Our results support the hypothesis that bone remodeling is influenced by 
metabolic factors, including amino acid and lipids and microbiota co-metabolism. Carriers of 
redox-related variants may benefit from intensified preventive interventions to prevent bone 
disease in ageing populations. 

 
Keywords: fractures, bone, metabolomic 

Parallel session: Epidemiological studies 32



Estimation of excess mortality in 2020 in five European countries
Garyfallos Konstantinoudis1, Michela Cameletti2, Virgilio Gómez-Rubio3, Inmaculada
León Gómez4,5, Monica Pirani1, Gianluca Baio6, Amparo Larrauri4,5, Julien Riou7,

Matthias Egger7,8, Paolo Vineis1, Marta Blangiardo1

1MRC Centre for Environment and Health, Department of Epidemiology and Biostatistics,
School of Public Health, Imperial College London, London, UK. 2Department of Economics,

University of Bergamo, Bergamo, Italy. 3Departamento de Matemáticas, E.T.S.I.I., Universidad
de Castilla-La Mancha, Albacete, Spain. 4National Centre of Epidemiology (CNE), Institute of
Health Carlos III, Madrid, Spain. 5Consortium for Biomedical Research in Epidemiology and

Public Health (CIBERESP), Institute of Health Carlos III, Madrid, Spain. 6Department of
Statistical Sciences, University College London, London, UK. 7Institute of Social and Preventive
Medicine, University of Bern, Bern, Switzerland. 8Population Health Sciences, Bristol Medical

School, University of Bristol, Bristol, UK.

We have studied the impact of the COVID-19 pandemic on excess mortality in 2020. All
casues of death have been considered in the analysis and observed number of deaths have been
compared to the expected deaths under the counterfactual of no-pandemic. Expected counts have
been estimated using population and mortality data from period 2014-2019 and Bayesian spatio-
temporal models. Average weekly temperature and holidays have been included in the model
as covariates to improve model fitting. Our analysis includes 5 European countries and differ-
ent administrative levels as well as stratification by age group and sex. The results show an
increase in mortality in all studied countries, with Comunidad de Madrid, Castilla-La Mancha
and Castilla y León with the highest excesses with a ˜30% increase in mortality in 2020. We
have developed an App to visualize the different excess mortality estimates and it is available at
http://atlasmortalidad.uclm.es/excess.
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Spatial statistics for lattice data and survey-based small area estimation have evolved as par-
allel, but mostly independent, research lines. Although both of them pursue similar goals, deriving
reliable estimates over sets of small areas, they have focussed on different statistical approaches.
On one hand, spatial statistics have focussed on taking profit of the spatial dependence that data
frequently show for deriving enhanced estimates. On the other hand, the small area estimation lit-
erature usually focus on using the information on the sampling design of the corresponding survey
study so that the corresponding estimates take into account that particular design. Surprisingly,
few proposals join both modeling resources (spatial dependence and taking profit of the sampling
design), in order to derive spatial survey-based small area estimates.

In this work we propose a model that tries to merge the spatial and survey-based small area
approaches within a common Bayesian proposal. Our proposal models, at the individual level, the
effect on the outcome of stratification and other additional variables whose totals are known for
each unit of study. In addition, spatial random effects are also considered for modeling the spa-
tial variability of the outcome. Finally, the model reweights the individual estimates (with spatial
terms) according to the sampling design information yielding survey-based spatial estimates. As
shown, this proposal is able to reproduce combined spatial-stratified-ratio estimators from a single
model. As an illustration we apply our proposal to the estimation of low- and middle-income coun-
tries population in Barcelona neighborhoods and assess the benefits of this approach as compared
to more traditional proposals.

Keywords: spatial statistics; small area estimation; bayesian hierarchical models
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L. Gomez-Ariza5, Tamara Garcia-Barrera5, Belén Callejón-Leblic5, Belén Moreno-Franco, Martin 
Laclaustra6, Jose Puzo6, Jose A. Casasnovas6, Rosario Ortola7, Fernando Rodriguez-Artalejo7, Esther 

Garcia-Esquinas1,7, María Tellez-Plaza,1,7, Roberto Pastor-Barriuso1 
 

* Equal author contribution; 1National Center for Epidemiology, Carlos III Health Institutes, Madrid; 
2Universitat Politècnica de València, Valencia, 3University of Valencia, Valencia; 4Biomedical Research 
Institute INCLIVA, Valencia; 5University of Huelva, Huelva; 6IIS Aragon, CIBERCV, Zaragoza 
University, Zaragoza; 7Department of Preventive Medicine and Public Health, Universidad Autónoma de 
Madrid-Idipaz and CIBERESP, Madrid. 
 
Keywords: regression-based recalibration, selenium, insulin resistance. 
Introduction: Epidemiological studies identified positive associations between Selenium (Se) 
and type 2 diabetes. However, the role of Se in insulin resistance and β-cell dysfunction has rarely 
been investigated. We evaluated whether the association of Se exposure with insulin resistance 
and β-cell function, measured by HOMA-IR and HOMA-β respectively, in diabetes-free 
participants is differential by age, in two study populations of middle-age and elderly participants.  
Methods: A total of 1163 participants from the Aragon Workers Health Study (AWHS), age 
range 42-56, and 915 from Seniors-ENRICA-2 (SEN-2) study, age range 64-82, were included in 
the cross-sectional analysis. To evaluate differential associations by age, independently of 
laboratory artefacts, we used a regression-based recalibration method using as reference two 
different age groups of NHANES 2011-2016 population: aged 40-59 years (N=736) and 60-80 
years (N=765). All participants were diabetes-free.  The recalibration models included age, sex, 
BMI, HDL cholesterol, and fasting time covariates. We first fitted separate regression models of 
glucose and log-transformed insulin levels in AWHS and SEN-2 participants, and computed each 
participant’s standardized residuals ri by dividing model residuals by the estimated residual 
standard deviation. We then fitted the same models in the two NHANES groups and extracted the 
model coefficients bjext for each covariate and the residual standard deviation sext. The recalibrated 
glucose and log-insulin levels were then yirec = ∑jbjextxij + sextri, where xij was their covariate 
pattern. Finally, HOMA-IR and HOMA-β were calculated using standard formulas.  
Results: Median for original HOMA-IR levels were 1.55 (1.08; 2.21) and 2.17 (1.45; 3.11) in 
AWHS and SEN-2, respectively, and for original HOMA-β were 70.0 (49.8; 100.5) and 135.0 
(93.9; 201.1), respectively. For recalibrated HOMA-IR levels were 1.82 (1.21; 2.88) and 2.05 
(1.34; 3.09) in AWHS and SEN-2, respectively, and for recalibrated HOMA-β were 74.2 (50.8; 
115.3) and 78.8 (54.5; 116.3), respectively. In subsequent association analysis in AWHS, the 
GMR (95% CI) comparing the 90th and 10th percentiles of Se distribution were 1.07 (0.99, 1.15) 
and 1.14 (1.06, 1.24) for original HOMA-IR and HOMA-β, respectively, which is consistent with 
the recalibrated HOMA-IR models. In SEN-2, the corresponding GMR (95% CI) were 1.10 (1.00, 
1.21) and 0.93 (0.84, 1.03) for original HOMA-IR and HOMA-β, respectively. Similar results 
were obtained with recalibrated HOMA-IR.  
Conclusions: The positive association of Se with HOMA-IR in both studies suggests that high 
levels of Se exposure are related with increased insulin resistance. Alternatively, the positive 
association of Se with HOMA-β in middle aged adults from AWHS but not in older adults from 
SEN-2, might suggest that increased insulin resistance induces compensatory increased β-cell 
function in younger ages, being this compensatory capacity decreased with aging. Results from 
our recalibrated data support that differential associations by age are not due to between-
laboratory variation in glucose and insulin measures. 
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Multiple mediation for uncausally correlated mediators 
in survival analysis 

 

Arce Domingo-Relloso,1,2,3 Allan Jerolon,4 Ana Navas-Acien,3 Maria Tellez-
Plaza,1 Jose Bermudez2 

1 Department of Chronic Diseases Epidemiology, National Center for Epidemiology, Carlos III 
Health Institute, Madrid, Spain. 

2 Department of Statistics and Operations Research, University of Valencia, Spain. 
3 Department of Environmental Health Sciences, Columbia University Mailman School of Public 

Health, New York, NY, USA. 
4 Laboratory MAP5, Universite Paris Descartes and CNRS, Paris, France. 

Introduction. Mediation analysis aims to quantify to which extent the relationship 
between two variables happens through intermediate variables. The association between an 
exposure and a health outcome might be mediated by several correlated biological pathways. 
However, individual mediated effects cannot be identified conducting individual mediation 
models when mediators are correlated. We extended the multimediate algorithm, which 
conducts multiple mediation analysis in the setting of uncausally correlated mediators, to 
survival data. Furthermore, we used real data from the Strong Heart Study to study the potential 
mediating role of DNA methylation sites, which are generally highly correlated, on the 
association between smoking and lung cancer. 

Methods. The multimediate method uses a quasi-Bayesian algorithm to estimate direct, 
indirect and total effects based on the simulation of counterfactual distributions. We extended 
this algorithm, which is implemented in the multimediate R package, to a survival context using 
additive hazards models. The SHS is a prospective cohort study of American Indian adults. 
DNA methylation was measured in 2,351 participants at the baseline visit (1989-1991) using the 
Illumina MethylationEPIC BeadChip (850K). The preprocessing resulted in data from 2,235 
individuals and 788,368 methylation sites. Lung cancer incidence was assessed through 2017. 
Smoking status and cumulative smoking dose were self-reported. 

Results. There were 97 lung cancer cases. The individual mediation models identified 20 
methylation sites as having significant mediated effects on the association between smoking and 
lung cancer. Many of them were annotated to well-known smoking-related genes such as 
AHRR, F2RL3 and PRSS23. The multiple mediation model identified a joint mediated effect of 
methylation sites of 292 lung cancer cases attributable to current vs. never smoking through 
DNA methylation changes per 100,000 person-years (79.1 % mediated percentage). 

Conclusions. Using a semiparametric additive hazards model, we extended a multiple 
mediation approach for uncausally correlated mediators to time-to-event outcomes. Our results 
suggest that 79 % of the effect of smoking in lung cancer might be mediated by changes in 
DNA methylation in well-known smoking-related genes. Our study provides evidence in favor 
of DNA methylation as a potential biomarker for early diagnosis of lung cancer, and as a 
potentially impactful target for future epigenetic treatments. 
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A new general and multivariable approach to categorize predictor 
variables. Optimal categorization of physical activity in COPD patients 
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4mdurban@est-econ.uc3m.es, Department of Statistics and Econometrics, Universidad 
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The use of discretized variables in the development of prediction models is a common 

practice, partly because the decision-making process is more natural when based on rules 
created from segmented models. Although this practice is perhaps most common in medicine, it 
is extensible to any area of knowledge in which a prediction model supports the decision-
making process. Therefore, providing researchers with a useful and valid categorization method 
may be a relevant issue when developing predictive models. 

A methodology to select the optimal cut-off points to categorize a continuous covariate 
has been previously proposed in the context of logistic and Cox regression models, which was 
based on the maximization of the discrimination ability of the model measured by the c-index.  

In this work, we propose a new general methodology, which can be applied to categorize 
a predictor variable in any regression model where the response variable belongs to the 
exponential family distribution. This new methodology can be applied in any multivariate 
contexts, moreover, allows to estimate cut-off points deferentially for the different levels of a 
factor variable with which the variable to be categorized has a significant interaction. 
Furthermore, a computationally very efficient method is proposed to obtain the optimal number 
of categories. Several simulation studies have been conducted in which the efficiency of the 
method with respect to both the location and the number of estimated cut-off points is shown. 

Finally, we applied this proposal to a real data set of patients with stable chronic 
obstructive pulmonary disease (COPD). Accurate assessment of measured physical capacity 
such as hand, quadriceps or shoulder strength and the intensity of physical activity in daily life 
is considered very important due to the close relationship between this parameters and patients 
health and mortality. Therefore, we have applied the proposed methodology in order to obtain 
optimal categorization proposals for continuous predictor variables related to patient’s physical 
activity considering mortality and number of hospitalizations as outcome variables. 

  
Keywords: optimal categorization, COPD, physical activity. 
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Could mortality data improve short-time cancer incidence
predictions?

Garazi Retegui1,2,3, Jaione Etxeberria2,3, María Dolores Ugarte2,3, Andrea Riebler4

1garazi.retegui@unavarra.es
2 Department of Statistics, Computer Science and Mathematics, Public University of Navarre

(UPNA), Arrosadia Campus, 31006, Pamplona, Spain
3Institute for Advanced Materials and Mathematics (INAMAT2), Public University of Navarre

(UPNA), Arrosadia Campus, 31006, Pamplona, Spain
4Department of Mathematical Sciences, Norwegian University of Science and Technology

(NTNU), Alfred Getz’ vei 1, 7034, Trondheim, Norway

Cancer incidence figures play an important role in the allocation of resources aimed at pre-
venting and controlling the disease. They are routinely recorded by national or regional population-
based cancer registries. However, these figures are usually available with a delay and therefore,
methods that provide short-term predictions are very useful. On top of that, an additional draw-
back is encountered. In large countries, regional cancer registries are responsible for collecting
and identifying all cancer cases occurring in a certain domain (state or province for example). Re-
gional registries are usually not established in the same year and therefore, cancer incidence data
series between different regions of a country are not harmonised over time. This lack of informa-
tion (mainly at the beginning of the data series), makes it difficult to use univariate spatio-temporal
models. One possibility to solve this problem is to use cancer mortality data as an additional source
of information because cancer incidence and cancer mortality are highly related.

The aim of this work is twofold: on the one hand, to predict cancer incidence in the short-
term and, on the other hand, to complete the data series of the cancer registries that are incorporated
at different times throughout the studied period. Here we use different multivariate spatio-temporal
models. The performance of these multivariate models will be analysed using lung and prostate
cancer incidence data during the period 2001-2015 reported by the 16 regional cancer registries of
Germany and provided by the German Centre for Cancer Registry Data, ZfKD.

Keywords: Cancer incidence projection, Multivariate space-time modelling, Predictive accuracy
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A two stage joint modelling of longitudinal discrete bounded
outcomes and survival analysis: an application to chronic obstructive

pulmonary disease patients
Galán García-Arcicollar, Cristina1, Najera-Zuloaga, Josu2, Arostegui, Inmaculada3,

Cristobal Esteban4, Lee, Dae-Jin5

1cgalan@bcamath.org, Basque Center for Applied Mathematics, Bilbao, Spain
2jnajera@deusto.es, Department of Mechanics, Design and Industrial Organization, Universidad

de Deusto, Bizkaia, Spain
4inmaculada.arostegui@ehu.eus, Department of Mathematics, University of the Basque Country

UPV/EHU and Basque Center for Applied Mathematics
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Spain
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In recent years, there has been an increased focus on placing patients at the center of health
care research and evaluating clinical care. For instance, patient-reported outcomes (PROs) are
helpful tools that provide reports about patient’s health status considering their health, quality
of life, or functional status associated with the health care or treatment they received. PROs
come directly from the patient, without any intervention from a clinician, and are now widely
utilized for routine monitoring and assessment of care outcomes in adult patients. Most clinical
studies involve the follow-up of patients where longitudinal information is collected. PROs can
be considered as discrete and bounded random variables, and hence a Beta-Binomial distribution
can be used to estimate regression models with longitudinal information and evaluate the temporal
evolution of patients’ health-related quality of life. When survival (or time-to-event) analysis is
also considered, the statistical literature uses the term “joint modelling” to refer to methods for
simultaneously analyzing longitudinal measurement outcomes and time-to-event outcomes.

In this work, we aim to examine the effect of PROs on the patient’s risk, so we propose
a joint model where the longitudinal component consists of a model for the PROs that might be
highly associated with overall survival. Therefore, the first step consists of fitting a longitudi-
nal Beta-binomial mixed-effects model and then in a second step, included the estimated linear
predictor in a Cox proportional hazard regression model. The approach is applied to a study of
543 chronic obstructive pulmonary disease (COPD) patients from Galdakao hospital in Spain that
includes the specific PRO survey for COPD patients, the St. George Respiratory Questionnaire
(SGRQ), consisting of three scales Activity, Symptoms and Impacts.

Keywords: Joint modelling, Beta-Binomial longitudinal model, Survival analysis.

AMS: 62N02 - Estimation in survival analysis and censored data
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Statistical Learning Models in Classifying the Type of Meningitis 
Irene García Mosquera1, 

1irene.garcia@uib.es, Department of Mathematical Sciences and Informatics, University of the 
Balearic Islands (UIB), and Balearic Health Research Institute (IdISBa), 

2 
 
The differential diagnosis between bacterial and viral meningitis is a very important problem: On 
one hand, failure to deliver proper antibiotic therapy in bacterial meningitis can lead to severe, 
permanent sequelae, and on the other hand, unnecessary antibiotic or overtreatment of viral 
meningitis cases can lead to antimicrobial resistance, increased health care services cost, changes 
in human microbiome, and high levels of stress to the suffering patients. 
I present the results obtained when applying three statistical learning (SL) algorithms (multiple 
logistic regression (MLR), random forest (RF), and naïve-Bayes (NB)) for the differential 
diagnosis of patients with meningitis. Cerebrospinal fluid (CSF) neutrophils, CSF lymphocytes, 
neutrophil-to-lymphocyte ratio (NLR), blood albumin, blood C-reactive protein (CRP), glucose, 
blood soluble urokinase-type plasminogen activator receptor (suPAR), and CSF lymphocytes-to-
blood CRP ratio (LCR) were used as covariates for the SL algorithms. The performance of the 
SL algorithms was evaluated through a cross-validation procedure, and optimal predictions of the 
type of meningitis were above 95% for viral and 78% for bacterial meningitis.  
Keywords: Statistical Learning, Differential Meningitis. 
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Confounding by indication: the role of clinical stability on 
antimicrobial de-escalation in community-acquired pneumonia 
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Tebé1, Jordi Carratalà2 
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University of Barcelona, Spain. 
 

Objective: The usefulness of routine microbiological testing to propitiate antimicrobial 
de-escalation in hospitalized patients with community-acquired pneumonia (CAP) continues to 
be a subject of debate. We aim to determine the impact of clinical stability on the effect of de-
escalation on 30-day mortality in patients with community-acquired pneumonia. 

 
Methods: Data came from a prospective cohort of adults hospitalized for community-

acquired pneumonia. A propensity score matching analysis was conducted for bias reduction in 
the comparison of de-escalation to a non-randomized control group. The role of clinical stability 
as a confounder of the effect of de-escalation on 30-day mortality was performed in the matched 
sample using a logistic regression model. 

 
Results: From the included 3677 patients, a 3 to 1 matching was performed, resulting in a 

total of 2107 patients, 1360 unmatched and 747 matched. 1538 (73%) were clinically stable and 
1498 (71.1%) had positive microbiology. The crude 30-day mortality was 37/1360 (2.72%) for 
non-de-escalated patients and 8/747 (1.07%) for de-escalated patients. The estimated OR for de-
escalation in the matched sample was 0.39 (95% CI: 0.17-0.79). After adjusting for clinical 
stability, the OR for de-escalation moved to a non-significant result 0.53 (95% CI: 0.23-1.1).  

 
Conclusions: The effect of de-escalation on 30-day mortality on community-acquired 

pneumonia without proper adjustment for clinical stability to avoid confounding by indication 
results in negative bias.  
 
Keywords: De-escalation, propensity score, bias. 
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Variable selection in the omics data setting: Sure Independence 
Screening coupled with elastic-net and its variants 
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3 Columbia University Mailman School of Public Health, New York, NY, USA. 
4 Department of Biostatistics, New York University, New York, NY, USA. 

5 Population Health Program, Texas Biomedical Research Institute, San Antonio, TX, USA 
 

The statistical analysis of omics data as markers of health endpoints poses a great 
computational challenge given the ultra-high dimensional nature and frequent between-
feature correlations. In this context, adaptive elastic-net (Aenet) regression, a 
dimensionality reduction regularization method, has theoretically shown to provide less 
biased parameter estimations, as well as better predictive accuracy, compared to other 
regularization methods such as LASSO and elastic-net. Alternatively, the SIS R package 
combines the Iterative Sure Independence Screening (ISIS) algorithm to regularization 
methods such as LASSO, Smoothly Clipped Absolute Deviation (SCAD) and Minimax 
Concave Penalty (MCP), to efficiently improve variable selection. 

In this work, we extended the SIS R package by pairing the ISIS algorithm with elastic-
net and Aenet. We subsequently used real epigenomic data from the Strong Heart Study to 
compare the performance of the ISIS-paired penalization methods to Bayesian shrinkage 
and frequentist regression methods on the evaluation of genome-wide human blood DNA 
methylation as a marker of body mass index and lung cancer incidence. 

The effect estimates for selected features in common across different methods were 
overall similar. For continuous BMI, Aenet outperformed the other methods in prediction, 
but showed the highest computational time. For incident lung cancer, SCAD and MCP 
outperformed in prediction and computational efficiency, but led to undesirably minimal 
sizes of selected features sets. The SIS package extended with the novel ISIS-paired 
dimensionality reduction functions, which also incorporates a bootstrap-based method to 
calculate confidence intervals for the estimated regression coefficients, is publicly 
available in CRAN (https://github.com/statcodes/SIS). 
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The information regarding gene expression studies deposited in public repositories has 

experienced an exponential growth in recent years. In this context, meta-analysis methods have 
become one of the most popular statistical techniques to obtain new scientific knowledge from 
this type of data, because they allow researchers to combine the results from different gene 
expression studies into a single common result. 

 
However, on several occasions, these methods have not been applied correctly, giving 

rise to inconsistent results and misinterpretations. One of the reasons why these errors occur is 
that there is a limited number of software that allows performing all the steps of gene expression 
meta-analysis. DExMA is an R package which implements all the necessary functions to 
properly accomplish gene expression meta-analysis. Moreover, DExMA contains functions that 
allow to control the possible existence of missing genes between the different datasets, as well 
as being able to carry out an imputation of them. The appearance of missing genes is a major 
problem that can arise when studies from different platforms are combined. DExMA is freely 
available in the Bioconductor repository: https://bioconductor.org/packages/DExMA/. 
 
 
Keywords: missing values, imputation, meta-analysis  
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Exploring transfer learning in omics data
Ferran Reverter1, Esteban Vegas1, Maxi Bless1

1freverter@ub.edu, evegas@ub.edu, maxibless@gmail.com. Department of Genetics,
Microbiology and Statistics, University of Barcelona.

The emergence of artificial intelligence has led to the implementation of deep learning mod-
els with a huge number of parameters that need to be estimated, which has promoted the need for
the exchange and reuse of pre-trained models, the so-called transfer learning, which avoid the
need to train the models from scratch and enables rapid development of new models from existing
ones. In the scenario in which data are scarce, training a model from scratch might not be fea-
sible. Instead, the model can be initialized with the majority of parameters from another model
trained on a similar task. Transfer learning can be viewed as incorporating prior knowledge into
the model. Parameters of the original model trained on a large data set are used for initialization
for the target model trained on a related task but with much less data available. Since tasks are
related, the transferred model may code features useful for the target task.

In the fields of computer vision and natural language processing, trained models are shared
through repositories called model zoos and are available for popular machine learning frameworks
(Keras, PyTorch, Tensorflow) but in omics there are not many platforms to share trained models.

We explore dense architectures for transfer learning in a common scenario in omics. In this
field, often multiple and heterogeneous types of high dimensional data are available each of one
having moderately large size but being small the subset of observations with complete data in two
or more omics. Let us suppose we have data from two omic data types, types 1 and 2. Denoting
by n1 the number of observations in omic data type 1 and by n2 , with n2 << n1, the subset of
complete observations having both omics and, by p1 and p2 the number of variables in types 1 and
2, respectively. We investigated which configuration of values for the parameters (n1, n2, p1, p2)
guarantee that the transfer of the model trained with data type 1 is useful to train predictive model
for small size complete data. We used the overfit risk to measure the performance of the transfer
learning.

Keywords: Transfer learning, Dense Neural Networks. Omics data.

AMS: 68T07, 68T09.
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COVID-19’s incubation time period by vaccination status 
Guadalupe Gómez Melis1,2, Jordi Cortés1, Gabriela Abelenda-Alonso3, Alexander Rombauts3, 
Daewoo Pak4, Yu Shen5, Klaus Langohr1 on behalf ot the DIVINE study project investigators. 

1. Universitat Politècnica de Catalunya - BarcelonaTech (UPC), Barcelona, Spain 
2. Institute of Mathematics of UPC - BarcelonaTech (IMTech), Barcelona, Spain 
3. Bellvitge Biomedical Research Institute (IDIBELL), Barcelona, Spain 
4. Division of Data Science, Yonsei University, Wonju, Korea 
5. Department of Biostatistics, University of Texas, MD Anderson Cancer Center, Texas, US 

Better understanding of the incubation period of an infectious disease is of public health and 
clinical importance. The finding is essential to estimate the reproductive number and assess how 
different public health interventions affect the outcome of the epidemic. 
We have conducted an observational study based on a telephone survey by trained clinical 
personnel with the aim of estimating the COVID-19 incubation time, that is, the elapsed time 
from exposure to SARS-Cov2-infection to symptoms onset. Most prior studies used travel 
records from travellers from Wuhan during the first wave of the pandemic. However, data on 
later SARS-CoV-2 variations and vaccination status are scarce. The recruitment period 
corresponds to the delta driven 5th wave in Catalunya and started in July, 2021. Adult patients 
with hospital admission for COVID-19 were eligible. The main variables collected were the 
time or an interval of time relative to the infection and the symptoms onset. Other factors such 
as age, gender and vaccination status/type were also collected. We estimate the distribution of 
the incubation time period using the generalized odds-rate class of regression models 
accounting for the factors previously mentioned. The proposed method allows us to integrate all 
the patient information regarding infection time and symptoms onset time, even when 
incubation times are interval-censored or missing. 
The final dataset collected between 6 July, 2021 and 13 December, 2021 includes 427 patients. 
Eleven patients without essential information were excluded. Among the remaining 416 
patients, 46% had been fully vaccinated. In addition, 262 provided some information on the 
infection time and symptoms onset: 15% reported an exact incubation time, 48% provided an 
interval of dates for the infection time, and the remaining 37% only informed on the start of 
symptoms. The fifth wave of COVID-19 was associated with sustained community transmission 
and a high percentage of patients were unable to identify a specific risk exposure.  
Our preliminary analysis suggests a shorter incubation period compared with the early variant 
during the delta driven fifth wave, and no differences stratifying by vaccination status, age, or 
sex. Incubation time estimates will be provided when the final dataset is validated. We will 
perform sensitivity analyses to contemplate several sources of bias such as recall bias as well as 
to assess the influence of the elapsed time after complete vaccination on the incubation time. As 
far as we know, our study is the first that estimates the incubation time based on the data 
including patients with mixed status of vaccination. 
Keywords: COVID-19, Incubation period, Odds-rate models 
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COVIDCAT – Bayesian Small Area Estimation for the incidence 
of COVID-19 across Catalonia 
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Objective: To use bayesian small area estimation (SAE) to assess the incidence of covid-

19 across the basic health areas (ABS) in Catalonia  
Methods: Data came from the daily update of the Catalan open data COVID-19 registry 

by small primary care areas named basic health areas (ABS). Small Area Estimation (SAE) 
methods have been used to obtain reliable estimates of several indicators of the covid-19 
incidence in ABS. We use Bayesian hierarchical models, applying the computational method 
Integrated Nested Laplace Approximation (INLA), to smooth the estimates of an area taking 
into account the results of the neighbouring areas.  

Results: For each ABS the following indicators are estimated: smooth cumulative 
incidence rates, excess risk, probability of this excess risk being greater than zero and the 
probability of the incidence for the last 14 days being greater than some threshold. The analysis 
is performed by pandemic waves. Results are stratified by sex, and the trend of the last days is 
plotted for each indicator. Moreover, we build an R shiny application 
(https://ubidi.shinyapps.io/covidcat/) that automatically updates results every day. These results 
are presented in a fashionable way through maps and graphical representations to help make as 
much accessible as possible the comparison between ABS. Also, a Twitter bot posts every night 
several tweets with the basic results (https://twitter.com/covidcat4). 

Conclusions: Bayesian SAE methods let us assess several indicators of the incidence of 
covid-19 into small areas taking in account the neighbouring areas, giving more reliable 
estimates. This application may help to trace the present and past state of all the different areas 
across Catalonia in an interactive and user-friendly manner, accessible to all public.  

 
Keywords: Spatial Statistics, Small Area Estimation, Bayesian Statistics, Covid-19 
surveillance. 
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Cluster analysis applied to COVID data: a study of the patient’s 
characteristics and disease outcomes 
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The COVID-19 outbreak has brought great challenges to healthcare resources around the 
world. Patients with COVID-19 exhibit a broad spectrum of clinical characteristics and disease 
outcomes. The purpose of this work was to determine profiles of COVID-19 patients with 
heterogeneous features over each of the first 3 waves (from October 2020 to February 2021). 

The dimension of the data set was reduced with the aim of keeping the maximum 
information via performing classification trees and selecting the variables that classify better into 
different COVID outcomes. Furthermore, the variables with more than 20% of missing 
observations were removed. 

A cluster analysis was performed on an anonymized database of 3381 patients and their 
information contained in a selected subset of the available 290 variables considered “important”. 
Dissimilarity- and partitioning-based clustering methods (k-means, k-prototypes, and CLARA, 
among others) and likelihood-based methods (mixture models and Kamila, among others) for 
continuous, categorical, and mixed-type data. Internal validation of the clusters was carried out, 
finding a low level of grouping which remains clinically informative. 

The identified clusters contain useful information to guide other studies to characterize 
groups of patients with this disease that could have a differential therapeutic response or 
prognosis. 
 
 
Keywords: COVID, cluster, machine learning. 
AMS: 62 Statistics; 92 Biology and other natural sciences. 
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Comunitat Valenciana is geographically divided into 542 municipalities and 241 

administrative health zones which belong to 24 health departments. For the health authorities of 
this region is very important to know the magnitude of the pandemic and its trend at any given 
time for each of these areas in order to make public health interventions more effective. 

The Covid19 pandemic has been a challenge in many ways, also for the traditional 
epidemiological surveillance tools. In this context, the development of methodologies that allow 
monitoring the evolution of the pandemic in areas as small as possible has been a priority. For 
this goal, spatio-temporal disease mapping models have proved to be a valuable tool of evident 
interest. Regretfully, these models were not originally devised for this pandemic context and the 
calculation of epidemic quantities like the instantaneous reproduction number Rt, of widespread 
use throughout this whole pandemic period, is not easily reproducible within these models. 

In this work we introduce a spatio-temporal spline model particulary tailored for COVID-
19 surveillance, which has allowed estimating and monitoring the Rt for small areas in 
Comunitat Valenciana. The results of this model have been weekly used by the health 
authorities of this region to nowcast the magnitude and trend of the COVID-19 rates at different 
small area levels. This tool has made it possible to identify the regions with the worst epidemic 
situation for each week, facilitating the surveillance work of the pandemic.  
 
 
Keywords: disease mapping, surveillance, covid19. 
AMS: AMS Classification (Optional).  
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Dynamic evaluation of COVID-19 clinical states and their 
prognostic factors to improve the intra-hospital patient management  

C. Tebé Cordomí1 and G. Gómez Melis2 on behalf ot the DIVINE study project 
investigators  

  1ctebe@idibell.cat, Biostatistics Unit, Bellvitge Biomedical Research Institute 
(IDIBELL) 

2 lupe.gomez@upc.edu GRBIO: Research Group in Biostatistics and Bioinformatics 
Departament d’Estadística i Investigació Operativa, Universitat Politècnica de Catalunya-

BarcelonaTech 
 

Objective: To achieve a deeper knowledge of the severe form of the disease caused by 
the SARS-CoV-2 virus a research project has been designed with multiples goals. First, to 
estimate the COVID-19 incubation period. Second, to identify the most clinically relevant 
prognostic factors for severe pneumonia, invasive respiratory support, or death in COVID-19 
hospitalized subjects. Third, to develop and validate a prediction tool for severe pneumonia, 
invasive respiratory support, or death in COVID-19 hospitalized subjects. And fourth, to 
compare and cluster clinical COVID-19 hospitalized subjects’ profiles between fourth waves of 
the pandemic. 

Methods: Data came from a multicenter cohort study of hospitalized adults with 
confirmed COVID-19 in eight five hospitals in the Barcelona metropolitan south region. About 
5,000 subjects from the 1st, 2nd, 3d, and 5th waves of the pandemic were included. A 
multidisciplinary research team, under the acronym DIVINE, integrated by researchers from the 
GRBIO (UPC-UB), Bellvitge University Hospital, and Bellvitge Biomedical Research Institute 
collaborated to define a statistical framework with a clear clinician focus to achieve the above-
described goals. 

Results: A generalized odds-rate class of regression models was used to estimate the 
distribution of the incubation time accounting for age, gender, and vaccination type, and 
considering the interval-censored nature of the incubation times. A semi-Markov multi-state 
model was used to identify the most relevant prognostic factors for a given wave and to estimate 
the probability of attaining different stages of disease progression within a given period, 
conditionally on a set of subject features. Finally, a clustering analysis was conducted to 
identify relevant hidden and relevant patient profiles. The results of this work will help 
clinicians to early identify patients at higher risk of suffering severe pneumonia or death. 

Conclusions: The statistical framework used in this project will be susceptible of being 
applied in future pandemics with a similar disease course. 

 
Keywords: Multi-state, generalized odds-rate class of regression model, Covid-19. 
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Current statistical issues in platform trials for the evaluation of
multiple treatments

Marta Bofill Roig1,∗, Martin Posch1

1Center for Medical Statistics, Informatics and Intelligent Systems, Medical University of Vienna
∗marta.bofillroig@meduniwien.ac.at

Adaptive platform trials provide a framework to simultaneously study multiple treatments
in a disease. They are multi-armed trials where interventions can enter as they become available
and leave earlier for futility or efficacy based on interim analysis or after evaluation in the final
analysis. The attractiveness of platform trials compared to separate parallel-group trials is not
only due to operational aspects as a joint trial infrastructure and more efficient patient recruit-
ment, also results from the possibility to share control groups, to efficiently prune non-efficacious
treatments, and to allow for direct comparisons between experimental treatment arms. However,
the flexibility of the framework also comes with challenges for statistical inference and interpre-
tation of trial results. The major challenges concern the adaptivity of platform trials (decisions
on adding or dropping arms cannot be fully pre-specified but may have an impact on current trial
arms), multiplicity issues (due to multiple interventions, subgroups and interim analysis) and the
use of shared controls (non-concurrent controls and blinding for interventions that have differ-
ent routes of administration, change in the standard of care). We will overview some statistical
approaches recently proposed to address these problems. In addition, we will give examples of
disease-specific platform designs under investigation in the IMI project EU-PEARL (Grant Agree-
ment no. 853966).

Keywords: Clinical trials, Statistical Inference, Multiple testing
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Modelling multiple seasonalities of NO2 hourly pollution levels
M. Avila1, A.M. Alonso2, D. Peña3
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NO2 is one of the most common pollutants in urban areas and road traffic is the main
source of this contaminant. The NO2 hourly time series has three seasonal patterns due to human
activity and climatological conditions. The classical approach assumes that those seasonalities are
determinist and can be modelled by trigonometric functions or dummy variables. This assumption
may be too strict. A more flexible model is to allow the seasonality to slowly change as in a
seasonal ARIMA model, where the seasonality is modelled as a stochastic processes. In this
paper, we propose to model them iteratively combining different seasonal ARIMA models.

We proposed a model that takes into account the regular dependency between hourly ob-
servations, the three seasonal components (daily, weekly and annual with seasonality 24, 168 and
8736 hours, respectively) and covariables such as the current average wind speed. It is worth not-
ing that this model is not linear since the seasonal component is composed by varying parameters
depending on the day hour and weekday. In order to estimate the model we have performed an ap-
proximation in two sequential steps: (1) In the first step we stratify the hourly NO2 time series into
168 weekly time series, formed by each of the hours of the day and the days of the week. Each of
the 168 weekly subseries is modelled separately with a seasonal ARIMAX52 and covariables. The
regular component of this ARIMAX52 model captures the weekly seasonality while the seasonal
one captures the annual seasonality. (2) Secondly, we consider the residuals from the first step in
their natural order and fit a seasonal ARIMA24. The seasonal component of this ARIMA24 model
will capture de daily seasonality while the regular component will capture the dependency be-
tween an observation and the immediately preceding ones. We compare our approach with other
methods that have been developed to consider more seasonalities such as TBATS and Prophet,
where the seasonal components are modelled by trigonometric functions.

Keywords: Pollution, Time Series, Multiple Seasonalities
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Exploring the randomness of mentally generated head-tail sequences
in healthy older adults and young subjects

S.Baena-Mirabete1, S. Fernández Guinea2, M.R. García-Viedma3, E. García2, A.
Junquera2 and P. Puig1

1Dept. de Matemàtiques, UAB
2Dept. de Psicología Experimental, UCM

3Dept. de Psicología, UJA

The analysis of categorical time series has been used to explore human memory patterns.
Thus, for example, in an experiment of mentally tossing a coin, people believe, erroneously, that
the coin alternates from heads to tails more often than really does. We present a study involving
generation of random binary sequences by healthy older adults. The results are compared with
a group of young subjects (Biology students). We conducted an experiment in which individuals
were asked to mentally simulate a fair coin. To that end, the subjects were each to produce a sin-
gle sequence of 50 head-tail outcomes, simulating the behaviour of a fair coin, without seeing (but
perhaps remembering) the past outcomes. The study presented here is framed in the context of
longitudinal data analysis in which a binary response, for a same individual, is repeated at 50 time
points. A Markov chain of order-memory k, taking values in a finite state space, is a well-known
probabilistic model usually used to describe long memory processes (Baena-Mirabete and Puig,
2018). However, in activities concerning the generation of random values by humans, it seems un-
realistic to assume that all the series are mentally produced according to a same order-memory. We
propose latent class models based on Markov chains to classify individuals into different classes
which differ in the form of generating head-tail sequences. We assume that subjects in the sam-
ple generate head-tail series according to a Markov chain, however, the order-memory of the chain
varies across unobserved subgroups (classes). We analyse whether there are significant differences
in the binary sequences mentally generated by healthy older adults compared to group of students.

Keywords: latent class model, higher-order Markov chains, random series production
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Several authors, such as Marshall and Barón (2000), Arribas-Gil, et al. (2015) and De la
Cruz, et al. (2017), analyzed a dataset from a clinical study related to the risk of loss for a group of
pregnant Chilean women. At the time of delivery, each woman was classified into two groups: a
normal group, in which those women who had a normal delivery were considered; and an abnormal
group, in which only those women who had some type of delivery were taken into account, a
complication that would result in a non-terminal delivery together with the loss of the fetus. In
particular, in these previous works, the authors modeled the concentration of the hormone β-HCG
in 173 women during the first trimester of pregnancy using mixed models. For the purposes of
our research, we decided to extend these previous works, proposing (i) a nonlinear logistic mixed
model with three random effects (NLME(3)), which distinguishes it from previous works, since
they only used one random effect (NLME(1)) and (ii) an additive nonlinear mixed-effects model
with spline penalty (SPNLME). Both models were estimated using the SAEM algorithm (Delyon
et al. 1999), which is a stochastic approximation of the EM algorithm. On the other hand, we
carry out a classification technique using the non-linear mixed models proposed via Importance
Sampling, seeking to minimize the probability of misclassifying and point out the group to which
each individual belongs.

Based on this proposal and on the progress made so far, we have managed to obtain im-
provements with respect to the adjustment of the data for the SPNLME additive model, also called
semi-parametric, by including new spline bases with penalties. In addition, we implement the clas-
sification method on this semi-parametric mixed models, obtaining improvements with respect to
the confusion matrix.

Group NLME(1) NLME(3) SPNLME Total
Normal Abnormal Normal Abnormal Normal Abnormal Total (173)

Normal 118 6 120 4 122 2 124
Abnormal 21 28 20 29 19 30 49
AUC 0.859 0.866 0.887

Table 1: Classification of the NLME(3) and SPNLME models via Importance Sampling using the SAEM algorithm. The results
are compared with the model NLME(1).

Keywords: Longitudinal data, classification, nonlinear mixed models.
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Density regression via dependent Dirichlet process mixtures and
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In many real-life applications, it is of interest to study how the distribution of a (continu-
ous) response variable changes with covariates. Dependent Dirichlet process (DDP) mixture of
normals models, a Bayesian nonparametric method, successfully addresses such goal. The ap-
proach of considering covariate independent mixture weights, also known as the single-weights
dependent Dirichlet process mixture model, is very popular due to its computational convenience
but can have limited flexibility in practice. To overcome the lack of flexibility, but retaining the
computational tractability, this work develops a single-weights DDP mixture of normals model,
where the components’ means are modelled using Bayesian penalised splines (P-splines). We coin
our approach as psDDP. A practically important feature of psDDP models is that all parameters
have conjugate full conditional distributions thus leading to straightforward Gibbs sampling. In
addition, they allow the effect associated with each covariate to be learned automatically from the
data. The validity of our approach is supported by simulations and applied to two real datasets,
one concerning the study of the association of a toxic metabolite on preterm birth, and the other
one in the context of field trials experiments.

Keywords: dependent Dirichlet process, penalised splines, nonparametric regression
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Background: Neurogenetic studies aim to test how genetic information influences brain 
structure and function by combining neuroimaging-based brain features and genetic data from 
the same individual. Most studies focus on associations of individual genetic variants and single 
measurements of the brain. Despite the great success of univariate approaches, given the 
capacity of neuroimaging methods to provide a multiplicity of cerebral phenotypes, the 
development and application of multivariate methods become crucial. 
 
Objective: In this work, several multivariate methods for modelling multiple brain outcomes 
and assessing its genetic influences were compared in terms of statistical power and 
performance over various levels and combinations of parameters.  
 
Methods: We used a subset of publicly available data from the Alzheimer’s Disease 
Neuroimaging Initiative (ADNI) database with available genetics and neuroimaging 
information. We also discussed relevant aspects of multi-trait modelling in the context of 
neurogenetic studies. 
 
Conclusions: Multivariate methods have substantial potential to improve the predictive ability 
for brain outcomes in neurogenetic studies. 
 
Keywords: Genetic association studies, Multivariate analysis,   
AMS: 92D30 
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clustglm and clustord: R packages for clustering with covariates for
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We present two R packages for model-based clustering with covariates. Both packages
can perform clustering and biclustering (clustering sites and species simultaneously, for example).
Both use likelihood-based methods for clustering, which enables users to compare models using
AIC and BIC as measures of the relative goodness of fit. The package clustglm implements tech-
niques from Pledger and Arnold (2014) for handling binary and count data, or data from other
single-parameter exponential family distributions, such as normal distributions with constant vari-
ance. It leverages glm and can fit pattern detection models that include individual-level effects
alongside cluster effects. For example, when applied to presence/absence data, you can cluster
sites and species while also taking into account any single-species effects, and any additional co-
variates. The package clustglm can also be applied to medical data, to cluster patients based on
their response patterns over multiple questions. This package can accommodate balanced and non-
balanced designs, and numerical or categorical covariates. It provides the clustering equivalent of
biplots, and also profile plots. We will illustrate the use of clustglm with a selection of ecological
or medical datasets. The package clustord handles ordinal categorical data, using techniques out-
lined in Fernández et al. (2016). It builds on the ordered stereotype model, which accommodates
flexibility in the ordinal scale used. The clustering results can reveal when two ordinal categories
are effectively equivalent and can be combined to simplify the model.

Pledger, S. & Arnold, R. (2014). Multivariate methods using mixtures: Correspondence analy-
sis, scaling and pattern-detection. Computational Statistics & Data Analysis, 71, 241-261.
Fernández, D., Arnold, R., & Pledger, S. (2016). Mixture-based clustering for the ordered stereo-
type model. Computational Statistics & Data Analysis, 93, 46-75.

Keywords: clustering, mixture models, multivariate, software.
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A spatial epidemiological model for plant pathogen diseases spread
Martina Cendoya1, Ana Navarro-Quiles2, Antonio López-Quílez2, David Conesa2

1cendoya_marmar@gva.es, Centre de Protecció Vegetal i Biotecnología, Institut Valencià
d’Investigacions Agràries (IVIA)

2Departament d’Estadística i Investigació Operativa, Universitat de València

An epidemiological model for almond leaf scorch caused by the phytopathogenic bacterium
Xylella fastidiosa in Alicante was implemented at individual (tree) level. As data availability
is scarce, the georeferenced distribution of trees was generated from the SIGPAC (“Sistema de
Información Geográfica de Parcelas Agrícolas”) database. In particular, following a planting frame
of 7x7 m, our landscape consisted of 366668 trees in an area of about 1325 km2.

In the proposed compartmental, individual-based model, the spatial relationship was in-
troduced using the Matérn correlation function. Individuals were categorized according to their
status: susceptible, asymptomatic infected and symptomatic infected. Whether a susceptible tree
becomes infected depends on the strength of infection of infected individuals, given by the rate of
infection parameter and correlation, whereas the appearance of symptoms is only time-dependent.
Asymptomatic infected were considered infectious but with a reduced rate of infection compared
to those with symptoms. We tested by simulation the behavior of the model parameters and the
type of initial introduction (random or aggregated) on disease progression.

The greatest variability in results depended on the spatial range parameter and type of in-
troduction. In areas with greater host continuity, i.e., without large empty holes, the rate of spread
was nearly constant and depended on range. However, the regions without trees were a barrier
to spread when their extent was greater than the range. Furthermore, to observe the effect of
long-distance spread, which can be produced for example by the movement of plant material, new
infected individuals were randomly introduced every few years. Simulations were implemented
in Python due to its computational efficiency handling large databases. In order to interactively
visualize the results of all scenarios, a Shiny application was also developed using R.

It is worth to note that this work could also be applied to the study of the spread of other
pathogens by adapting the parameters involved in the model. It could also be very useful for
establishing areas of higher risk as well as for the development of control strategies.

Keywords: Compartmental models, simulation, Matérn correlation
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Managing REDCap Data: The R package REDCapDM 

João Carmezim1, Judith Peñafiel1, Pau Satorra1, Esther García-Lerma1, Natalia 
Pallarés1, Cristian Tebé1 

1 jcarmezim@idibell.cat, jpenafiel@idibell.cat, psatorra@idibell.cat, egarcia@idibell.cat, 
npallares@idibell.cat, ctebe@idibell.cat, Biostatistics Unit, Bellvitge Biomedical Research 

Institute (IDIBELL) 

OBJECTIVES: The R package ‘REDCapDM’ is aimed to process REDCap data (Research 

Electronic Data CAPture) and to provide useful tools to carry out any task involved in the data 

cleansing process previous to data analysis. 

METHODS: The R package ‘REDCapDM’ has several functions structured in three 

dimensions. First, read and process raw data from REDCap or through a REDCap API 

connection in R. Second, identify queries, concretely major errors, duplicated values, outliers, 

and missing values in data from REDCap in R. Third, make an automatic control of queries 

already resolved or pending resolution. 

RESULTS: A total of 6 functions have been included in this first version of the package to 

accelerate and automate the process of data managing of REDCap data in R. The “redcap_data” 

function is used to read and prepare the data set originated from REDCap. The “rd_duplicates”, 

“rd_expression”, “rd_missings”, and “rd_missings_dep” functions allow the identification of 

several types of data issues and generate a query report in several formats (xlsx, word, html, or 

pdf). In the query report, 6 columns are available: the record identifier, REDCap’s instrument, 

type of query (e.g., missing value), description of the query, REDCap’s event, and REDCap’s 

repeat instrument. These columns are meant to help the user identify exactly the unwanted data 

point and correct/remove it from the data set. Finally, we have the “check_queries” function 

used to check the data set as many times as needed and identify which of the queries were 

already resolved. 

CONCLUSIONS: The main advantage of using the package ‘REDCapDM’ is indeed the 

amount of time saved in the data cleaning process of data analysis that normally takes most of 

our time as well as having a single report with all types of queries in it. The package 

‘REDCapDM’ is in the development phase and is not still available at the CRAN library. 

Keywords: REDCap, data manage, quality data 
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Space-time interactions in Bayesian disease mapping with NIMBLE
A. Urdangarin1, T. Goicoa2, M.D. Ugarte3

1arantxa.urdangarin@unavarra.es, Department of Statistics, Computer Science and Mathematics,
Public University of Navarre

2 tomas.goicoa@unavarra.es, Department of Statistics, Computer Science and Mathematics,
Public University of Navarre

3 lola@unavarra.es, Department of Statistics, Computer Science and Mathematics, Public
University of Navarre

Spatio-temporal disease mapping models are extensively used to smooth risks and hence
reduce variability. These models present some identifiability issues and specific constraints are
needed to correctly identify and interpret the different terms in the model. In this work we will
focus on two of the recent free software packages to fit spatio-temporal models in disease mapping
within a fully Bayesian approach: NIMBLE and R-INLA. NIMBLE is a recent tool that permits
to fit hierarchical models using Markov chain Monte Carlo (MCMC) algorithms. R-INLA is an R-
package for approximate Bayesian inference based on integrated nested Laplace approximations
and numerical integration.

The main goal of this work is to show how to fit spatio-temporal disease mapping models in
NIMBLE. An Intrinsic conditional autorregresive (ICAR) prior distribution for the spatial random
effects, a first order random walk (RW1) for the temporal random effects and four types of space-
time interactions are assumed. To overcome the identifiability issues, we take advantage of one
construction in NIMBLE to fit intrinsic conditional autoregressive models that constraints the ran-
dom effects to sum to zero. This requires to express the interaction term as independent standard
normal random variables and to include the spatial and temporal dependence through pre and post
multiplication by appropriate matrices. Breast cancer mortality data in Spain during the period
1990-2011 is used for illustration purposes and a simulation study is conducted to compare results
produced by both packages NIMBLE and R-INLA. Both procedures provide identical estimates of
parameters and relative risks. The simulation study verifies that R-INLA and NIMBLE estimates
of parameters and relative risks are close to the real values. Finally, in terms of computational
time, R-INLA is quite faster than NIMBLE.

Keywords: NIMBLE, spatio-temporal interactions, sum-to-zero constraints
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A comparative study of growth curves modelling approaches for
the estimation of the age at peak height velocity

María Alejandra Hernàndez Velandia1 Dae-Jin Lee2, María Xosé Rodríguez Álvarez3

1mhernandez@bcamath.org, BCAM-Basque Center for Applied Mathematics,
Departament of mathematics, UPV/EHU - Universidad del País Vasco

2dlee@bcamath.org,  BCAM-Basque Center for Applied Mathematics,
3mxrodriguez@uvigo.es, Department of Statistics and Operations Research, Universidade

de Vigo

The knowledge about growth curves has been of interest to different scientific fields, and
it has led to the development of different approaches to the modelling of growth data. These
models allow estimating growth trajectories as well  as the study of maturational  status and
timing. For instance, it is often of interest to estimate the chronological age at which peak height
velocity  (aPHV) is  reached and the rate  of  growth that  occurs  during peak height  velocity
(PHV) during puberty. 

On the other hand, in clinical practice, left hand and wrist radiography-based bone age
assessments such as Bayley–Pinneau (BP) or  Tanner-Whitehouse (TW) methods are widely
used to predict heights based on the fact that bone age correlates with a specific percentage of
mature height reached in a specific moment when chronological age is constant. 

In this work, we investigate different methods to estimate the growth in children and its
derivative curves to obtain the aPHV. The advantages and disadvantages of the different growth
curve models are illustrated with an example of heights of children aged between 10 and 18
years where the information of bone assessment before the age of 14 of the BP and TW methods
are available.

Keywords: Growth curves, derivative curves, age at peak height velocity.
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White blood cell profiles in Myotonic Dystrophy Type 1 mice
overexpressing the MSI2 gene.

Carlos J. Peña1, Maria Sabater-Arcis2, Nerea Moreno2, Juan A. Carbonell1

1Unidad de Bioinformática y Bioestadística. Instituto de Investigación Sanitaria (INCLIVA)
2Instituto Universitario de Biotecnología y Biomedicina, Universitat de València

Corresponding author: jacarbonell@incliva.es

Background: Myotonic dystrophy type 1 is a rare disease that affects muscles and other
body systems. Recent studies relate this disease to an overexpression of MSI2 gene. Our primary
aim is to evaluate the effect of the expression of this gene on relative white blood cell counts.

Materials: Data for this study consist of 35 observations of proportions of each white blood
cell in blood samples from mice that belong to four different treatment groups: healthy mice
(FVB), diseased mice treated with a buffer solution (PBS), diseased mice treated with an empty
virus (DES) and diseased mice treated with a virus overexpressing the gene of interest (MSI).

Methods: We begin by expressing our compositional data set in isometric log-ratio coor-
dinates (ilr). Afterwards, a principal component analysis (PCA) is performed and the resulting
loadings and scores are back-transformed to the centered log-ratio space where the compositional
biplot can be shown in order to uncover relations in our compositional data set. This is then con-
trasted by plotting ternary diagrams.
Additionally, a linear discriminant analysis (LDA) is applied to our ilr-transformed data set in
order to find the best way of separating the treatment groups using functions of the available vari-
ables.
Lastly, a Multivariate Analysis of Variance (MANOVA) is used for studying the effect of treat-
ment on the whole white blood cell compositions and Tukey HSD tests are conducted in order to
identify which treatment groups contributed to a significant global effect.

Results: Discriminant analysis suggests that the MSI group of diseased mice is clustered
on the opposite side of the rest of the groups. Additionally, the MANOVA contrast indicates
that statistically significant difference was found in the white blood cell compositions among the
groups. Nevertheless, Tukey HSD post-hoc tests confirm that these differences are not detected
between healthy and diseased mice but, instead, between MSI and PBS groups.

Conclusions: Classical statistical analysis techniques assume that the data can exist any-
where in real space. Therefore, they should not be performed without acknowledging the compo-
sitional nature of the data.

Keywords: compositional data, white blood cells, percentages
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Estimating essential habitats combining fishery-dependent and
-independent data applying Bayesian learning

Mario Figueira1, Xavier Barber2, David Conesa1, Antonio López-Quílez1, Joaquin
Martinez-Minaya3, Pennino Maria Grazia4, Iosu Paradinas5

1Dpt. Estadística i Investigació Operativa, Universitat de València
2Centro de Investigación Operativa, Universidad Miguel Hernández de Elche
3Estadística e Investigación Operativa, Universidad Politécnica de València
4Centro Oceanográfico de Vigo, Instituto Español de Oceanografía, Vigo

5Scottish Oceans Institute, University of St Andrews, St Andrews

Species mapping is an essential tool for conservation managers as it provides a clear pic-
ture of the distribution of marine resources. However, in fishery ecology, the amount of objec-
tive scientific information is limited and data may not always be directly comparable or easily
integrated. Information about the distribution of marine species can be derived from two main
sources: fishery-independent data (scientific surveys at sea) and fishery-dependent data (collec-
tion and sampling by observers in commercial vessels). The aim of this study is to propose a novel
approach to integrate these two different sources through sub-sequential Bayesian models. In par-
ticular, we apply the Bayesian learning paradigm in a sequential way by using as prior information
for the second model that obtained as posterior distribution of the parameters of the first model,
providing so better estimations and predictions. We compare results of both possible directions:
updating dependent data with that obtained with independent data and vice versa) with a simu-
lated example and a real case study using data from two elasmobranch species (S. canicula and G.
melastomus) in the Mediterranean Sea.

Keywords: Spatio-temporal modelling, fisheries, Bayesian learning

AMS: 62P12, 62L10

CEBMadrid Madrid 25-27 May

Poster session 70



1 

CEBMadrid  Madrid, 25-27 May 

New developments on Integral Priors for Bayesian Model 
Selection 
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Integral priors were developed for Bayesian model selection and have been successfully 

applied in many situations. However, there are two aspects that deserve special attention. First, 
the method is stated for the comparison of two models. Second, nonparametric density estimates 
of the integral priors have been typically needed to approximate the Bayes factors, which 
translates into more computing time. Here we generalize the definition for more than two 
models and propose new numerical procedures to approximate the Bayes factors. The method is 
illustrated with several examples including location-scale models, Poisson versus the negative 
binomial family, hypothesis testing for the exponential distribution mean, and the problem of 
testing if the mean of the normal distribution with unknown variance is negative, zero, or 
positive. Finally we illustrate the method for the variable selection problem.  
 
Keywords: Integral priors, Bayesian model selection, Objective Bayes factor, Markov chains. 
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Exploring statistical methods for classifying individuals in 
extreme aging groups 

Armand González-Escalante1, Blanca Rodríguez-Fernández, Irene Cumplido-Mayoral, 
Juan Domingo Gispert, Marta Crous-Bou, Natalia Vilor-Tejedor, Marc Suárez-Calvet 

 
Background 
Aging is the most important risk factor for Alzheimer’s disease (AD) and other 

dementias. A better understanding of how individual biological and brain ages can provide 
important information upon which to base strategies for new therapies. The purpose of this 
study was to explore statistical metrics to classify individuals in extreme aging groups according 
to biomarkers that are related to individual variability in rate of aging. 

Methods 
This study included 340 middle-aged cognitively unimpaired participants at risk of AD 

from the Alzheimer's and Families (ALFA) cohort. We used telomere length (TL) and magnetic 
resonance imaging (MRI) brain features for computing the aging metrics. Telomere length (TL) 
was determined by qPCR from DNA extracted from peripheral blood leukocytes. Delta-age 
from TL data was calculated as the residuals from regressing TL z-scores (normalized 
measures) on chronological age separately in women and men. Moreover, we used brain 
features to compute a BrainAge metric. The model of healthy brain aging was first trained with 
the chronological age and pre-processed structural MRI data of a training sample using a 
gradient boosting algorithm for capturing the multidimensional aging patterns throughout the 
whole brain. Then, BrainAge metrics were calculated on the testing sample as the difference 
between the estimated and chronological age using the already trained model. Positive metric 
values indicate accelerated aging, while negative metric values indicate decelerating aging. 
Accelerated and decelerated aging groups were defined as those 85 more extreme individuals of 
the computed metrics, roughly corresponding to the 10th and 90th percentile.  

Results 
Significant differences were found between aging groups and between sexes for both 

metrics, showing the classification ability of both estimated aging metrics (p-values < 0.001). 
None of the other demographic variables tested (chronological age, APOE ε4 carriership, 
years of education…) showed significant differences between the groups (p-values > 0.05). 

Conclusions 
The comparisons performed in this preliminary study confirmed the classification ability 

of the calculated age metrics between the groups. The classification ability was specific to these 
metrics, as we found no other significant effect when testing other demographic variables. 
Future analyses will focus on the analysis of circulating blood factors that differ between 
groups, integrating proteomics and metabolomics data to unravel the biological mechanisms 
associated with variability in the rate of aging. 
 
Keywords: Aging, Bioinformatics, Classifying methods,   
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Dealing with non-proportional hazards: Impact of treatment 
strategies on mortality in Pseudomonas aeruginosa bacteraemic 

pneumonia in neutropenic cancer patients  
Pallarès N1, Albasanz-Puig A2, Gudiol C3, Tebé C1 

1npallares@idibell.cat, ctebe@idibell.cat, Biostatistics Unit, Bellvitge Biomedical 
Research Institute (IDIBELL), Barcelona, Catalonia, Spain 

2aalbasanz@bellvitgehospital.cat. Infectious Diseases Department, Bellvitge University 
Hospital, IDIBELL, University of Barcelona, Spain. 

3cgudiol_ext@iconcologia.net, Infectious Diseases Department, Bellvitge University 
Hospital, IDIBELL, University of Barcelona, Spain. Institut Català d’Oncologia (ICO), Hospital 

Duran i Reynals, IDIBELL, Barcelona, Spain. 
 

Objective: To deal with non-proportional hazards in a Cox model to study treatment 
effect in mortality in patients with Pseudomonas aeruginosa (PA). 

Methods: A multicenter, retrospective cohort study including neutropenic patients with 
PA bloodstream infection (BSI) was conducted in 34 centers (12 countries) between 2006 and 
2018. Patients were classified into three groups according to the treatment received.  

A Cox proportional hazards model was used to perform an adjusted analysis of the 
treatment strategies with age, sex, and septic shock as clinically relevant factors for 
mortality. The presence of septic shock at admission violated the proportional hazard 
assumption of the Cox model. To deal with this, a time-dependent covariates analysis on septic 
shock was performed. Data were split into three groups (from day admission to day 2, from day 
2 to day 10, and from day 10 to day 30) defined after the exploration of the Schoenfeld residuals 
plot, and a clinical discussion on the rational of this cut points. In each time interval, a different 
coefficient was estimated for septic shock. Treatment effects were reported using hazard ratio 
(HR) and 95% confidence intervals. 

Results: Among 1017 episodes of bacteremic pneumonia, PA was the source of BSI in 
294 of them (31.3% women, 61.3-yo). 23.1% of patients received inappropriate initial empirical 
antibiotic treatment, 26.9% appropriate empirical combination and 50.0% appropriate empirical 
monotherapy. Almost half of them (48.1%) had septic shock at admission. Schoenfeld residuals 
showed non-proportional hazards for septic shock. After splitting data in three groups, 
appropriate empirical combination was a protective factor for mortality (HR 0.41, 95% CI 0.26-
0.65). No differences were found between appropriate empirical monotherapy and inappropriate 
empirical treatment. Regarding septic shock, association with mortality was higher between 
admission and day 2 (HR 7.24, 95% CI 4.12-12.72), than between day 2 and day 10 (HR 3.47, 
95% CI 1.98-6.09). After day 10, septic shock had no effect on mortality.  
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Conclusions: Splitting data into time intervals was a relevant strategy to solve the 
proportional hazards issue, and to give more information to clinicians about the weight of septic 
shock in early mortality and the effect of empirical antibiotic treatments. 

Keywords: Infectious diseases, Non-proportional hazards, Cox model. 
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 Optimal designs for a non-linear model of ethanol elimination in 
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Abstract: 
The equation usually employed by forensic scientists to estimate the alcohol 

concentration in blood in a person after the ingestion of alcoholic drinks, has zero-order kinetics 
in the ethanol elimination phase, i.e., the elimination process occurs in the body at a uniform 
rate as a function of the ethyl-oxidation constant. The model, formulated by Widmark, does not 
consider the phase of increase in concentration, and approximates the phase of elimination in a 
linear way, which may be insufficient if the tests are carried out in the first phases of alcohol 
intake.  

 
In this work, optimal designs are proposed for a non-linear model that fits the different 

phases of the pharmacokinetic process of ethanol in the human body (absorption, distribution, 
metabolism, and elimination) in order to compute the most informative observation times for 
the estimation of the parameters of the non-linear model. In the calculation of the designs, a 
covariance structure between responses in needed, since the parameters of the non-linear model 
depend, among other factors, on the characteristics of the subject in which the observations are 
taken. 
 
 
Keywords: Optimal design of experiments, D-optimality, ethanol, Widmark 
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Assessment of uncertainty in biomass estimation using different
statistical tools employed in fisheries management

A. Fuster1, D. Conesa2, S. Cerviño3, M. Cousido-Rocha3, F. Izquierdo3, M.G. Pennino3

1alba.fuster1398@gmail.com, Master of Biostatistics student, Universitat de València
2 Valencian Bayesian Research Group, Universitat de València

3 Centro oceanográfico de Vigo - Instituto Español de Oceanografía (IEO - CSIC)

In recent decades, the concern about marine ecosystems health has led to a better manage-
ment of fishery resources. However, these improvements have not been sufficient to reverse the
global declining trend of overfished stocks. As a result, it turns necessary to improve the quality of
scientific advice for fisheries management. One way to help managers is quantifying the unknown
biomass of fish species. Estimating this biomass is not an easy task and so, several statistical
models have been developed to describe that temporal behavior for those target species.

The aim of this study is to shed light and help scientists to choose amount statistical methods
proposed in the literature for estimating the temporal behavior of the biomass. To do so, we
simulate a biomass in a regular area and we set two different scenarios that reproduce the main
data sources used to fit the statistical models:

• Oceanographic surveys (fishery-independent data), consisting of a georeferenced random
sampling, where the information is given as relative biomass indices; and,

• Observers on fishing vessels (fishery-dependent data), consisting of a georeferenced prefer-
ential sampling, where the information is given as catch per unit effort (CPUE) indices.

We propose the use of R-INLA, a package in R that do approximate Bayesian inference
for Latent Gaussian Models, in order to run different models (GLMs, GAMs and spatio-temporal
models) for each of the different simulated scenarios. Results of the model provide us predic-
tions of the CPUE and relative biomass indices. Finally, these predictions are fed into the SPiCT
(stochastic surplus production model in continuous time) stock assessment model to estimate the
“unknown” biomass. As the biomass has been simulated, we can assess the accuracy of this esti-
mation using error measures as RMSE, MASE or MAPE and choose the best model.

Keywords: geostatistical models, simulation and accuracy
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Comparison of three scoring methods applied to the ASES-p scale for
shoulder pathology

Maider Mateo-Abad1, Kalliopi Vrotsou2

1maider.mateoabad@biodonostia.org, Biodonostia, Primary Care Research Group; REDISECC
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Shoulder pathologies are among the commonest musculoskeletal problems, and they are
known to limit daily life activities, increase work absence and affect psychological and social
well-being. One of the most implemented pathology-specific scale is the American Shoulder and
Elbow Surgeons patient self-report section (ASES-p). The ASES-p is an 11-item scale which
evaluates pain level and 10 activities of daily living. The scale is validated and it is reliable, but
some studies indicated that the scoring of the items could be optimized. The optimization of the
scoring or ponderation of the items could help to make better clinical decisions and to assess the
effectiveness of an intervention, among others. Therefore, the aim of these study is to evaluate and
compare three different scoring procedures, raw scoring, scoring based on factorial analysis (FA)
and based on multiple correspondence analysis (MCA).

The Raw score was calculated by adding the patient’s ratings. Factor loading were used
to ponderate the items for the FA based score, and for the MCA based score, the coordinates of
the main dimension were assigned to each category of all items. The scores were transformed
to range from 0 to 100. Psychometric properties were evaluated for each scoring method, on a
sample of 106 patients with shoulder pathologies. Reliability was tested with Cronbach’s alpha and
Spearman’s correlations coefficients were obtained to analyze the convergent validity. Sensibility
to change was explored comparing the scores of the patients before and after receiving a treatment.

Results were acceptable for the three scoring methods. Cronbach’s alpha was higher for
MCA score, than for FA and Raw scores (0.92 vs 0.90 and 0.87). The first also presented better
internal consistency and better convergent capacity with the Constant-Murley score (0.67 vs 0.65
and 0.62), and with factors related with movement and strength. The raw score presented the
highest correlation with pain related factor and the Short Form Health Survey. The FA based score
shows the better sensibility to change, in all patients.The three methods showed good discrimina-
tory capacity between known groups.

Keywords: Score, Multiple Correspondence Analysis, Factor analysis
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Assessing geographical differences in the risk of recurrent hip 
fracture and death via Bayesian spatial illness-death models. 
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Illness-death models are a class of stochastic models, inside the multi-state framework, in which 
individuals are allowed to move over time between different states regarding illness and death. 
By means of transition probabilities they allow to study progression through different health 
conditions. We focus on spatial illness-death models with random effects for assessing correlation 
between spatial units. We apply this model to a cohort study of progression after osteoporotic hip 
fracture. Data come from the PREV2FO cohort, including patients aged 65 years and older who 
were discharged alive after hospitalization due to an osteoporotic hip fracture during 2008-2015 
in the Valencia region, Spain. We assess geographical differences in the risk of recurrent hip 
fracture, death without refracture and death after refracture. We use a Bayesian approach using 
the integrated nested Laplace approximation (INLA).   
 
Keywords: Bayesian inference, multi-state models, spatial models  
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Identification of severity prognostic factors in hospitalized patients
with confirmed influenza by means of a multi-state model

Lesly Acosta1, Mireia Jane2,3,5, Nuria Torner3, Luca Basile2, Ana Martinez2,3, Cristina
Rius3,4, Nuria Soldevila3,5, Ángela Dominguez3,5
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5 Department de Medicina, Universitat de Barcelona, Spain

Multi-state models (MSM) are useful to study the evolution of a health problem that can
be classified into different stages. It is characterized by its states and the transitions among them.
Transition intensities are modelled as functions of covariates by means of separate proportional
hazards models. This methodology assumes that future time course depends only on the present
state, but not on previous history (Markov property).

In this work, we used a MSM to analyze disease course of severe hospitalized laboratory
confirmed influenza (SHLCI) patients and to investigate factors associated with transitions be-
tween states during hospitalization. The main goal was the assessment of prognostic factors for
severe outcomes in SHLCI.

The data was gathered from a retrospective cohort study of 1306 SHLCI cases registered
by the 14 hospitals included in the Influenza Surveillance System of Catalonia (PIDIRAC) from
1 October 2017 to 22 May 2018. The MSM used to analyze the data consisted of three transient
states (ward admission; ICU admission; return to ward), three absorbing states (discharged home;
derived to a long-term care facility-LTCF; death), and nine transitions among these states. The
covariates include comorbidities, age, gender, and vaccination status of the patients.

The results of the MSM will be very useful to provide insights for influenza preventive
measures, the optimization of patient care and medical resources during peak influenza epidemic
activity.

Keywords: Confirmed influenza hospitalization; Multi-state models; Markov property
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A new algorithm to detect homogeneous damage zones applying 
unsupervised machine learning to remote sensing data 
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In the last decades, both the frequency and intensity of extreme weather and climate 

events have increased worldwide, leading to huge economic losses. Hailstorms usually result in 
total crop loss. Following a hailstorm, an insurance claims adjuster goes to the field and 
estimates the yield losses due to hail damage. The accuracy of estimates relies heavily on the 
detection of Homogeneous Damage Zones (HDZs), which allows extrapolating the data from 
field samples to the whole area of the damaged field. Currently, estimates of the surface area of 
HDZs are performed visually, and the adjuster has no information about either the affected area 
within the field or the degree of damage before getting to the site for inspection. 

This research suggests developing an algorithm for automatic detection of HDZs through 
the application of unsupervised machine learning techniques to vegetation indices calculated 
from remote sensing data. Vegetation indices allow identifying and describing structural, 
phenological and biophysical parameters, which in a temporal line basis help detecting changes 
in vegetation. Five microwave and five spectral indices were evaluated before and after a 
hailstorm in zones with different degrees of damage. Dual Polarization SAR Vegetation Index 
and Normalized Pigment Chlorophyll Ratio Index were the most sensitive to hail-induced 
changes. The steps of the algorithm are: 1) selection and pre-processing of satellite data to 
remove speckle noise, presence of clouds and other atmospheric phenomena; 2) calculation of 
vegetation indices with highest sensitivity to hail-caused damage to construct the data matrix for 
pixel classification; 3) preparation of the variables for classification and data matrix 
construction; 4) unsupervised pixel classification into HDZs. The time series and rates of 
change of these indices were used as input variables in the K-means method for clustering 
pixels into homogeneous damage zones. To validate the algorithm, 38 storms that occurred 
between 2017 and 2020 were analyzed in 91 soybean, wheat and corn plots located in the 
Argentine Pampean plain. The One-Way ANOVA model (p <0.05) was applied to each plot.  

Validation of the algorithm showed that in 87.01% of cases there was significant 
evidence of differences in average damage between zones determined by the algorithm within 
the plot. Thus, the algorithm presented in this paper allowed efficient detection of homogeneous 
hail damage zones, which is expected to improve accuracy and transparency in the 
characterization of hailstorm events. 
 
Keywords: Remote Sensing, Machine Learning, Agriculture. 
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Closing the gender science and statistical research gap in sports 
medicine: The case of FC Barcelona, the current women European 

Champion league winner 
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There exists a large body of evidence describing why sex and gender should be 

considered in preclinical, clinical, and population research (Rich-Edwards, et al. 2018). 
However, there is an evident gap in favour of men over women in sport research performance. 
Therefore, there is an urgent need of research conducted on female athletes with the final aim of 
develop accurate evidence-informed approach to practice. This will overcome the problem of 
applying evidence developed in male athletes to female athletes that may be erroneous given 
biological, social and environmental differences among them (Emmonds, et al. 2019).  

From a statistical point of view, data analyses should also consider existing gender 
differences. First, including different risk factors than those analysed in men. For instance, 
developing predictive models to predict risk injury in soccer players, should not only consider 
variables such as internal and external training load, clinical, physiological and nutritional 
factors, but also consider specific female risk factors such as body composition, hormonal or 
anatomical variables. Second, new statistical approaches (rather than stratified analyses) are also 
required to model female-specific factors such as menstrual patterns.  

  In this talk, we will introduce data from a cohort of 24 soccer elite players belonging to 
the professional women team of FC Barcelona who are being actively followed up from three 
consecutive seasons (2019-20, 2020-21, 2021-22). We have collected daily data from external 
training load data using electronic devices, non-contact injuries, genomic and longitudinal urine 
metabolomic data measured each 4 months. Additionally, we also have information about 
variables related to menstrual period and hormone profiles.  

Properly predicting indirect (non-contact) muscle injuries are crucial to professional 
teams since they reduce lime lost to training or competition that, in turn, negatively impact 
financial resources and team performance. In this talk we will introduce new statistical models 
to predict risk injury (recurrent events) using high-dimensional data (devices), longitudinal 
metabolites, genomic (genomic variants and polygenic risk scores) and hormonal data.  
Keywords: Gender gap, sportomics, risk injury prediction, metabolomics, longitudinal data. 
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Sports data analytics is a relevant topic in the statistical literature which is increasing in 

recent years. In basketball, a player or team is said to have a hot hand if their performance 
during a match is better than expected in a concrete period of time. This phenomenon has 
generated a great deal of controversy with detractors claiming its non-existence while other 
authors indicate its evidence. In this work, we present a longitudinal Bayesian hidden Markov 
model (HMM) that analyses the hot hand phenomenon in consecutive basketball shots, each of 
which can be either missed or made. Two possible states (cold or hot) are considered in the 
hidden chains, and the probability of success in each shot is modelled in terms of both the 
corresponding hidden state and the distance to the basket for that particular throw. This model is 
applied to a real data set corresponding to the Miami Heat team in the season 2005-2006 of the 
National Basketball Association (NBA). We show this model can be a powerful tool to assess 
the ‘streakiness’ of a team, and it provides information about the general performance during 
the match. In addition, the Bayesian HMM allows computing the posterior probability of any 
type of streak. 

 
Keywords: Bayesian statistics, Bernoulli trials, Latent variables. 
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Estimation of injury patterns according to maturity status and timing
in an elite football academy based on zero-inflated models
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Injury prevention is a crucial task in the day-to-day routine of any football medical service
and vast efforts are directed to it. Here, the first step to design an injury prevention strategy is to
establish the extent of the injury problem. In this regard, two commonly used measures, to give
a complete picture of injury risk, are: injury incidence and injury burden. They are calculated as
number of injuries per player exposure (e.g. 1000 hours of exposure, days, season) and number of
days lost due to injury per player exposure, respectively. The first calculates the rate at which new
injury occurs (likelihood), whereas the second assesses how severe an injury is (consequences).

The second step is to identify factors and mechanisms that take part in the injury occur-
rence, in which statistical inference comes into play and special caution should be taken. Injury
incidence and burden have characteristic shapes, seen as count data: they usually are right skewed
and have many zeros. In this work, we focus on zero-inflated modelling approaches applied to
epidemiological studies of sports injury data and we compare them with other widely used mod-
els.

We illustrate the application of different modelling approaches by a real study of a two-
decade cohort of 110 growth curves of male academy football players aimed at estimating overall
and specific injury burdens according to maturity status and timing. In this setting we show that
the zero-inflated negative binomial mixed model is the best fitted model over other count regres-
sion models and that it enables a convenient way to analyse these type of injury data taking into
account the time of exposure and within-player correlation. In addition, the model leads to more
refined data analysis as it provides overall covariate effects, as well as separate effect estimates for
the injury probability and for the injury burden mean in the respective logistic and truncated Pois-
son components. We encourage researchers in sports injury science to explore the distributional
assumptions of their injury data and evaluate the choice of modelling.

Keywords: Zero-inflated models, sports injury prevention.
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The biological age is an indicator of the functional condition of an individual’s body. Un-
like the chronological age, which simply measures the time from birth, the biological age is also
affected by the individual’s medical condition, life habits, socio-demographics variables, as well
as biomarkers, including some genetical ones. The assessment and use of the biological age is
capturing increasing attention from the medical community, pharmaceutical companies, and also
from the insurance companies in order to price their life and health insurances.

For ease of interpretation, the biological age is commonly given in the same unit as the
chronological one (years) and an individual whose biological age is x years can be considered as
someone whose body, from a functional viewpoint, and habits resemble the ones of a standard
individual who is x years old. As a consequence, statistical imputation techniques can be used to
assess the biological age of an individual whose chronological age is assumed to be missing.

In multivariate Statistics, the term data depth refers to the degree of centrality of an obser-
vation with respect to a data cloud or a probability distribution. The most central observations,
which are highly representative of the whole of the data cloud, assume the highest depth values,
while depth decreases as we move away from the centre towards outwarding observations.

Our proposal is to assess the biological age of an individual as the chronological age that
would make her selected records as deep as possible when compared with those of other individu-
als in her age group (similar chronological age). This methodology can handle the situation when
there is missing data in some specific variable different from the chronological age and can be
adapted to a regression framework when there are few individuals in some given age group.

Keywords: Biological age, Data depth, Imputation
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Imaging genetics studies aim to analyse how genetic information influences brain 

structure and function by combining neuroimaging-based brain features and genetic data. Most 
studies focus on standard univariate methods, in which phenotypes are analyzed individually to 
identify genetic variants associated with them. In the context of high-dimensional data, this 
strategy translates into reduced statistical power. We propose the application of the selection of 
balances (Selbal) algorithm, a method with higher statistical power based on compositional data 
analysis (CODA). The main goal is to explore the association between the genetic 
predisposition to Alzheimer's disease (AD) and the joint modulation of hippocampal brain 
subregions (target regions for AD). 

The sample of the study was defined by 1,071 cognitively unimpaired middle-age 
participants from the ALzheimer’s and FAmilies (ALFA) study with available information on 
genetics and neuroimaging data. We used the selection of balances (Selbal)-CODA algorithm to 
assess the joint change of the selected brain components (hippocampal subregions volumes) in 
relation to the genetic predisposition to AD (Polygenic Risk score of AD). Models stratified by 
sex were also assessed to discern sex-specific effects.  

Through the application of Selbal, we found that individuals at higher genetic 
predisposition to AD showed a significant joint volumetric modulation of specific subregions 
that have not been reported in previous literature, nor in univariate studies. Moreover, we 
observed sex-differences in the joint modulation of these structures. 

This work provides an innovative modelling perspective for IG studies, and emphasises 
the need to explore the brain as a composition, providing an approximation that may be closer to 
the volumetric changes that individuals at higher genetic risk of AD can display. 
 
 
Keywords: Compositional Data Analysis; Imaging Genetics; Multivariate analysis; Selbal 
algorithm. 
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First world societies see longevity as a problem: failure of the pension system, collapse of
health care system, etc. However, longevity is the greatest achivement of humanity. In this talk
we will present the challenges of the new longevity paradigm, and how a particular institution:
Fundación Mutualidad de la Abogacía is contributing to this important problem. We will present
several projects where the issues raised by the new longevity are apprached from different perspec-
tives: economy, health, law, demography, etc, and how reserachers in many areas can contribute
to this important topic by developing reserach projects in partnership with this institution.

Keywords: longevity, aging, inclusivity
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In linear regression, interest usually lies in discovering relevant predictor variables and 
assessing statistical significance; however, many challenges arise in high-dimensional settings, 
where the number of variables is potentially much larger than the sample size. We investigate 
the problem of making inference in this framework considering, for each predictor variable, the 
null hypothesis that the corresponding coefficient is zero. We build on the Multisplit method of 
Meinshausen et al. (2009) that computes adjusted p-values for each predictor, as well as the 
sign-flipping test of Hemerik et al. (2020). 

We propose a novel procedure for multiple testing in high-dimensional regression. First, 
we introduce an approach that constructs permutation test statistics for each individual 
hypothesis by means of repeated random splits of the data. In each random split, half of the 
observations is used to perform variable selection, and half to build test statistics for the selected 
variables. Secondly, we use these statistics to efficiently test any subset of hypotheses. We 
define an asymptotically exact test by aggregating the individual statistics by means of a 
suitable function; different combining functions are possible, including the maximum and 
weighted sums. As the procedure gives a test for any subset of hypotheses, it can be embedded 
into closed testing methods to obtain simultaneous confidence bounds for the proportion of true 
discoveries (TDP). This way, we can make confidence statements on the TDP of all subsets, 
valid even under post-hoc selection. 

Finally, we derive a second, approximate procedure that maintains the same asymptotic 
properties, but requires less memory usage and shorter computation time, and so can be scaled 
up to higher dimensions. The resulting method is extremely flexible, allowing different variable 
selection procedures and several combining functions; these may be chosen according to the 
desired power properties. 
 
Keywords: high-dimensional linear regression; multisplit; resampling-based inference. 
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Flexible Inference in Multiverse Analysis 
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Abstract  
Data processing of non-trivial datasets often involves choices among several reasonable options for 
excluding, transforming, coding data, and modeling them. This multiplicity of steps gives rise to a 
multiverse of reasonable models and, therefore, statistical results. Unfortunately, it is a common 
practice to report only one privileged single analysis, therefore depriving the reader of the taste of 
this multiplicity and making the interpretation too optimistic. 
Together with other questionable research practices, this is one of the main reason of the dramatic 
Reproducibility Crisis (Yong, 2012) and lack of confidence in many fields from psychology to 
economics, from sociology to medicine and neuroscience. 
Steegen et al (2016) firstly proposed the Multiverse Analysis, which is, roughly speaking, nothing 
but the idea of frankly reporting all the analyses performed, then allowing the readers to evaluate 
the “stability” of the results. The proposal certainly represents an evaluable step toward the honest 
science. Since then, the method has been largely developed and has grown in popularity.  
Despite this, it remains relegated to a descriptive role if as a formal inferential approach is not 
adopted. Simonsohn et al. 2020 firstly proposed a valuable method to derive a permutation-based 
test in this framework. However, this methodology is restricted to the linear model and does not 
cover all possible pre-processing steps. Furthermore – in our opinion – a more formal approach to 
the problem will cast the problem in the right theoretical context. In this contribution we exploit the 
flip-score test (Hemerik et al, 2020) to develop a very general and flexible approach that account for 
these issues. 
 

• Yong, E. (2012). Replication studies: Bad copy. Nature News, 485(7398), 298. 
• Simonsohn, U., Simmons, J. P., & Nelson, L. D. (2020). Specification curve analysis. 

Nature Human Behaviour, 4(11), 1208-1214. 
• Steegen, S., Tuerlinckx, F., Gelman, A., & Vanpaemel, W. (2016). Increasing transparency 

through a multiverse analysis. Perspectives on Psychological Science, 11(5), 702-712. 
• Hemerik, J., Goeman, J. J., & Finos, L. (2020). Robust testing in generalized linear models 

by sign flipping score contributions. Journal of the Royal Statistical Society: Series B 
(Statistical Methodology), 82(3), 841-864. 
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Cystic fibrosis (CF) is an inherited disease primarily affecting the lungs and 

gastrointestinal tract. It is of clinical interest to investigate the association between the risk of 
pulmonary exacerbation (PE) with lung function and nutritional decline, as direct positive 
associations between lung function and nutritional status have been reported. Previous work has 
been limited to continuous longitudinal markers and time-to-first PE, thereby neglecting 
subsequent occurrences and other survival outcomes. This was mainly due to the unavailability 
of appropriate and robust statistical software. Our primary goal is to simultaneously investigate 
the association between the risk of PE, lung function decline (FEV1), evolution of the patient’s 
growth and nutritional status (e.g., BMI), and the risk of lung transplant or death using all 
available U.S. CF Foundation (CFF) patient registry data. We explore different forms of 
association between the longitudinal markers and the events of interest. 

We propose a joint modeling framework accommodating multiple longitudinal markers, a 
recurrent event process, and a terminal event. The terminal outcome accounts for informative 
censoring due to lung transplantation or death from respiratory failure. Novel elements of our 
approach, compared to previously proposed joint models for recurrent events, are: (i) allowance 
for multiple longitudinal markers with different distributions, (ii) specifying various functional 
forms to link these markers with the risk of a recurrent event and the risk of the terminating 
event, and (iii) accommodation of discontinuous intervals of risk, and the time can be defined in 
terms of the gap or calendar timescale. The developed model is available in the R statistical 
package JMbayes2. 

Analysis of all recurrent events with multiple biomarkers enhances our understanding of 
risks posed by PEs. Full MCMC algorithm implementation in C++ enables model fit in a timely 
fashion, despite its complexity. The proposed multivariate joint model affords the opportunity to 
make more efficient use of all available CFF registry data. It thereby brings new insights into 
CF disease progression and contributes to monitoring and treatment strategies.  

 
Keywords: joint model, recurrent events, multivariate longitudinal data. 
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An adaptive design to handle deviations from proportionality
assumption

Dimitris Karlis1,Urania Dafni2,3, Panagiota Zygoura1,
1karlis@aueb.gr, Department of Statistics, Athens University of Economics and Business

2School of Nursing, National and Kapodistrian University of Athens
3Frontier Science Foundation Hellas

Most of the existing clinical trials designs for time to event outcomes are based on the
proportionality of hazards assumption. Such an assumption implies that hazard ratio is a good
summary and we can base the design upon it. There are a lot of example, as in the current cancer
immunotherapy clinical trial designs, that creating the design on the assumption of proportional
hazards can be an inapprorpiate assumption and, hence, lead to power loss or problematic infer-
ence at the end of the trial. In this work we try to overcome this problem by proposing an adaptive
design.

Namely, we propose an adaptive design which, based on some interim look on the data,
the assumption of proportionality is tested and then the design is adapted accordingly in order to
achieve the required power and properties. The sample size can be updated based on the results of
this interim look if the initial planned number found to be inaccurate.

We investigate the usage of different tests for proportionality assumption as well as different
tests for updating the characteristics of the design in case of non-proportional hazards including
trial design approaches based on genelarized log rank test and/or the restricted mean survival time.
The properties of the adaptive design are investigated.

Keywords: Clincal Trials, proportionality
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Spain: A Bayesian Regression Approach 
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The number of evoked words beginning with the phonemes m/p/r (phonological fluency) that 
children are able to say, turns out to be a good indicator of their performance of executive 
functions. Understanding how this value changes according to age, sex, and years of education 
of the families in charge, is important to make a correct diagnosis of possible learning problems. 
For this study, 992 healthy boys (48%) and girls (52%) between 6 and 17 years old with an IQ ≥ 
80 in the Nonverbal Intelligence Test and a value less than 19 in the Childhood Depression 
Inventory were evaluated. This is one of the largest verbal fluency studies carried out in Spain 
(Alicante, n=207; Almería, n=166; Granada, n=211; Madrid, n=171; Sevilla, n=167). Its results 
regarding the word count for each of the three phonemes have been studied using Bayesian 
Poisson regression models. In particular, the explanatory variables included in these models 
were selected using a Bayesian variable selection procedure. 
The results of the study have been implemented in a web app that allows to compute the 
percentile for the number of evoked words (one per phoneme) of a given child adjusted to 
his/her demographic conditions, thus improving the diagnostic capacity of the practitioners. 
 
Keywords: Bayesian models, Percentiles, Variable Selection 
AMS: AMS Classification (Optional).  
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Bayesian modelling of the γ-H2AX assay for radiaton biodosimetry
Dorota Młynarczyk1, Pedro Puig2, Carmen Armero3, Virgilio Gómez-Rubio4
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Biological dosimetry is a scientific discipline in which a variety of methods are used to
estimate the radiation dose received by an individual exposed to accidental or therapeutic radiation.
In real-life situations, timely determination of the absorbed dose is crucial to predict the health
consequences of the irradiated patient and to ensure the appropriate treatment is selected quickly.
A phosphorylated protein γ-H2AX is a well-established biomarker of ionising radiation, which is
used to quantify the extent of damage at the cellular level. The main objective of this study is the
development of new Bayesian methods which could be applied to γ-H2AX assay to address the
different types of uncertainties arising during the dose estimation process.

The number of γ-H2AX foci is highly dependent not only on the absorbed dose but also
on the time elapsed since exposure. For this reason, we present a new method in which a three-
dimensional response surface is considered, i.e. the number of foci are both dose and time de-
pendent. The Bayesian framework allows to incorporate the uncertainty about the moment of
exposure and thus obtain more reliable results compared to the approach when the estimation is
made at fixed post-irradiation times. Given the presence of overdispersion in γ-H2AX data, we
used a finite Poisson mixture model for the distribution of foci counts, which is a meaningful
alternative for such heterogeneous data.

Prior knowledge is frequently available in biological dosimetry, considering that in a real
accident, some information about the potential dose and time will be provided. Laboratory exper-
iments performed under controlled conditions can provide some reference data for the frequency
of γ-H2AX foci and the level of radiation dose as well as the time elapsed since exposure. These
results, in the form of calibration surface, may be then incorporated as a priori information into
the model in order to estimate the dose for a newly exposed individual. This proposal allows for
a significant reduction of the time needed to obtain results and the analysis suggests that such
approach may be convenient in the dose estimation process using the γ-H2AX biomarker.

References

[1] López JS, Pujol-Canadell M, Puig P, RibasM, Carrasco P, Armengol G, Barquinero JF. (2022).
Establishment and validation of surface model for biodosimetry based on γ-H2AX foci detec-
tion. International Journal of Radiation Biology, 98(1), 1-10.
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Bayesian hierarchical models for assessing the attitudes towards
intimate partner violence against women

Antonio López-Quílez1, Miriam Marco2, Enrique Gracia2, Marisol Lila2

1antonio.lopez@uv.es, Depto. de Estadística e I.O., Universitat de València
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This study is part of the research project that aims to map social attitudes towards intimate
partner violence against women (IPVAW) in the city of Valencia in order to understand its de-
terminants and analyse its influence on the incidence of this type of violence. The ultimate goal
of this project is to determine whether the unequal geographical distribution of attitudes towards
IPVAW influences the unequal distribution of the risk of IPVAW in neighbourhoods. For this pur-
pose we have conducted an ecological study in small areas. For each of the 552 census tracts in
the city of Valencia, information on attitudes towards IPVAW was obtained through a survey that
integrates brief measures of five types of attitudes: perception of the seriousness of IPVAW, ac-
ceptability of IPVAW, victim-blaming attitudes, attitudes towards intervention in cases of IPVAW,
and sexist attitudes. This survey integrates other individual-level data such as socio-demographic
information and the perception of gender-based violence as a social problem, cohesion and infor-
mal social control in the neighbourhood. The study includes administrative information available
on an aggregated basis for each of the census tracts.

A hierarchical model enables to explain the scores for each type of attitude in terms of
personal characteristics and socioeconomic neighbourhood variables, incorporating interpersonal
variability within the census tract and spatial variability. within the census tract and spatial vari-
ability. The maps obtained provide relevant pictures of attitudes, of the influencing terms, and of
the homogeneity of neighbourhoods, as well as overall geographic patterns.

Attitude assessments are incorporated into the analysis of the risk smoothing model based
on the protection orders recorded in the census tracts. Attitudes related to confirmed cases of
IPVAW offer an improvement in the explanation of this social problem.

Keywords: Attitude mapping, Spatial smoothing, Violence risk
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Ammonia level correlates with the severity of hepatic encephalopathy and organ failure and
is an independent predictor of complications in patients with acute decompensation or acute-on-
chronic liver failure (ACLF). However, its utility as a prognostic biomarker in patients with cirrho-
sis remains unclear. We hypothesized that hyperammonaemia predisposes to ACLF in outpatients
with cirrhosis.

A prospective observational study of clinically stable cirrhotic outpatients followed-up in
three tertiary hospitals was performed. Considering there are two types of possible competing
events -ACLF and liver transplantation- a univariable competing risk modeling was performed.
ACLF is contemplated as the event of interest and liver transplantation as a competing risk. Sur-
vival analysis was implemented using a BUGS syntax that can be run with JAGS from the R
programming language using a competing risk model.

With our preliminary results, the risk of suffering ACLF increases the hazard by a factor of
1.150 by each unit increase of A-ULN, with a 95% credible interval that ranges between a lower
limit of 0.93 and an upper limit of 1.405. The probability of the coefficient for β to be greater
than 0, and therefore considering A-ULN a predictor for ACLF is 0.91. However, the Weibull
distribution used to specify the baseline hazard function could not adjust the variability of the
3 hospitals included, forcing us to reduce the number down to 2. We are planning on testing a
mixture of piecewise constant functions to adjust the baseline hazard function that could allowed
us to incorporate data from all three hospitals to the final model. Moreover, we intend to include
hospital as a random effect factor using a competing risk frailty model, which could also possibly
solve the baseline hazard function convergence problem as well. Finally, we expect to generate
a multivariable competing risk frailty model in the following months using this data, including
again hospital id as a random effect factor.

Keywords: Survival Analysis, Bayesian, Competing Risks.
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Bayesian adaptive design for a clinical trial on cardiology
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The aim of this work was to calculate the sample size and define an adaptive design for a
randomised study to demonstrate the superiority of one device for detecting atrial fibrillation (AF)
compared to another device. Patients enter the study when implanted with one of the two devices,
randomly assigned, and will be followed up for 24 months to observe the detection of AF de novo
by the device. The study’s main hypothesis assesses whether H1 : pA > pB , with A being the
new device group and B being the comparison device group.

As we propose an adaptive design, the Bayesian approach arises naturally. The estimation
of the proportions will be done with a Beta-Binomial model and the comparison with the Bayes
factor (BF). Success in the study will be obtained if BF > 10, which is equivalent to accept H1

if P (H1|data) > 0.909. Both design and weak informative analysis prior distributions are defined
from previous studies in the form of power priors (Ibrahim and Chen, Statist Sci, 2000).

Sample size has been estimated following Wang and Gelfand (Statist Sci, 2002). Simula-
tions of different sample sizes for each group have been carried out, using the prior predictive
distribution from the design priors. In each simulation, the study’s success was determined and
we chose the minimum sample size such that power is at least 80%.

An interim analysis is established 27 months after the first patient inclusion. At that time,
two criteria are used to assess whether to stop recruiting patients, either because study failure is
anticipated or study success is expected to be achieved (Berry et al., CRC Press, 2011) without the
need to observe more patients.

Keywords: Adaptive design, Bayes factors, Sample size determination
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          Breast cancer (BC) is the most common malignancy among women with an annual 
incidence of approximately two million new cases worldwide. The five-year overall survival has 
improved in the last 15 years (83%). However, about 20% of all BC patients deal with a diagnosis of 
metastatic disease. Alongside the increased quantity of life (QoL), however, quality of life issues arise. 
The aim of this investigation is to evaluate the chronic effect of BC by assessing the QoL of two groups 
of patients, one with metastatic breast cancer (MBC) and the second with early-stage breast cancer 
(EBC).   

QoL was assessed with Afex-CA-QL questionnaire. Clinical and sociodemographic characteristics 
were collected from medical records. Descriptive analyses were performed to explore the differences 
between the MBC and EBC patients. And then cluster analysis was used to classify the patients according 
to their clinical, sociodemographic and QoL characteristics. To determine the differences in QoL between 
patients, the distance matrix between the variables was computed with the Gower distance. The analysis 
was performed in two-steps: in the first step, a Hierarchical Cluster (HC) was computed in order to 
determine the optimal number of clusters (k), calculated with an agglomerative strategy (bottom-up 
approach): each observation starts in its own cluster, and pairs of clusters are merged resulting in a new 
single cluster at higher level. The results of the HC are presented in a dendrogram (tree structure). The 
second step, the k-means algorithm, was used to distribute each observation into the k optimal clusters 
with the nearest mean. The result is presented in a multidimensional scaling analysis with a two-
dimensional plot. Finally, the cluster’s profiles were compared regarding the sociodemographic 
characteristics of the patients included in a 
bivariate analysis. 

  
Finally, 50 patients with MBC and 160 

patients with EBC were included in the 
analyses. Aside clinical characteristics, MBC 
differed from EBC patients in working situation 
and psychopharmacological treatment 
adherence/use, but not in QoL. Cluster analysis 
identified three groups of patients (figure 1): 
two with high QoL, first including mostly 
MBC patients and the second including mostly 
EBC patients, and the third, with low QoL, 
including both MBC and EBC patients. The 
cluster’s profiles showed that patients from the 
group with low QoL were significantly younger 
and more unemployed than patients from the 
other two groups (p = 0.038).  

In conclusion, our results indicate that BC patients have a decrease in certain QoL aspects but did 
not present QoL differences by disease status, as was the initial hypothesis,  but for working status and 
age. The cluster analysis allowed to classifying patients from a completely unbiased point of view, as by 
definition all model variables were introduced as independent and it is the algorithm that calculated how 
similar they are, generating the different clusters and determining that QoL was an aspect that 
discriminated against clusters. These results must be taken into account to further optimize care for this 
growing population. This knowledge may help health care providers, policymakers, and researchers to 
appropriately and holistically respond to the diverse care and support needs of those living with BC, and 
will help to promote optimal QoL for all women.  
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Medical imaging applications based on Deep Learning models have been growing in the
last decade and it seems that the trend will continue in the coming years. Segmentation, pattern
detection or classification are some of the most common tasks performed by these type of models.
However, it has a major drawback, the need of large amounts of tagged data. This fact has an
even greater impact in this specific field, as in contrast with more general areas, labeling must be
carried out by experts. This leads to a more important shortage on labeled images. The importance
of unsupervised methods such as some types of Generative Adversarial Networks (GANs), that
can operate without any prior labeling is, for the aforementioned reasons, justified.

GANs are new architectures (2015) that use two neural networks, called generator and dis-
criminator, in order to generate new, synthetic instances of data that can pass for real data. In
images analysis, the generator learns to generate plausible images. The generated instances be-
come negative training examples for the discriminator. The discriminator learns to distinguish the
generator’s fake images from real ones. Besides, the generative model in the GAN learns to map
points in the latent space to generated images. This latent space has structure that enable the se-
mantic editing of images. This type of editing allows the modification of high-level features of the
images by performing vector arithmetic in the low-dimensional latent space learned by the GAN.

This work considers a set of arithmetic operations in the latent space of GANs for editing
histopathological images. We analyze thousands of image patches from whole-slide images of
breast cancer metastases in histological lymph node sections. Image files were downloaded from
the pathology contests CAMELYON 16 and 17. We show that widely known architectures, such
as: Deep Convolutional Generative Adversarial Networks and Conditional Deep Convolutional
Generative Adversarial Networks, allow image editing using semantic concepts that represent un-
derlying visual patterns in histopathological images, expanding GAN’s well-known capabilities in
medical image editing.

Keywords: Deep learning, Generative adversarial networks, Medical image editing
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Predicting multidrug resistance in neutropenic cancer patients 
with bloodstream infection due to Pseudomonas aeruginosa 
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Background: Infections caused by multidrug-resistant bacteria have become a 
therapeutic challenge in patients with febrile neutropenia, which is a very common complication 
in onco-hematological patients receiving chemotherapy, and which is associated with high 
morbidity and mortality. 

Objective: To develop a clinical prediction model to estimate multidrug resistance risk in 
onco-hematological patients with neutropenia and bloodstream infection (BSI) due to 
multidrug-resistant Pseudomonas aeruginosa (MDRPA). 

Methods: A multicenter, retrospective cohort study including neutropenic patients with 
BSI due to MDRPA was conducted in 34 centers (12 countries) between 2006 and 2018. The 
study sample was split into a derivation (80%) and a validation cohort (20%). 

A mixed logistic regression model with random intercept (center) was used to develop a 
predictive model. Ten multiple imputations with chained equations (MICE) were used to deal 
with missing data. Each of the 10 datasets created was sampled by bootstrapping with 
replacement 100 times, totaling 1000 samples. A model was fitted in each sample using 
backward elimination (AIC criteria). Predictors retained in more than 80% of the 1000 
estimated models were considered for inclusion in the final model. Rubin’s rule was used to 
summarize a model with the selected predictors. Discrimination was assessed by estimating the 
area under de ROC curve (AUC), calibration by comparing observed versus expected MDR by 
tenths of predicted risk. All validation analyses performed in the derived sample was also 
repeated in a preserved sample for validation. 

Results: Among 1217 episodes of BSI (38.3% women, 57.8-yo, 75.3% hematologic 
disease), 25% were caused by an MDR strain (95%CI 19.7 to 30.9). After bootstrapping process 
elected variables were prior therapy with piperacillin/tazobactam, prior antipseudomonal 
carbapenem use, fluoroquinolone prophylaxis, hematological underlying disease, presence of a 
urinary catheter, and age. The predictive model obtained in the derivation cohort had excellent 
discrimination with an AUC of 0.82 (95% CI 0.79-0.85). The observed probability 
corresponded well to the predicted probability. The performance in the derivation and validation 
cohort was similar. A Shiny app (https://ubidi.shinyapps.io/ironic/) was developed to calculate 
the risk of MDR. 

Conclusions: This prediction model will improve the identification of patients at high 
risk for multidrug resistance and will avoid the use of broad-spectrum antibiotics in patients 
with less risk of resistance. 

Parallel session: Medical studies 2 106



 

CEBMadrid  Madrid, 25-27 May 
 
 

Keywords: Infectious diseases, Prediction model, Bootstrapping, Shinny app. 

Parallel session: Medical studies 2 107



1 

CEBMadrid  Madrid, 25-27 May 

The importance of data visualization for a better interpretation of 
the results: application to a multinomial analysis of the positivity of 

different biomarkers on the risk of oropharyngeal cancer  
Sara Tous1, Francisca Morey2, Marisa Mena2, Laia Alemany1, Miren Taberna3,4, Hisham 

Mehanna5 on behalf of the EPIC-OPC group 
1Cancer Epidemiology Research Program, Institut Català d'Oncologia (ICO)-IDIBELL, 

CIBERESP, L’Hospitalet de Llobregat, Barcelona, Spain 

2Cancer Epidemiology Research Program, IDIBELL, L’Hospitalet de Llobregat, 
Barcelona, Spain 

 3Medical Oncology Department, Head and Neck Cancer Unit, Institut Català d'Oncologia 
(ICO), L’Hospitalet de Llobregat, Barcelona, Spain 

4Scientific Officer, Savana, Madrid, Spain 
5Institute of Cancer and Genomic Sciences Robert Aitken Building, The University of 

Birmingham, Institute for Cancer Studies, Birmingham, Great Britain 
 
 
 

 
 
Keywords: Human Papillomavirus (HPV), p16 Immunohistochemistry, Oropharyngeal Cancer 
(OPC), Multinomial regression, Data visualization. 
AMS: AMS Classification (Optional).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Parallel session: Medical studies 2 108



2 

CEBMadrid  Madrid, 25-27 May 

 
Generalized Linear Model (GLM) unifies the linear, logistic and Poisson regression models and allow the 
response variables having a different distribution of errors than normal. The logistic regression, using as 
link function the logit, is used to model a binary dependent variable. Multinomial regression model is an 
extension of the logistic regression model with the particularity that the outcome (the variable we want to 
explore) has more than two categories. This model allows us to explore the relationship of a categorical 
variable with a set of independent variables to predict events. From the coefficients of the model, we can 
interpret the effects these variables have on the response. Let Y be a categorical variable with J categories 
and y its π1, π2, …, πJ related probabilities, being ∑ j=1J πj = 1. The multinomial regression model is 
constructed considering one category as the baseline response, the last one J, for instance, and is defined 
as a logit model related to this reference as follows: 

ln(πj/πJ) = αj + ∑k=1K βjkXjk, j = 1, …, J-1. 
The model has J-1 equations with its own parameters. Each of these parameters express the effect respect 
to the reference category. The parameters are estimated using the maximum likelihood method and we 
can check if a variable is significant using Wald’s statistic and the conditional contrast of the reason of 
verisimilitude. The efficiency of the model is analysed using the likelihood ratio. In the context of an 
international study comprising 13 cohorts of patients with oropharyngeal cancer (OPC) we collected data 
on p16INK4a (p16) expression (+ if overexpressed and – if under expressed the protein), Human 
Papillomavirus (HPV) detection (+ if positive and – if negative), demographics, tobacco/alcohol use and 
clinical data. A centralized individual patient data reanalysis was performed. A fraction of OPC cases are 
caused by HPV and p16 is considerate a surrogate marker of HPV oncogenic activity. We generated a 
combination variable joining p16 and HPV results obtaining a variable of study that had four categories: 
p16-/HPV- (double negative), p16+/HPV-, p16-/HPV+, and p16+/HPV+ (double positive). We were 
interested on clearly define the proportion and determinants of OPC patients who were p16+ but HPV-, 
globally and by geographical regions. Hence, we adjusted a multinomial regression model to evaluate the 
factors associated with the different biomarkers combinations compared to the double negative cases, 
globally and by geographical regions. In total, 7654 patients diagnosed between 1988 and 2018 from nine 
different countries were included. Regionally, 186 cases were from North America, 3964 from Northern 
Europe, 2647 from Western Europe and 857 from Southern Europe. Regarding p16 and HPV detection, 
3560 cases were double negative, 415 p16+/HPV-, 289 p16-/HPV+ and 3390 double positive. Among 
p16+ cases, 10.9% were HPV-. This proportion differed significantly by cohorts and geographic regions 
(p-value<0.001) and was lowest in the highest HPV prevalence areas. The determinants of p16+/HPV- 
cases also differed by regions. The huge tables produced as the result of the multinomial analysis led us to 
present graphically the results to its better interpretation. We generated homogeneous plots for each 
region and p16/HPV combination that helped us to compare the results obtained. 

 
Colours legend: protective factor (in red), risk factor (in green), no significant association (in blue). 
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Interval-censored observations of a response variable are a common occurrence in medical
studies and usually result when the response is the elapsed time until some event whose occurrence
is periodically monitored. A different situation is encountered when the explanatory variables are
interval-censored and the response variable is completely observed.

In this work, we apply and extend the EM-type algorithm (GEL algorithm) developed by
Gómez, Espinal, and Lagakos (2003) to fit a linear regression model with an interval-censored co-
variate to a novel approach in metabolomics. Compounds, such as plasma carotenoids, are quanti-
fied by liquid chromatography coupled to mass spectrometry and have detection and quantification
limits because of their low quantity in the body and the quantitation methods’ limitations; as a re-
sult, the compound concentrations are interval-censored. The sums of some of these compounds
are also of great interest since they help to understand the global action and possible synergy of
a family of compounds. These sums are also interval-censored random variables with lower and
upper limits given by the sums of the lower and upper limits of all the compounds, respectively.

The methodological novelty presented in this work is the extension of the GEL algorithm
to generalized linear models. We present the fit of gamma and logistic regression models with an
interval-censored covariate and adapt the corresponding Pearson and deviance residuals to these
specific models. Data analysis on the association of metabolites extracted from human samples and
measured by liquid chromatography with anthropometric, clinical, and biochemical parameters is
used as illustration.

So far, there is no consensus as of how data under the limit of quantification or even detec-
tion should be treated. In this context, our method works as a reliable way of using the real known
(or unknown) values in order to interpret their role in health and disease.

Keywords: Interval-censored covariates; Generalized linear model; Liquid chromatography.
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Operating characteristics of a model-based approach to incorporate
non-concurrent controls in platform trials
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Abstract

To evaluate the efficacy of multiple treatments compared to a shared control in a platform
trial, we consider a model-based approach to use non-concurrent control data. As not all treat-
ments are studied at the same time, bias might occur due to possible time trends. The model-
based analysis adjusts for the factor time to avoid bias. We examine the proposed method
under a range of scenarios and outline under which conditions it provides valid inference.

Keywords: Platform trials, Non-concurrent controls, Statistical inference

1. Introduction
Platform trials are multi-arm multi-stage clinical trials that aim at evaluating the efficacy

of several treatment arms within a single trial. Treatments are permitted to enter the trial as they
become available, and leave at different times, so the total number of treatments under study is
not pre-specified. Moreover, treatment arms may be compared against a shared control group.
For treatments that enter the trial later, the control group is divided into concurrent (CC) and non-
concurrent controls (NCC), i.e., patients randomized before the given treatment arm entered the
trial. While using NCC data can offer several benefits, such as reduced sample size and increased
statistical power, it may also introduce bias in effect estimators if time trends exist [1].

Modeling approaches to include NCC have been discussed in platform trials where one
treatment arm is added later [2, 3]. In this work, we consider a regression model for treatment-
control comparisons that allows for the late addition of several treatments and incorporation of
NCC while adjusting for time trends and investigate through simulations when it leads to valid
inference. Especially, we consider trials with continuous endpoints and linear and stepwise time
trends. We investigate the performance of the proposed model in terms of the type I error rate and
power of the individual treatment-control comparisons and examine the behaviour of the power
with respect to the entry time of treatment arms. We show by simulations that type 1 error control
is lost if the assumption of equal time trends in all arms is violated. Furthermore, we quantify the
power gain by using NCC compared to tests using only CC or tests naively pooling CC and NCC.

2. Regression model with time trend adjustment for incorporating NCC
Consider a platform trial evaluating the efficacy of K treatments compared to a shared

control. Assume that treatment arms enter the platform trial sequentially. We divide the duration
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of the trial into S periods, where the periods are the time intervals bounded by any treatment arm
either entering or leaving the platform (see Figure 1 A for illustration). Suppose that patients
are randomised between control and active treatment arms using 1:1:...:1 allocation ratio in each
period. We denote by k the treatment group where k = 0 indicates the control and k = 1, . . . ,K
the treatment arms, ordered by entry time. We assume that the sample size n of arms k = 1, . . . ,K
is equal across all treatment arms. Besides, we assume that the trial starts with one treatment arm
and the control and the remaining treatments enter in a staggered way. Especially, we consider
a trial where a new arm enters after every δ patients have been enrolled in the control. Thus,
the total sample size is given by N = (K − 1)δ + (K + 1)n. Note that if δ = 0, all arms
enter the trial simultaneously, while if δ = n, a new arm comes in when the previous arm is
completed. The observed data can be summarized by D = {(yj , kj , sj), j = 1, ..., N}, where j
represents the patient index, yj denotes the continuous response and kj and sj are the arm and
period corresponding to a given patient j.

We focus on the inference for arms k = 2, 3, . . . ,K that enter when the trial is already
ongoing and therefore NCC data is available. We aim at comparing the efficacy of each treatment
against the control as soon as the treatment arm is completed. Consider the test of the null hy-
pothesis H0M : θM ≤ 0 for arm M under study, where θM denotes the treatment effect size for
treatmentM . To testH0M , we propose a regression model fitted using all data from the trial until
treatmentM leaves the platform (i.e., all data in the set DA(M) = {(yj , kj , sj), j = 1, ..., N ; sj ≤
SM}, where SM denotes the period in which armM finishes). The model estimates the effects of
the treatments in the trial up to period SM , adjusts for time using a step function, and is given by:

E(yj) = η0 +
∑

k∈KA(M)

θk · I(kj = k) +

SM∑

s=2

τs · I(sj = s) (1)

where η0 is the response in the control arm in the first period, and τs denotes a stepwise period
effect between periods 1 and s. θk represents the effect of treatment k compared to control, for
k ∈ KA(M), where KA(M) is the set of treatments that were active in the trial during periods prior
or up to SM . In this model, data from all arms that entered the platform so far contribute to the
estimator of the period effect τs. Note that this model assumes a time trend that is constant in
all periods and equal across all treatment arms. We evaluate the performance of (1) in scenarios
where the model assumptions are met, as well as in cases where they are violated and time trends
differ across arms or are not constant over periods. For comparative purposes, we also analyze
the data with two standard approaches, where the data from the investigated treatment arm M is
compared either to pooled NCC and CC data (pooled analysis) or only CC data (separate analysis)
with one-sided t-tests.

3. Assessment of analysis approaches through simulations
3.1. Data generation and simulation design

We evaluated the performance of the methods through simulations. We simulated trials
with three treatment arms (K = 3) as described in Sect. 2, where new arms enter after every
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δ ∈ {0, 30, 50, 70, 90, 100, 130, 150, 167} patients were recruited in the control arm. To compare
the different scenarios, we fixed the overall sample size N = 1000. Given δ we then chose the
sample size per treatment n, such that the overall sample size is N . We assumed that the patient
index corresponds to the order in which patients are enrolled and that at each unit of time exactly
one patient is recruited so that t = j for j = 1, ..., N . Patients were assigned to arms following
block randomization with block sizes of 2 · (#active arms + 1) in every period. The data was
generated according to

E(yj) = η0 +
∑

k=1,2,3

θk · I(kj = k) + f(j), (2)

where η0 and θk are the response in the control arm and the effect of treatment k as in (1). The
function f(j) denotes the time trend, which is either linear – given by f(j) = λkj

(j−1)
(N−1) – or

stepwise – given by f(j) = λkj (sj − 1) –, where λkj quantifies the strength of the time trend.
Note that, as kj takes values in {0, 1, 2, 3}, λkj can be different depending on the arm. Whenever
λkj ̸= λ, ∀j, it implies different time trends with respect to arms. We assumed normally distributed
residuals with variance σ2 = 1 across treatment and control arms and zero mean for control arm
(η0 = 0). We simulated trials under the null hypothesis (θk = 0, for k = 2, 3, while θ1 = 0.25),
as well as under the alternative, using an effect of θk = 0.25 for all treatment arms (k = 1, 2, 3).
We considered linear and stepwise time trend patterns with equal time trends across all arms
(λk = λ,∀k), and cases with a different time trend in arm 1 but equal across the remaining arms
(λ0 = λ2 = λ3 ̸= λ1). We tested H0M for M = 2, 3 at significance level α = 0.025. We
simulated 100,000 replicates for each scenario to estimate the type 1 error and statistical power.

3.2. Model performance in terms of type I error and power

For scenarios simulated under the null hypothesis, all investigated analysis approaches lead
to an estimated type I error of 2.5% when there are no time trends. When time trends exist but are
equal between arms, then the pooled analysis gives an inflation in the type 1 error. The proposed
model maintains the type I error at 2.5%, even if the time trend is linear, and so does the separate
analysis which only uses CC data. When there are different trends in the arms, the control of the
type I error is lost when using the proposed model: Figures 1 C and D depict the type I error
and power of H0M for M = 2, 3 for fixed stepwise time trends λk = 0.1 in arms k = 0, 2, 3
and varying time trends in arm 1. Note that the inflation in type I error of the regression model
is lower for arm 3 than for arm 2. This is because the impact of the violation of the equal time
trends assumption is lower the more arms there are in the trial, as the contribution of the arm with
a different time trend to the estimation of the time effect is smaller.

Under the alternative hypothesis and no or equal time trends, for scenarios in which treat-
ment arms enter the trial in a staggered way (δ > 0), there is a gain in power when using the pro-
posed regression model as compared to the separate analysis, while the largest power is reached
with the pooled analysis. Also, the power of the treatment-control comparisons in the platform
trial increases for arms that were added later since the size of NCC is larger. Therefore, the power
of testing treatment arm 3 is larger than the power for arm 2. Furthermore, we observe that the

CEBMadrid Madrid, 25-27 May, 2022

Second session young researchers 114



amount of time that arms overlap in the trial have also implications for the power (see Figure
1-B). For the regression model and the separate analysis, it is more efficient to evaluate the arms
simultaneously. Specifically, the more treatments overlap, the more powerful the platform is. This
is due to the fact that less sample size is required in the control when it is shared across treatment
arms. On the other hand, the pooled approach may even give larger power for intermediate δ.

Figure 1: A. Platform trial scheme. B. Power for rejecting H0M (M = 2, 3) in case of no time
trends (λk = 0, ∀k) and varying arm entry times δ. C-D. Power and type I error for δ = 30 and
unequal stepwise time trends: λk = 0.1 for k = 0, 2, 3, and varying time trend λ1 in arm 1.

4. Discussion and conclusions
We considered a regression model to incorporate NCC in platform trials and evaluated its

operating characteristics in the presence of time trends. In the investigated scenarios where time
trends are equal across all arms, the model controls the type I error and improves the power as
compared to using only CC data for the analysis. This holds even if the model is misspecified
and the time trend is linear rather than stepwise as fitted in the model. Although we focused on
continuous endpoints in this work, the proposed method could be extended to binary and survival
data by considering similar adjustments in the corresponding logistic and Cox models.

Platform trials provide an efficient framework to test multiple treatments and are more
flexible than classical multi-arm trials, where the number of treatments under evaluation is pre-
specified. However, the timing of adding arms affects the power: this decreases when arms are
added at later times. Even so, platform trials can prove powerful compared to separate trials for
individual treatments, as sharing controls reduces the required sample size. Incorporating NCC
can further improve the power, but to achieve sound results, analyses should be adjusted for time
trends and the plausibility of model assumptions (such as equal time trends) carefully assessed.
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Abstract

In this work we present the use of variable domain functional regression models to
estimate the number of hospitalizations from COPD patients and its relation to physical
activity. The functional variable is the number of daily steps walked by each patient. We
use a bi-dimensional basis representation of the functional coefficient and estimate the model
via Penalized Quasi-Likelihood using the mixed model representation of a penalized spline.

Keywords: Variable domain functional regression, penalized spline, COPD.

1. Introduction
Variable domain functional regression models are an extension of scalar-on-function models,

where the functional predictor is observed on a grid of different length for each subject. Such type
of data have become very common recently, specially due to the wide-spread use of wearable
devices and their ability to collect data that can improve, for example, health diagnostics.

We base our regression model in the one presented in [3], but we improve their approach
by assuming that the functional covariate is smooth but observed with error. This assumption
add further complexity to the estimation procedure, but the results of our simulation studies (not
included due to lack of space) show a better performance of our approach.

Our data come form the TELEPOC study carried out at the Galdakao University Hospital
(Bilbao, Spain) between the years 2010 and 2013, this study collects a wide range of data from
110 patients suffering Chronic Obstructive Pulmonary Disease(COPD), including smoking habits,
sociodemographic characteristics such as age or gender, clinical data such as anxiety or depression
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symptomatology and the number of hospitalizations suffered by each patient due to CPOD during
its time in the study [2]; the study also keeps track of the daily number of steps given by the
patients.

The number of days where steps are collected is different from patient to patient. The
are many reasons for this: some patients die during the study, not all patients enter the study at
the same time and some patients simply abandon the study before it ends. Therefore we are in
presence of variable domain functional data. We apply our methodology to estimate the relation-
ship between physical activity, measured as daily steps, and the annual ratio of hospitalizations
due COPD. This relationship is directly reflected by the functional coefficient of the model.

2. Methodology
We have the following sample data: {Yi, Zi, Xi(t)}, i = 1, . . . , 110, t ∈ [1, Ti], where Zi

are the non-functional covariates, Xi(t) is the functional covariate: daily steps walked by patient
i at day t and Ti is the length of the domain of variable t for subject i, i.e. the number of days
patient i participated in the study.

Finally our response variable Yi is the number of hospitalizations due to COPD suffered by
patient i during his/her time in the study, hence this variable follow a Poisson distribution, Y ∼
Poi(µ). As can be expected, patients with more time in the study will have more hospitalizations,
to avoid this cumulative effect we will use the annual ratio of hospitalizations as our response
variable. Our variable domain functional regression model is then:

η = log(µ) = α+ Zγ +
1

T

∫

T
X(t)β(t, T )dt+ log

(
T

365

)
, t ∈ [0, T ]. (1)

where η is our linear predictor and our link function is g(µ) = log(µ). To fit this model our
first step is to make a basis representation of the functional variable X(t) and the bi-dimensional
functional coefficient β(t, T ):

X(t) =

p∑

j=1

ajφj(t) = ϕa, β(t, T ) =

q∑

l=1

r∑

k=1

blkφl(t)ψk(T ) = (φ⊗ψ)θ =Mθ,

with ϕ, φ, ψ the basis used in the representation of the functional data X(t) and the functional
coefficient β(t, T ) respectively with a = (a1, . . . , ap)

′ and θ = (b11, b12, . . . , b1r, b21, . . . , bqr)
′

their respective coefficients, andM = (φ⊗ψ) where ⊗ represents the Kronecker product.

We use B-spline basis for both representations, in case of the functional coefficient a two
dimensional base is used resulting of the Kronecker product of two marginal one-dimensional
basis. With these representations our model is transform into a multivariate regression model:

η = α+Zγ + 1
T

∫
T X(t)β(t, T )dt+ log

(
T
365

)

= Zγ +A
(
1
T

∫
T ϕ

′Mdt
)
θ + log

(
T
365

)

= Zγ +AΨθ + log
(

T
365

)
= Zγ +Bθ + log

(
T

365

)
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withA =




â′1 0 . . . 0
0 â′2 0 . . .
. . . . . . . . . . . .
0 0 . . . â′N



N×Np

and Ψ =




1
T

∫
T ϕ

′
1M1

1
T

∫
T ϕ

′
2M2

...
1
T

∫
T ϕ

′
NMN




Np×qr

where ϕi and âi are the basis and coefficients used for the representation of the functional
variable Xi(t) and M i = (φi ⊗ ψi), i = 1, . . . , 110. Ψ is the matrix of inner products, the
calculation of this matrix is one of the novelties of our work. One of the mayor difficulties for its
calculation is the fact that the product is between a one-dimensional base and a two-dimensional
one. We perform the integration in only one of these dimensions while maintaining the proper
bi-dimensional structure. As far as we know this type of inner product has not been done before.

Then for the estimation of the model coefficients we will use Penalized Maximum Likeli-
hood, particularly an anisotropic two dimensional penalization will be used, allowing us to control
the smoothness of the functional coefficient independently for each dimension.

Lp(θ,y) = L(θ,y)− 1
2θ

′Pθ

with L(θ,y) the Poisson likelihood, P = λt(Ir⊗D
′q
2D

q
2)+λT (Iq⊗D

′r
2D

r
2) the penalty matrix

andD
′q
2 ,D

′r
2 matrices of second order difference of adjacent coefficients of θ.

In order to estimate the smoothing parameters λt and λT jointly with the rest of the
parameters in the model, we reparameterize our model as a mixed model. Therefore, we are in
the context of Generalized Linear Mixed Models (GLMMs) and use Penalized Quasi-Likelihood
[1] for parameter estimation. To speed up computations we make use of the SOP( Separation of
Overlapping Penalties) algorithm [4].

3. Results

Figure 1: Number of daily steps of 3 patients of the TELEPOC study (left). Curve β(t, Ti) for
patients with Ti days in the study. (right)

CEBMadrid Madrid 25-27 May

Second session young researchers 119



We use the features of the functional parameter β(t, T ) to understand the relationship
between physical activity and the annual ratio of hospitalizations due to COPD. A negative value
of β(t, T ) will imply a positive influence of the physical activity in the reduction of the annual
ratio of hospitalizations, on the other hand, a positive value of β(t, T ) is interpreted as physical
activity not helping to reduce the rate of hospitalizations.

Figure 1 (left) shows physical activity patterns of three individuals and Figure 1 (right)
shows the trajectories of β(t, T ) for patients that carried out physical activity for different length
periods. The curves present a common feature: doing physical activity regularly during more than
6 months help to reduce the mean number of hospitalizations due to COPD, this conclusion is
made based on the fact that all the curves that represent more than 6 months of physical activities
end below the horizontal dashed zero line, meaning a favorable influence of the physical activity
in the number of hospitalizations due to COPD.

All patients that performed physical activity for more than 8 month eventually turn its
influence as favorable in the reduction of the annual ratio of hospitalizations. For patients doing
physical activity during 1 year we see how the influence become favorable after, approximately,
200 days. For patients doing physical activity between 1.5 and 2 years we see how, despite an
initial unfavorable tendency, after 400 days the influence turns favorable and continues to be so
for their remaining time in the study. Finally, for the people performing physical activity for more
than 3.5 years, we see how the influence of the physical activity turn favorable over the day 200
and continues to be so for the rest of their time in the study.

Also some non-functional covariates were significant in our model having the following
effect: People that had been hospitalize before are more prone to suffer new hospitalizations,
also women are more susceptible to be hospitalize than men, depressive symptomatology rise the
annual rate of hospitalizations and anxious symptomatology reduces it.

4. Conclusions and future work
We have proposed a new methodology to fit a variable domain functional regression model

based on penalized B-splines approximation and their mixed model representation, using the SOP
method for the estimation of the functional coefficients and the penalization parameters. This
methodology is then applied to the TELEPOC data set where we conclude that regular physical
activity helps to reduce the mean number of hospitalizations of COPD patients. We are currently
working on the extension of this methodology for the case of more than one functional covariant
and the incorporation of adaptive smoothing to our methodology.
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Abstract

We analyze quantile changes in point-referenced daily temperature in a region of north-
eastern Spain. We consider regression through asymmetric Laplace (AL) errors in the context
of a very flexible mixed effects autoregressive model, introducing two temporal scales and
four spatial processes. Moreover, while the autoregressive model yields conditional quantiles,
we demonstrate how to extract marginal quantiles with the AL specification.

Keywords: asymmetric Laplace, Bayesian hierarchical model, Markov chain Monte Carlo

1. Introduction
Climate change may lead to changes in several aspects of the distribution of climate vari-

ables, including changes in the mean, increased variability, and extreme events. Rather than re-
stricting the analysis to changes in the mean response, quantile regression (QR) permits analysis
of several features of the response distribution, including the median but also the extremes. There
are two modeling approaches for QR in the literature. The first, usually called multiple QR, fol-
lows the original ideas by Koenker and Bassett [1], offers a separate regression model for each
of the quantiles of interest, and inference proceeds by minimizing a check loss function or as-
suming asymmetric Laplace (AL) errors. The second approach, usually called joint QR, specifies
an appropriate joint model for all quantiles [2]. Certainly, QR has received great attention in the
statistical literature, including spatial QR models (see, e.g., Lum and Gelfand [3]). Most of these
spatial works assume that the data have no temporal dependence. A notable exception is the work
of Reich [4], although its model is not autoregressive in time.

Our contribution is to consider QR in the context of a complex spatio-temporal model. This
model specifies temporal dependence through autoregression, adopting two time scales, and intro-
duces spatial dependence through Gaussian processes (GPs). Next, we offer an attractive approach
to obtain marginal quantiles at daily scale. The analyses consider daily maximum temperature (◦C)
data at n = 18 sites around the Comunidad Autónoma de Aragón provided by the Agencia Estatal
de Meteorología (AEMET) in northeastern Spain. The data are available at a daily scale from
1956 to 2015, but we focus the analyses on the warm months from May 1 to September 30. The
region presents a wide variety of climate conditions in a relatively small area, bringing interest in
studying it and challenge in modeling it. Our interest is in extreme heat so, while our model is
applicable to arbitrary quantiles, our primary inferential focus is on the τ = 0.95 quantile.

2. Methodology
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2.1. The space-time model

For the analysis of daily maximum temperature, we propose the following spatio-temporal
quantile autoregression (QAR) model where each quantile is modeled separately. Letting Yt`(s)
denote the daily maximum temperature for day ` (` = 2, . . . , L) of year t (t = 1, . . . , T ) at
location s (s ∈ D our study region), τ ∈ (0, 1) denote a quantile order and QYt`(s)(τ | Yt,`−1(s))
denote the τ conditional quantile of Yt`(s) given Yt,`−1(s). Then,

Yt`(s) = QYt`(s)(τ | Yt,`−1(s)) + ετt`(s) = qτt`(s) + ρτ (s)
(
Yt,`−1(s)− qτt,`−1(s)

)
+ ετt`(s), (1)

qτt`(s) = βτ0 + ατ t+ βτ1 sin(2π`/365) + βτ2 cos(2π`/365) + βτ3 elev(s) + γτt (s).

Here, qτt`(s) contains fixed and random effects. The fixed effects are given by βτ0 , a global intercept,
ατ t, a global long-term linear trend, sin and cos terms that provide the annual seasonal component,
and elev(s), the elevation at s. The random effects given by γτt (s) = βτ0 (s)+ατ (s)t+ψτt + ητt (s)
capture space-time dependence through GPs. In particular, βτ0 (s) ∼ GP (0, C(·;σ2,τβ0 , φ

τ
β0
)) and

ατ (s) ∼ GP (0, C(·;σ2,τα , φτα)) provide local adjustments to the intercept and the long-term linear
trend, and C(·;σ2, φ) is the exponential covariance function. In addition, ψτt ∼ i.i.d. N(0, σ2,τψ )

provides annual intercepts and ητt (s) ∼ i.i.d. N(0, σ2,τη ) provides local annual intercepts. We
also specify ρτ (s) spatially varying to capture spatial autoregession dependence through Zτρ (s) =
log{(1 + ρτ (s))/(1− ρτ (s))} ∼ GP (Zτρ , C(·;σ2,τρ , φτρ)).

The error term is ετt`(s) ∼ ind. AL(0, στ (s), τ). The AL distribution is characterized by
location, scale, and asymmetry parameters, µ, σ, τ ; by setting µ = 0 to ensure P (ε ≤ 0) = τ , the
density of ε ∼ AL(0, σ, τ) is written as f(ε) = τ(1− τ)σ exp{−σε[τ −1(ε < 0)]}. A convenient
strategy for generating ε’s is to use the following representation, ε =

√
2U

σ2τ(1−τ)Z + 1−2τ
στ(1−τ)U ,

where Z ∼ N(0, 1) and U ∼ Exp(1). So, ε | σ, U is normally distributed enabling us to use all
of the familiar Gaussian theory. In the same manner as above, we specify στ (s) to capture spatial
scale dependence through Zτσ(s) = log{στ (s)} ∼ GP (Zτσ , C(·;σ2,τσ , φτσ)).

Prior distributions Model inference is implemented in a Bayesian framework. Recall that the
model adopts a conditional AL distribution for all Yt`(s), and this distribution can be ex-
pressed as normal when it is conditioned on U τt`(s) ∼ Exp(1). To complete the model we
specify diffuse and, when available, conjugate priors such as normal and inverse gamma for
all model parameters.

Model fitting We develop a Metropolis-within-Gibbs algorithm to obtain Markov chain Monte
Carlo (MCMC) samples from the joint posterior distribution. In particular, we derive full
conditional distributions for each of the parameters, including the n × T × (L − 1) repa-
rameterized latent exponential variables ξτt`(s) = U τt`(s)/σ

τ (s).

Model assessment through cross-validation We take up model assessment in the context of per-
formance across the L days within year, T years and n locations. That is, we are not im-
plementing model comparison; rather, we are looking at local and global adequacy of the
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model. In particular, we employ leave-one-out cross-validation and the conditional quantiles
are obtained using one-step ahead prediction. We use the following metrics: (i) a version of
the R1(τ) by Koenker and Machado [5], and (ii) the probability p(τ) that an observation is
less than the conditional quantile. In-sampleR1(τ) is between 0 and 1, where a value closer
to 1 indicates a better fit. The target for p(τ) is proximity to τ . Analogous versions of these
measurements without averaging over days, years, or sites have also been considered.

2.2. Marginal quantiles

We present the general strategy for extracting a marginal quantile from a conditional quan-
tile after fitting the conditional quantile model. Considering expression (1), it is attractive to think
about qτt`(s) as a version of a marginal τ quantile for Yt`(s). However, P (Yt`(s) ≤ qτt`(s)) 6= τ .
So, we seek an additive adjustment to qτt`(s) that adjusts this probability to τ .

To present the idea in its simplest form, we ignore space and years and suppress the super-
script τ in the parameters. We have Y` = q`+ρ(Y`−1−q`−1)+ε` where the ε` ∼ i.i.d. AL(0, σ, τ).
In this notation, QY`(τ | Y`−1) = q` + ρ(Y`−1 − q`−1) is the τ quantile of the QAR. For conve-
nience, write this model as W` = ρW`−1 + ε` with W` = Y` − q`. Upon substitution, we have
W` = ρ`W0+

∑`−1
j=0 ρ

jε`−j . We want the τ quantile of W`, call it dτ` (ρ, σ), so that W`− dτ` (ρ, σ)
has 0 as its τ quantile and therefore Y` has q` + dτ` (ρ, σ) as the τ marginal quantile. Using the
conditional normal form for ε` and defining ε̃` ≡

∑`−1
j=0 ρ

jε`−j , we have

ε̃` | ρ, σ, U`, U`−1, . . . , U1 ∼ N


 1− 2τ

στ(1− τ)
`−1∑

j=0

ρjU`−j ,
2

σ2τ(1− τ)
`−1∑

j=0

ρ2jU`−j


 .

Though ε̃` does not have an AL distribution we can find its τ quantile. For any d, we seek

P (ε̃` < d | ρ, σ) =
∫ ∫

· · ·
∫
P (ε̃` < d | ρ, σ, {Uj : j = 1, 2, . . . , `})[{Uj}]dU1dU2 · · · dU`.

But given {Uj : j = 1, 2, . . . , `}, we have the distribution for ε̃` above. In fact, we can do a Monte
Carlo integration to calculate P (ε̃` < d | ρ, σ) by generating many sets {Uj : j = 1, 2, . . . , `},
all i.i.d., all distributed as Exp(1). Then, using a simple search, we can find dτ` (ρ, σ). In our
modeling setting we can create the posterior distribution of the τ marginal quantile for any year,
day, and site. In the sequel, we denote this as q̃Yt`(s)(τ) ≡ qτt`(s) + dτt`(ρ

τ (s), στ (s)).

Kriging marginal quantiles These marginal quantiles can be kriged over a spatial region for
any τ , year, and day within year to reveal the temperature quantile surface; i.e., we can
obtain the posterior distribution of q̃Yt`(s0)(τ) at any new site s0. If we obtain this for a
sufficiently spatially resolved grid, we can obtain the posterior mean at each point and “see”
the posterior τ quantile surface for the given day within year.
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Figure 1: Left: Spatially varying autorregression coefficients. Center: Difference in ◦C between
marginal quantiles of the last and the first decade. Right: Marginal 0.95 quantile on July 15, 2015.

3. Results
Here, we present a brief summary of results for τ = 0.95, although other quantiles have

been fitted, obtaining remarkable differences. In summary, model assessment yields p(0.95) =
0.944 and R1(0.95) = 0.442. The daily, annual and local measurements also show the good as-
sessment of the model. Results of model fitting yield Figure 1 that shows maps of (left)E(ρ0.95(s) |
data), (center) E

(∑
t∈D6 q̃Yt`(s)(0.95)−

∑
t′∈D1 q̃Yt′`(s)(0.95) | data

)
/10 where D1 is the first

decade (1956–1965) and D6 the last (2006–2015), and (right) E(q̃Y60,75(s)(0.95) | data). First,
ρ0.95(s) shows a strong autoregression and varies spatially from 0.53 to 0.69. Second, warming
is general comparing the extremes of both decades, exceeding 3◦C in the southwest, but cool-
ing patterns also appear in the northwest. Finally, marginal quantiles enjoy direct interpretation,
whereas conditional quantiles require the previous day’s temperature. The temperature range for
this marginal quantile goes from 23.3◦C to 41.1◦C.

4. Summary and future work
This article develops a modeling approach to predict a specific quantile in a spatio-temporal

framework. We have specified a spatial autoregressive model on a daily scale using the AL dis-
tribution for the errors. The model enables spatial autoregression at a daily scale that captures
serial correlation and facilitates assessment of persistence. Although the model gives conditional
quantiles, we offer an attractive approach to obtain marginal quantiles at daily scale. Posterior
inference to evaluate distributional changes between marginal quantiles is straightforward.

Future work will consider addressing quantile crossing using the reparametrization by Yang
and Tokdar [2]. This will enable comparison of long-term trends between quantiles jointly. Addi-
tionally, our modeling approach could be useful in other environmental analyses such as pollution
exposure or biological experimental data to identify distributional changes over space and time.
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Abstract

In complex survey data, each observation has assigned a sampling weight, which indicates
the number of units that it represents in the population. Increasingly, prediction models are
being developed from complex survey data. Therefore, the goal of this work is to propose a
methodology that considers the sampling weights in the estimation process of the area under
the receiver operating characteristic curve.

Keywords: AUC, complex survey data, sampling weights.

1. State of the Art
Complex survey data are gaining popularity in a number of fields, including but not limited

to social and health sciences. This type of data are collected from a finite population, concerned
to be studied, by some complex sampling design, such as stratification or clustering. One of the
differences between complex survey data and simple random samples is that, in the first, each
sampled observation has assigned a sampling weight, which indicates the number of units that
this observation represents in the finite population. Therefore, the straightforward application of
the most commonly applied statistical techniques, which are typically designed to be applied to
simple random samples, is usually not suitable for complex survey data.

Among other purposes, complex survey data are increasingly used to develop prediction
models. In this work, we focus on logistic regression models to predict dichotomous response
variables given a collection of covariates. If these models are fitted in order to be applied for
prediction purposes, then it is important for these models to have a good discrimination ability, in
order to guarantee their usefulness and accuracy when applied into new individuals. In addition,
the estimate of the discrimination ability should be unbiased.

For logistic regression models, the discrimination ability is usually measured by means of
the area under the receiver operating characteristic (ROC) curve (AUC). The goal of this study is
two-fold. In the first place, we propose a new methodology for estimating the AUC of logistic
regression models considering the sampling weights. Secondly, we evaluate the behaviour of the
proposed approach by means of a simulation study.
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2. Methods
Let X be the vector of covariates and Y the dichotomous response variable, which takes

the value Y = 1 for the units with the characteristic of interest (events), and Y = 0 otherwise
(non-events). Let p(x) = P (Y = 1|X = x) indicate the conditional probability of event for an
individual given the values of its vector of covariates x. Let β⃗ indicate the vector of regression
coefficients. Then the specific form of the logistic regression model is:

p(x) =
eβ⃗

Tx

1 + eβ⃗Tx
. (1)

Each individual can be classified based on its probability of event and a threshold c as event (if
p(x) ≥ c) or non-event (p(x) < c). However, this classification may or may not be correct de-
pending on the selected threshold. The correct classifications, based on a particular threshold, are
usually quantified by sensitivity (Se(c)) and specificity (Sp(c)) parameters, which are defined as
the probabilities of classifying correctly the events and non-events, respectively. The discrimina-
tion ability of a logistic regression model is usually evaluated by means of the AUC, where the
ROC curve is defined as the set of pairs of 1 − Sp(c) and Se(c) across all the possible threshold
values c. The AUC ranges from 0.5 (an uninformative model) to 1 (a perfect model in terms of
discrimination).

Let U = {1, ..., N} be a finite population for which N realizations of the set of random
variables (Y,X) are associated, i.e., {(yi,xi)}Ni=1. Let S be a sample of n observations drawn
from the finite population U by some complex sampling design. The sampling weights associated
to each sampled unit i ∈ S are denoted as wi. Let S0 and S1 indicate the subsamples of sizes n0
and n1 of non-event and event individuals, respectively. In this context, the regression coefficients
are usually estimated maximizing the pseudo-likelihood function [1] defined in eq. (2):

PL(β⃗) =
∏

i∈S
p(xi)

yiwi (1− p(xi))
(1−yi)wi . (2)

Let ̂⃗β indicate the vector of estimated regression coefficients and p̂i = p̂(xi) the corresponding
estimated probabilities of event, ∀i ∈ S. The AUC of the fitted model is usually estimated as
described in eq. (3), by means of the Mann-Whitney U-statistic [2]:

ÂUC =
1

n0 · n1
∑

j∈S0

∑

k∈S1

[I(p̂j < p̂k) + 0.5I(p̂j = p̂k)] , (3)

where I(·) denotes the indicator function.
However, we believe that in the context of complex survey data, if we estimate the AUC of

the fitted model based on eq. (3), which was designed to be applied in simple random samples and
does not consider the sampling weights, then biased estimates could be obtained. For this reason,
we propose a new estimator for the AUC which considers the sampling weights. This proposal is
described in Section 2.1 below.
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2.1. Proposal for estimating the AUC for complex survey data

As mentioned above, there are two ways of thinking about the AUC, and therefore, in this
work we have considered two estimators: a) based on the definition of the AUC as the area under
the ROC curve; and b) by considering the estimation of the empirical AUC based on the Mann-
Whitney U-statistic.

a) Empirical AUC as the area under the ROC curve.
As mentioned above, the AUC is defined as the area under the ROC curve. Therefore, in this
first approach, we propose to estimate the ROC curve considering the sampling weights, as
follows:

R̂OCw(·) =
{
(1− Ŝpw(c), Ŝew(c)), c ∈ (0, 1)

}
, (4)

for which specificity and sensitivity parameters are estimated by means of the sampling
weights:

Ŝpw(c) =

∑
j∈S0

wj · I(p̂j < c)
∑
j∈S0

wj
; Ŝew(c) =

∑
k∈S1

wk · I(p̂k ≥ c)
∑
k∈S1

wk
. (5)

We propose to calculate the area under R̂OCw(·) in order to estimate the AUC. Let us
denote as Â the AUC estimated based on this approach.

b) Based on the Mann-Whitney U-statistic.
In this second approach we propose to incorporate the sampling weights into the Mann-
Whitney U-Statistics, as follows:

ÂUCw =

∑
j∈S0

∑
k∈S1

wjwk [I(p̂j < p̂k) + 0.5 · I(p̂j = p̂k)]∑
j∈S0

∑
k∈S1

wjwk
. (6)

We have demonstrated mathematically that both approaches are equivalent (i.e., Â = ÂUCw),
and therefore, we will obtain exactly the same estimates in both ways. We have also shown that
this proposal is equivalent to one of the definitions given in Yao et al. (2015) [3].

3. Simulation study and results
This simulation study aims, on the one hand, to analyze whether the method we propose

provides unbiased results for the estimation of the AUC, and on the other hand, to compare these
estimates with the ones we would obtain by ignoring the sampling weights. For this purpose, a
finite population was simulated and sampledR = 500 times following a complex sampling design.
In each of these samples, a model was fitted and its AUC was estimated, considering and/or not the
sampling weights. In addition, we are interested in estimating the discrimination ability of each
model in the finite population. Therefore we extend the models to the population and estimate the
AUCs, which will be defined as the true AUCs. Finally, we compare the unweighted and weighted
estimates of the AUC to the true AUCs. This process is described below. For r = 1, . . . , R:
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Step 1. Obtain a sample Sr ⊂ U with the corresponding sampling weights wri ,∀i ∈ Sr.

Step 2. Fit the model to Sr and obtain ̂⃗
βr (eq. (2)) and p̂ri , ∀i ∈ Sr.

Step 3. Estimate the AUCs by eq. (3) and eq. (6), respectively: ÂUC
r

unw and ÂUC
r

w.

Step 4. By means of ̂⃗βr estimate the probabilities of event for all the units in the finite population,
p̂ri ,∀i = 1, . . . , N . Estimate the true AUC in the population following eq. (3): ÂUC

r

true.

We define the bias as follows for each method ∀m ∈ {unw, w} and ∀r = 1, . . . , R:

Biasrm = ÂUC
r

m − ÂUC
r

true. (7)

Figure 1 and Table 1 depict the results of the simulation study. It can be observed that
the unweighted method gives biased estimates overestimating the true AUC considerably, which
would lead to wrong conclusions. In contrast, unbiased estimates are obtained by means of the
weighted approach. The standard deviation of the weighted estimates is slightly greater than the
unweighted ones.

4. Conclusions and further work
In this work an estimator that considers the sampling weights for the estimation of the

empirical AUC in the context of complex survey data is proposed. The results obtained in the
simulation study suggest the use of the proposed methodology to estimate the empirical AUC in
the context of complex survey data, given that it has shown to give better (unbiased) estimates than
the original method (biased estimates) which does not consider the sampling weights. As further
work, we believe it would be interesting to define and calculate the variance of this estimator.
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Abstract 
Mendelian randomization (MR) was developed for assessing causality using 
genetic variants in epidemiological research. The objective of this study was to 
compare several robust MR methods to discern causal effects in epidemiological 
studies. As a proof of concept, we tested the potential causal role of telomere 
length (TL) (a well-known biomarker of aging) on life expectancy. 

Keywords: Causal inference, epidemiology, genetic association studies 
 
1. Introduction 

Mendelian Randomization (MR) approaches were developed to assess causality in 
observational studies using the fact that genetic variants segregate following Mendel’s laws. 
Estimating how modifiable risk factors or exposures of interest (i.e., X) influence specific 
diseases or outcomes (i.e., Y) can be challenging. Observational studies suffer from 
confounding and reverse causation, which impede to discern whether the association between 
the exposure and outcome is causal or not. MR approaches use genetic variants (Z) known to 
affect X as surrogates for exposure assessment to overcome problems in traditional 
epidemiology. Thus, genetic variants serve as instrumental variables (IVs) to obtain unbiased 
estimators of the exposure-outcome causal relationship [1].  

Including multiple genetic variants as IV can increase the statistical power and therefore 
the precision of MR estimates. Genome-wide association studies (GWAS) of disease 
biomarkers are providing a prolific source of IV for MR studies, Unfortunately, the limited 
knowledge of their functional role together with the ubiquitous presence of pleiotropy (i.e., their 
association with multiple phenotypes) could lead to violation of MR assumptions [2]. 
Nevertheless, various robust MR methods with different assumptions can be applied to explore 
the consistency and robustness of MR results [3].  

The objective of this study was to compare several robust MR methods to discern causal 
effects in epidemiological studies. Further, we aimed to compare different methods for 
identifying heterogeneity due to pleiotropy. As a proof of concept, we tested the potential causal 
role of telomere length (TL), a well-known biomarker of aging, on life expectancy.  

 
2. Methods 

The inverse-variance weighted (IVW) method is the most widely used and efficient 
method in MR analyses [4]. However, it assumes all genetic variants are valid instrumental 
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variables, so it is biased in the presence of unbalanced pleiotropy [3]. Several methods are 
commonly used to identify pleiotropy and confirm the validity of the IVW estimates, including 
Cochran’s Q test and MR-Egger intercept test.  

Further, robust MR methods are useful either to confirm the consistency of MR results or 
explore causal associations in the presence of pleiotropy. Despite their lower statistical 
efficiency, robust estimation methods allow for the presence of pleiotropy and the inclusion of 
invalid IVs in MR analyses. According to the different assumptions required for consistent 
estimation, we can classify robust methods in consensus methods (e.g., weighted median and 
weighted mode), outlier-robust (e.g., MR‐PRESSO) and distribution modelling from invalid IVs 
(e.g., MR‐Egger regression) [5]. 
Mendelian Randomization modelling assumptions 

For a genetic variant to be considered as valid IV in MR analysis, it must satisfy the 
following assumptions: it is associated with the exposure (assumption 1); the genetic variant is 
not associated with the outcome due to confounding factors (assumption 2) and it has no direct 
effect on the outcome (assumption 3). 
Inverse-variance weighted method 

The inverse-variance weighted (IVW) method assumes that the genetic association with 
the exposure ( ) and the genetic association with the outcome ( ) are related via a simple 
linear regression model. Therefore, IVW is equivalent to fitting a weighted regression model 
where the regression coefficient is an estimate of the causal effect ( ) if all genetic variants 
are valid IVs. In addition, there is no intercept term ( ) because of the third MR assumption 
(i.e., no pleiotropy):  

  
When using summary statistics from GWAS, IVW combines the Wald ratio causal 

estimates as the average of all the /  effects weighted by the inverse of their variance: 

 
 

Cochran's Q statistic, derived from the IVW estimate, can be used to detect heterogeneity 
due to pleiotropy and invalid IVs.  
MR-Egger regression 
 MR-Egger relaxes the assumption that the average pleiotropic effect is zero by 
introducing an intercept term in the regression model. MR-Egger estimates rely on the InSIDE 
assumption (i.e., Instrument Strength Independent of Direct Effect). The assumption states that 
the pleiotropic effects, , are independently distributed from the genetic associations with the 
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exposure  [6]. Further, it is possible to detect the presence of directional pleiotropy by testing 
whether the intercept term differs from zero (the MR-Egger intercept test).  
Mendelian Randomization Consensus methods 

MR-consensus methods estimate the causal effect based on a summary measure of the 
distribution of the Wald ratio estimates [5]. These methods provide unbiased estimators even in 
the presence of invalid IVs. For instance, the weighted median method [7] assumes that the 
majority (i.e., >50%) of the genetic variants are valid IVs and so it will be less influenced by 
outlying variants than the IVW estimate. Further, in large samples, causal estimation could be 
unbiased even when only a plurality of genetic variants are valid IVs. The weighted mode 
method relies on this plurality valid assumption (i.e., Zero Modal Pleiotropy Assumption) by 
estimating the causal effect as the most common variant-specific ratio estimate [8].  
Outlier detection  

The MR‐Pleiotropy RESidual Sum and Outlier (MR-PRESSO) global test evaluates 
overall pleiotropy by comparing the residual sum of squares (RSS) with the expected distance 
under the null hypothesis of no pleiotropy [9]. Further, it detects outlier IVs by omitting each 
genetic variant from the analysis in turn and checking whether the RSS decreases [5]. 

 
3. Proof of concept  
Genetic Instrumental Variables of Telomere Length and summary statistics of Life Expectancy 

Summary statistics were obtained from a genome-wide meta-analysis of leukocyte 
telomere length (TL) including up to 78,592 individuals [10]. We selected summary data for 21 
genetic variants associated with TL (P < 5×10−8) and the most recent large-scale GWAS on life 
expectancy (N=75,244) [11]. 
Mendelian Randomization performance 

Genetically predicted longer TL was significantly associated with increased life 
expectancy according to IVW method with no evidence of heterogeneity (Cochran Q p-value > 
0.05) nor directional pleiotropy (intercept test p-value > 0.05) [Table 1]. 

Pleiotropy-robust methods (i.e., weighted median and weighted mode) also produced 
similar patterns of effects, further supporting the robustness of the analyses. Interestingly, MR-
Egger regression method did not support this association (MR-Egger p-value = 0.113). MR-
Egger estimates could be biased in the presence of outliers. However, there was no evidence of 
heterogeneity due to SNP outliers according to MR-PRESSO global test. MR-Egger is also 
sensitive to violations of InSIDE assumption; however, it usually leads to increased bias and 
Type 1 error rate inflation [12]. Nevertheless, MR-Egger may be less efficient if this 
assumption does not hold [5].  

As our main conclusion, we recommend performing robust methods with different 
assumptions to test the consistency and robustness of MR results in genetic epidemiology 
research.  
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Causal inference methods β (SE) p-value 
Inverse-variance weighted 0.011 (0.004) 0.010 

MR-Egger regression 0.020 (0.013) 0.113 
Weighted median 0.013 (0.006) 0.038 

Weighted mode 0.021 (0.009) 0.021 
Sensitivity methods p-value 

Cochran Q, heterogeneity test 0.978 
MR-PRESSO, global test 0.982 
MR-Egger, intercept test 0.462 

Table 1. Mendelian randomization results for the relationship between genetically 
predicted longer telomere length and life expectancy. 
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In randomized clinical trials, it is difficult to fully adhere to the intent-to-treat principle if 

subjects are not followed up after discontinuation of the study treatment. This situation is 
regarded a censoring-not-at-random (CNAR) problem because the observed data (emerging 
from the on-treatment period) are regarded insufficient to infer the risk of event after stopping 
the study medication.  

This problem can be addressed using reference-based imputation (RBI) methods. The 
arguably most popular RBI assumption is the so-called jump to reference (J2R) rule. Using J2R, 
after treatment discontinuations, subjects in the experimental arm are assumed to lose the 
benefit observed during the treatment period and switch back to the risk function observed in 
the reference group. 

For time to event endpoints, RBI has been exclusively studied using Rubin’s multiple 
imputation (MI) methodology. Here, we present a fully analytical maximum-likelihood solution. 
We present this problem as a particular case of the illness-death multi-state model. The 
transition from the initial state (I) to drug discontinuation (DD) and from the initial state (I) to 
the event of interest (E) (while on-treatment) is well characterized from the dataset. For the 
unobserved transition from DD to E, we use well-established RBI assumptions such as J2R. 
Finally, we calculate the probabilities of interest (i.e., transitioning from I to E regardless of 
having passed or not by DD) using numerical integration. 

Our analytical solution is more efficient than MI and, as opposed to MI, avoids standard 
error over-estimation. 
 
Keywords: reference-based imputation, jump-to-reference, survival analysis, multi-state 
modelling. 
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Multistate models are a convenient way to describe the course of a disease. In multistate Markov
models the future evolution only depends on the current state and, although Markov assumption is
rarely met in practice, they are often used for simplicity. We explore options of enriching pathway
information by means of non-Markov approaches and second order Markov processes.

Second order Markov models assume that the progression of the patients not only depends on the
current but also on the preceding state. Estimation and inference entails aM ×M ×M matrix,
whereM is the number of states. In this work, we define an extended transition probability matrix
asM different matrices of orderM ×M and we propose nonparametric methods to deal with.

Non-Markov models, not assuming any restriction, allow a comprehensive way of dealing with
the different path trajectories. We follow the work of Putter and Spitoni (2018) to estimate the
transition probabilities by means of the landmark Aalen-Johansen estimator constructed from a
subset of the data consisting of all subjects observed to be in a given state at a given time.

The above methods are explored to analyze a cohort of about 2000 COVID-19 patients from eight
hospitals in Catalunya who were hospitalized during the first wave of the pandemic. We have
built a multistate model based on 14 transitions among the following seven states after a patient’s
admission: No severe pneumonia, severe pneumonia, non-invasive mechanical ventilation, inva-
sive mechanical ventilation, severe pneumonia recovery, hospital discharge, and death. Of special
relevance is the transition probability to severe pneumonia recovery of patients requiring invasive
mechanical ventilation. A second order Markov assumption allows us to estimate this transition
probability accounting for whether or not the patient was on previous non-invasive mechanical
ventilation. If the interest would be on this transition probability after a week accounting for the
whole past history, the landmark Aalen-Johansen estimator could be applied based only on all
those patients with invasive mechanical ventilation at day 7.

Keywords: Multistate models, Non-Markov, COVID-19
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A prediction model for survival in patients with advanced disease: 
dealing with non-proportional hazards factors. 
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Objective: To develop a clinical prediction model for survival prediction at 24 months in 

patients with advanced diseases. 
Methods: A retrospective cohort of 736 patients was randomly split in a derivation (80%) 

and validation cohort (20%). 6 survival-related variables were pre-selected by a group of 
clinical experts (Age / Palliative care needs /Nutritional decline/ Resources use / Main disease / 
Multimorbility / Functional decline) to be included in a Cox proportional hazard model. The 
prognostic value of the estimated model was assessed using: AIC, C-statistic of Somers ‘Dxy’ 
rank correlation, integrated Brier score for censored observations and the ratio between the 
observed and the predicted risk with 95% confidence interval. The satisfaction of proportional 
hazard assumptions was assessed graphically and analytically. Whether the assumptions were 
not satisfied two strategies were defined: stratified Cox model and a time-dependent Cox model. 
All analysis were performed using R. 

Results: 630 patients were included in the derivation cohort (59.7% women, 80.7-yo, 
34% advanced fragility, 33% organ disease, 21% dementia, and 12% cancer). A full adjusted 
Cox model was estimated. Palliative care needs and main disease presented a severe violation of 
the proportional hazard assumption in that model. Then a full adjusted Cox model was 
estimated using palliative care needs as a time-dependent factor. As an alternative, a full 
adjusted stratified Cox model was estimated using palliative care needs and main disease as 
stratum a full adjusted stratified Cox model was estimated using palliative care needs and main 
disease as stratum. Finally, stratified model was simplified reclassifying main disease as cancer 
vs non-cancer. Performance in estimated models was: AIC 3247.77, 2251.74 and 2733.87 and , 
AUC[IC95%] 0.718[0.68;0.756], 0.608[0.574;0.642]  and 0.612[0.58;0.645] , Brier score 0.134, 
0.179 and 0.173  and E/O[IC95%] 0.73 [0.66;0.79], 0.89 [0.78;1.01] and 0.86 [0.75;0.98]). 
Model 3 was selected due to parsimonious and achievement. The performance in the derivation 
and validation cohort was similar. 

Conclusion: Survival factors in patients with advanced disease seem to not fulfill 
proportional hazard assumptions. Baseline hazard stratification by those factors seems an easy 
and helpful solution. 
 
Keywords: Prediction Models, Cox's proportional risks, Palliative care 
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Focusing on the Barcelona metropolitan area (Spain), the present work aims to re-

examine the multi-state process described by the first wave of COVID-19. A dataset with 
demographic and clinical information on about 2000 hospitalized patients is used, this providing 
a detailed account of patient disease progression as transitions through a prefixed set of possible 
clinical states. Specifically, the modeling process considers five transient states (no severe 
pneumonia, severe pneumonia, non-invasive mechanical ventilation, invasive mechanical 
ventilation, and recovery from severe pneumonia), and two absorbing states (hospital discharge 
and death). Moreover, a total of 14 possible transitions between subsequent states are 
considered. In a multi-state survival setting, a single time scale is usually adopted, for which 
transition intensities are computed with respect to the overall origin. In some situations, 
however, it becomes crucial to register whether a patient has gone through a particular 
intermediate state, as well as the length of stay in a given state. These are two practical 
scenarios in which patients under study incorporate non-baseline information, so the Markovian 
hypothesis needs to be relaxed for a proper description of disease after hospitalization. In doing 
so, a semi-Markov multi-state model is here proposed, built with semi-parametric Cox models 
that not only account for the baseline effect of transition-specific covariates, but also for the 
potential impact of the sojourn time at a previous state. Hence, the specific purpose of this study 
is twofold: 1) to estimate the probability of reaching different stages of disease progression, 
conditioned on a set of subject features; 2) to assess the effect of the most important prognostic 
factors on disease progression by combining different time scales. The promising results of this 
work advocate for the usefulness of the procedure to guide decision-making and allocation of 
hospital resources for Covid-19 patients. 
 
Keywords: COVID-19 hospitalizations, survival analysis, multi-state model. 
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Objective: To study COVID-19 patients’ progress and to estimate the probability of 

attaining different stages of disease progression within a given period, conditionally on a set of 
subject features in several COVID-19 waves. 

Methods: We analyzed data from hospitalized patients within the south metropolitan area 
of Barcelona throughout the first three pandemic waves. Adults with COVID-19 and without 
therapeutic limit at admission were included in the analyses. Hospital admission was the 
model’s common initial state for all patients, and the time spanning from then until the 
occurrence of a particular endpoint was monitored. The possible states were: 1) severe 
pneumonia; 2) non-severe pneumonia; 3) invasive mechanical ventilation; 4) noninvasive 
mechanical ventilation; 5) death and 6) hospital discharge. The total number of possible 
transitions were 14, but a single patient could not experience more than 4 transitions. To 
describe a stochastic process allowing subjects to move through a set of transitions in 
continuous irregular times, we used a semi-Markov multi-state model. 

Results: We included about 3000 patients with a mean age of 59 years (from 20 to 96) 
and 42% were women. The most frequent transition was from hospital admission to discharge 
(60%), followed by a transition from admission to discharge but first passing through the severe 
pneumonia state (12%). The 30-day mortality was 10.7% (95% CI: 9.59%–11.97%). The multi-
state model allowed for accurate predictions of state transitions, and, in addition, for assessment 
of various clinical profiles at different time points: the estimated 30-day mortality probability 
for a woman aged < 65 years, oxygen saturation > 95% and no obesity was 19.64% (95% CI: 
15.38%–25.07%), whereas the estimation of the same probability for a woman with severe 
pneumonia, aged ≥ 65 years, with obesity, and oxygen saturation < 95%, was 34.64% (95% CI: 
29.63%–40.51%). In men with the same profiles, the estimated 30-day mortality rates were 
18.44% (95% CI: 14.13%–24.05%) and 33.31% (95% CI: 28.46%–38.98%), respectively. 

Conclusions: Using a multistate approach, we were able to assess relevant clinical 
profiles in terms of risk and perform an outcome prediction based on the baseline subject status. 
This methodology can in turn be applied to other epidemics. 

 
Keywords: Multistate models, COVID-19, semi-markov. 
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A Bayesian approach to population estimation in capture-recapture
models
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1anabel.blasco@uab.cat, Servei d’Estadística Aplicada, Universitat Autònoma de Barcelona
2ppuig@mat.uab.cat, Department of Mathematics, Universitat Autònoma de Barcelona

Capture-recapture methods can be used to estimate the population size or the species rich-
ness. Sometimes, when trying to estimate the species richness, the only data available refer to
species that have been observed only once (n1) and species that have been observed on multiple
occasions (n2+), called incidence data. This is the case of the study of the number of species in
the coral reef of Tunku Abdul Rahman Marine Park1.
The main objective of this research is to estimate species richness and for this it is necessary to
estimate the number of undetected species (n0) or more specifically, to estimate the proportion
of undetected species (p0). The likelihood function for this problem has a simple form, but that
parameters are not identifiable2 and, consequently, a direct frequentist approach is not possible.
However, Bayesian methods are suitable to cope with this problem.
Because we are working with proportions and they sum one, we need to use a multivariate prior
distribution defined on the simplex. Our first choice, the Dirichlet distributions (including the uni-
form), are not suitable because they act as ”killer priors” leading to marginal posterior distributions
for p̂0 not depending on the observed data. We explore other more suitable prior distributions for
obtaining meaningful posterior marginal distributions for p̂0. Specifically, we consider the Scale
Dirichlet, the maximum entropy, and uniform and beta conditional distributions.
Beyond this, we consider different prior scenarios for our data by comparing the obtained results.
Other different examples of application are also analysed and discussed.

Keywords: population estimation, identifiability, improper priors
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Although urban greening is universally recognized as an essential part of sustainable and
climate-responsive cities, a growing literature on green gentrification argues that new green in-
frastructure, and greenspace in particular, can contribute to gentrification, thus creating social and
racial inequalities in access to the benefits of greenspace and environmental and climate injustice.
To date, there is limited quantitative evidence documenting the temporal relationship between new
greenspaces and gentrification across entire cities, let alone across various international contexts.
In this paper, we employ a Hierarchical spatial Bayesian model to test the green gentrification
hypothesis across 28 cities in 9 countries in North America and Europe. Here we show a strong
positive and relevant relationship between greening in the 1990s-2000s and gentrification that
occurred between 2000-2016 in 17 of the 28 cities. Our results also further refine the conceptual-
ization of gentrification and green gentrification by identifying cities which we call “Lead Green
Gentrification” where greening plays a central role in explaining gentrification unlike in other
cities where greening plays what we see as an “integrated” or “subsidiary” role. Results also point
to the need to put equity at the center of green climate strategies.

Keywords: Bayesian modeling; INLA; Random effects
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The Farm to Fork Strategy of the European Green Deal aims to halve the use of pesticides 

and specially fungicides by 2030. This goal represents a major challenge for the European 
agriculture, which will be forced to decrease the number of treatment applications in a very 
short time while maintaining the profitability of cropping systems. In this context, decision 
support systems (DSSs) have been put forward as tools to substantially reduce fungicide 
application frequency. In contrast to calendar-based fungicide programs, DSSs allow farmers to 
schedule fungicide applications based on an observed or predicted risk of disease and thus spray 
only when necessary. 

To assess whether the “50% reduction” is an achievable goal a comparative study to 
assess disease incidences between DSSs and calendar strategies to the number of spray 
applications was addressed by using multilevel Bayesian meta-analysis under a beta-binomial 
mixed-effect regression modelling framework. Model parameters were approximated by means 
of Hamiltonian Monte Carlo (HMC) simulation methods using the programming Stan via its R 
interface, RStan and the package brms. 

Statistical analyses were rigorously conducted to ensure the robustness of the results by 
exploiting the potential of Bayesian methods and the functionalities of the aforementioned 
packages: i) several variants of the generic model were fitted in order to investigate the possible 
effects of some relevant moderator variables; ii) model evaluation and model selection between 
all meta-analytic models fitted were carried out considering posterior predictive checks and k-
fold cross validation procedures, respectively; and iii) a sensitivity analysis in relation to the 
setting of prior specification was also addressed comparing parameter estimates with frequentist 
estimates. 

Our global meta-analysis which incorporated 80 experiments - conducted worldwide 
across different geographic areas, crops, fungal pathogens, and fungicide types - shows that 
DSSs can reduce fungicide treatments by at least 50% without compromising disease control. 
Specifically, when the number of sprays was halved, the resulting increase in disease incidence 
was lower when adopting a DSS-based rather than a calendar-based strategy and never 
exceeded a 5% increase in disease incidence with DSSs. Thus, our results support that DSSs are 
essential tools for reducing fungicide use while limiting the risks to plant health. 
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In many scientific fields and real-life applications, there are many situations where a 
statistical modelling process can be approached from different perspectives. The problem arises 
when we have to choose a single approach to perform inference and make predictions. There is a 
vast literature related to model selection, from the use of measures such as AIC, DIC, or WAIC, 
till using the Bayes factor to find which model would be the most likely, or using the Bayesian 
Model Averaging (BMA) which allows us to average them all, allowing to construct a model 
combination. 

In most cases, the prerequisite for applying these techniques is that they all start from the 
same likelihood. However, we will not always have a model of the same process from the same 
likelihood, as these models could be from a deterministic nature, for example, in the context of 
climate change predictions (e.g: via Generalized Circulation Models, GCM). Then, we propose a 
method to find the best model combination which reflects the nature of a process, using the 
predictions obtained by the different models, such as the model's complexity does not need to be 
taken into account. 

In this work, the different models used in the prediction would act as covariates attempting 
to explain the process of interest. Hence, different multimodels, i.e. combinations of such models 
could be generated, starting from a linear regression. For each generated multimodel, we would 
obtain a posterior probability. Thus, we could choose the multimodel with the highest probability, 
or, we could use the BMA approach to combine the multimodels with each other obtaining the 
metamodel we are looking for. The benefit of our proposal is twofold: first, the combination of 
the models is done in a simple way without having to resort to the full inclusion of the complex 
structure of the models. Second, the use of the BMA methodology allows us to have a weight for 
each of the multimodels and not only for each of them.  

We have applied this method to construct a metamodel for predicting rainfall erosivity (also 
known as R-factor) in the Basque Country under different Climate Change scenarios. The 
metamodel generated with our approach showed promising results compared with the GCM 
models set separately based on the predictive performance.  

Keywords: Bayes factor, Bayesian Model Averaging, Climate Change, Metamodel 
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Organic wastes of vegetal origin and, in particular, those coming from sources related to the
tourist activity, such as those generated in golf courses and tourist coasts, are a growing concern
due to the increase of their production and their inadequate management. The aim is to evaluate
the use of different composting strategies for the management of these specific green wastes, such
as grass clippings and pruning waste from a golf course and marine plant debris, mainly Posidonia
oceanica (Posidonia oceanica L.). For this purpose, two composting scenarios were established: in
the first one only green wastes were considered in the composition of the composting mixtures, and
in the second one sewage sludge was used as a co-composting agent. The temperature of the piles
was controlled and the physicochemical and chemical parameters were also studied throughout
the process. All will be analyzed using additive models and Bayesian networks.

Keywords: Compost quality, golf course, Bayesian networks
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