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Abstract
Subtitles are a key element to make any media content accessible for people who suffer from hearing impairment and for

elderly people, but also useful when watching TV in a noisy environment or learning new languages. Most of the time,

subtitles are generated manually in advance, building a verbatim and synchronised transcription of the audio. However, in

TV live broadcasts, captions are created in real time by a re-speaker with the help of a voice recognition software, which

inevitability leads to delays and lack of synchronisation. In this paper, we present Deep-Sync, a tool for the alignment of

subtitles with the audio-visual content. The architecture integrates a deep language representation model and a real-time

voice recognition software to build a semantic-aware alignment tool that successfully aligns most of the subtitles even

when there is no direct correspondence between the re-speaker and the audio content. In order to avoid any kind of

censorship, Deep-Sync can be deployed directly on users’ TVs causing a small delay to perform the alignment, but

avoiding to delay the signal at the broadcaster station. Deep-Sync was compared with other subtitles alignment tool,

showing that our proposal is able to improve the synchronisation in all tested cases.
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1 Introduction

Subtitles are one of the most important elements in making

TV as accessible as possible for people with hearing

impairment, elderly people and other end-users that could

need from this kind of service. For those with hearing

impairment disability, reading subtitles in the screen is the

procedure for receiving at least most of the audio content

being transmitted. In films, television series, videos or pre-

recorded content, the process to generate these captions is

simple, although very expensive, both in time and cost.

Before broadcasting, a subtitling expert writes the subtitles

in a manner that ensures the synchronisation with the

audio-visual content. However, this process becomes

problematic when dealing with live broadcasts. In these

cases, a person called re-speaker reinterprets the content

heard, introducing different changes due to lack of time,

while a voice recognition software generates the corre-

sponding text. This is a useful technique to generate

accurate and of high-quality subtitles in real time, but

involves two serious problems: on the one hand, the re-
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speaking process introduces a delay, causing the subtitles

to not being synchronised with the audio-visual content

and, on the other hand, the re-speaker could generate new

subtitles that simply does not match with the audio. This

includes summarising, paraphrasing, omission of words or

even providing a completely different description but

semantically similar to the original content. This seriously

impoverishes audience experience.

A solution proposed in the state-of-the-art literature to

the above highlighted problem is to establish a delay in the

broadcasting. This would allow to synchronise the subtitle

before being emitted, but involves an ethical issue. Since

the content is not immediately sent and it can be modified,

this can be considered as censorship [27]. Besides, building

a perfect alignment between subtitles and the audio-visual

content is a hard task and would require a long delay.

In this paper, we propose Deep-Sync,1 a tool for the

automatic alignment of subtitles and transcriptions that

solves the problems listed above. This tool readjusts the

presentation and deletion time of every subtitle in order to

achieve a perfect synchronisation with the audio-visual

content. On the one hand, Deep-Sync can be run as a

complement on the user’s TV, so it is not necessary to

delay the broadcasting at the origin, avoiding any kind of

censorship. On the other hand, Deep-Sync integrates a

novel semantic-aware alignment method that allows to

improve the synchronisation process and to achieve high

accuracy. Besides, Deep-Sync can operate in various sce-

narios, dealing with pre-recorded, live-scripted or live-

improvised, or in a mixed scenario with a combination of

them in the same broadcasting.

Deep-Sync takes advantage of an automatic speech

recognition (ASR) tool to capture every word present in the

audio channel. This tool builds a transcription with the

precise moment in which every word was pronounced.

Then, it is possible to use this transcription to align the

subtitles generated by the re-speaker, even those which

have no direct correspondence with the audio content (e.g.

when the re-speaker summarises a long sentence or several

sentences in just a few words). To achieve this, in the core

of Deep-Sync, a pre-trained multilingual representation

language model based on the deep learning architecture

BERT [34] allows to compare at the semantic level the

subtitle with the transcription, and based on that, search for

the interval of the transcription whose semantic distance to

the subtitle is below a certain threshold. When this interval

is found, a transcription-based alignment is performed,

while in those cases where there is no correspondence, a

time-based alignment is followed.

Additionally, Deep-Sync implements a two-level align-

ment process. When a transcription-based alignment is

performed, the subtitle is synchronised at a sentence level.

In order to achieve a perfect positioning of the subtitle, a

classic symbol sequence alignment algorithm is then

applied at a word level, modifying the presentation time if

necessary.

The contributions of this research are summarised

below:

– A novel tool for the alignment of the subtitles generated

by a re-speaker and the audio-visual content.

– An alignment method between subtitles and transcrip-

tions, made at a semantic level thanks to the use of a

deep learning-based language model.

– A second-level alignment allows to perform a fine-

grained readjustment at the word level. This allows to

make a precise synchronisation of the subtitle.

– An analysis of the alignment results after running Deep-

Sync over three sample videos and a comparison

against another alignment tool.

The remaining of this article is organised as follows:

Sect. 2 summarises the necessary background on TV sub-

titles services and deep language representation models.

Section 3 presents the architecture and operation of Deep-

Sync. Section 4 shows the results of running Deep-Sync on

three different videos and a comparison against the tool

Sub-Sync. Then, Sect. 5 overviews the state of the art on

automatic subtitles synchronisation methods and finally,

Sect. 6 draws a series of conclusions and a few possible

future work lines.

2 Background

2.1 Television subtitle services

The term audio-visual content broadly refers to ‘‘any dual

media presentation consisting of visual, usually moving,

images or pictures, together with auditory, and sometimes

printed, language’’ [35]. Furthermore, subtitling is a special

form of audio-visual translation, owing to characteristic

features and a number of genre-specific constraints which

come into play. These involve spatial, temporal, synchro-

nisation and technical-perceptual issues linked to subtitle

distribution and readability [11]. This research is aimed at

synchronising the subtitles with the audio-visual contents

for live-captioned TV programs by making an automatic

adjustment to the time location of both.

Because of its importance in the context of this research,

this section details the main characteristics of the different

types of TV program along with associated issues regard-

ing the use of accessibility services, such as subtitles.
1 The source code is available at: https://github.com/alexMyG/deep-

sync.

https://github.com/alexMyG/deep-sync
https://github.com/alexMyG/deep-sync


As exposed in [14], television subtitle services can be

classified according to the following categories:

• When are they generated (before or during the

broadcasting)?

• When are they introduced (in a predefined way, live

synchronised, as soon as possible)?

• How are they broadcasted (incrusted, linked, synchro-

nised or unsynchronised)?

• How are they generated (typing, stenography, re-

speaking)?

In a pre-recorded program, subtitles can be generated

during the editing period or afterwards, regardless of

whether insertion is done for all the viewers (open caption)

or only visible for those who select the service (closed

caption). In those programs, the synchronisation of subti-

tles and audio-visual content can be done carefully before

the broadcasting. In the same way, when the audio-visual

production is simultaneous with its broadcast, and the

interventions of the speakers are subject to a pre-estab-

lished script, subtitles’ quality is high as long as the

speakers comply with said script. In this scenario, the

subtitles are broadcasted in a synchronised form, through a

procedure that is carried out at the same time of the

broadcast that can be automated by means of a wide range

of techniques [1, 12, 13, 20].

There is another group of programs where it is not

possible to have a rigorous script from which to produce

the subtitles, e.g. programs in which guests participate,

such as debate or interview programs or those in which the

speakers have some freedom to express themselves within

the topic to be discussed. Thus, they are improvised

broadcasts as they are not bound to a pre-established script,

and then, subtitles are generated in real time during the

broadcast [12].

One of the most usual techniques for the generation of

subtitles in this scenario is the re-speaking. It uses speech

recognition technology to obtain a transcription of the

locution. It is not feasible under the current state of the art

of this technology, to use it directly on the audio of the

event [21]. There are several reasons for this. One is that

these recognition systems improve their performance sig-

nificantly when they have been trained for a specific per-

son; this is something that is not controllable in the

scenarios to which we refer [10]. However, the most

important reason may be that the performance of these

systems decreases exponentially according to the level of

the background noise (voice, music, other sounds) and is

exacerbated when this noise is similar to speech, such as

the other speakers’ voices on the set [23]. In addition, the

speaker needs a minimum amount of time to correct any

possible spelling mistakes, to introduce basic punctuation

elements and to simplify and summarise the original

phrase.

This process introduces a gap or delay between the

subtitles and the audio-visual broadcasting. This situation

is dysfunctional for multiple reasons. One reason is the

confusion created for the hearing-impaired by the lack of

correlation between what they are reading and the speak-

er’s lip movements. Another is the confusion produced

when subtitles that correspond to an audio of one speaker

appear when that speaker is no longer talking and/or the

image shows another speaker. Finally, for the hard of

hearing, there is the discrepancy between the subtitle and

the audio-visual information.

Regarding the presentation of subtitles on the screen,

different approaches are depending on the country. In

Spain, the subtitles are presented in a block; that is, two

complete lines of subtitles appear on the screen at the same

time and disappear together. Therefore, in order to show on

a screen a subtitle, the time taken by the speaker to com-

plete and correct the sentence and launch it on the screen is

added up. The sum of all these times means an average

delay of 10 to 20 s from the beginning of the sentence until

the subtitle appears on the screen, compromising the syn-

chronisation with the audio and therefore the user’s

understanding. However, in other countries, it is common

to present the subtitle word by word or in a rollup. This

approach considerably improves the synchronisation time

with the audio by taking less time to present subtitles on the

screen.

Finally, in television broadcasting, it is usual that a

program is composed by a mix of types (pre-recorded, live-

scripted or live-improvised) and there is an additional

problem for the subtitle generation and synchrony that

arises in the transitions between different types of program.

Moreover, in order to recover lost time and gaps, the

production control accelerates their release until the natural

rhythm of the program is reached. This situation leads to

very short subtitle persistence times, which may be too

short, even reaching persistence times of zero seconds.

2.2 Deep neural network language models

In the deep learning literature, a language model is a model

that has been trained to predict what the next word in a text

is, having read the ones before [16]. Since this is a complex

task that requires of a semantic understanding of the lan-

guage, these models are normally trained with massive

amounts of data in a self-supervised way, i.e. using labels

that are embedded in the data. BERT [8], by Google, or

GPT-2, by OpenAI [31], are examples of popular and

successful language models which are extensively used

nowadays in many tasks within the field of Natural Lan-

guage Processing. Normally, trained language models are



not used directly. Instead, researchers take an available pre-

trained language model as starting point and fine-tune it for

a task different to what it was originally trained for. This

process is known as transfer learning [16].

More specifically, in this work we will make use of the

pre-trained language model BERT, which stands for

‘‘Bidirectional Encoder Representations from Transform-

ers’’. BERT makes use of transformer [36], an attention

mechanism that learns contextual relations between words

(or subwords) in a text. It is designed to pre-train deep

bidirectional representations (or embeddings) from unla-

belled text by jointly conditioning on both left and right

contexts. Once BERT is pre-trained and knows how to

represent text, one can use it passing a sequence of words

as input. BERT will look left and right several times to that

input and produce a vector representation for each word as

the output.

Due to the popularity of BERT in the last couple of

years, there has been a substantial research effort con-

cerning the creation of different extensions and versions of

the model:

– There are two models introduced in the original BERT

paper: BERT base, with 110 million parameters, and

BERT Large, with 340 million parameters. Thus,

training and operating these large models under

constrained computational training or inference budgets

are challenging. To address these problems, some

methods like ALBERT [19] or DistilBERT [34] aim

at making the model smaller and faster, while retaining

its language understanding capabilities.

– The original BERT model was trained only with

English text. However, researchers have replicated its

architecture and train it with multiple languages,

providing pre-trained models such as M-BERT [30],

trained jointly on 104 languages, or BETO [5], trained

on a big Spanish corpus.

– While a vanilla BERT can be used for encoding

sentences, the embeddings generated with it are not

robust. In addition, some sentence-related tasks such as

semantic textual similarity require that both sentences

are fed into the model, which causes a massive

computational overhead and makes BERT unsuit-

able for this task. Sentence-BERT [32] is a modification

of BERT that produces semantically meaningful sen-

tence embeddings that can be then compared using

distances like cosine similarity.

From all this versions of BERT, Deep-Sync integrates

DistilBERT, which provides a reduced multilingual option

for running BERT and has demonstrated excellent results.

3 Deep-Sync

Deep-Sync is a tool for the alignment of subtitles generated

during the re-speaking process with the audio-visual con-

tent. The core component is a deep learning-based lan-

guage model, used to encode both the subtitle and the

transcription generated in parallel by an automatic speech

recognition (ASR) module. Unlike classic alignment

methods, the use of a language model allows to take

account of the semantic of the words and the sentence as a

whole, building an alignment that is resilient to para-

phrasing, summarisation, use of synonyms and omission of

words. Not only that, the use of these models also offers a

wide range of new possibilities. Sentences are represented

in a common complex space of language-independent

concepts and attributes, enabling to easily extend the model

to be used in a multilingual scenario, involving subtitles

written in different languages.

The general operation of Deep-Sync is shown in Fig. 1.

The content sent from the broadcaster station is received by

Deep-Sync, which is integrated in the users’ TV, so the

broadcaster does not need to make any changes. The

original unadjusted subtitles are separated from the multi-

media content, while an ASR captures every word recog-

nised in the audio channel. Meanwhile, the audio-visual

content is held 25,000 ms in order to consider the delay

introduced by the re-speaker. This allows to ensure that the

subtitles associated with the current frames have been

received and that the alignment can be performed.

While the subtitles are typically composed by a set of

words corresponding to a sentence pronounced by one of

the speakers, the ASR operates at a word level, generating

a constant flow with every word detected in the audio

channel. Deep-Sync calculates the presentation and dele-

tion time of the subtitle with the aid of the transcription, by

searching for the sequence of words that better match the

last subtitle received (see Fig. 2) and using the timestamps

associated with the first and last word in the sequence.

The alignment process starts by receiving two inputs:

• Subtitles generated during re-speaking Deep-Sync

receives the text of the subtitle together with the

presentation and deletion timestamps as defined by the

re-speaker. Generally, these timestamps will include a

variable delay due to the process of listening and typing

the content.

• Transcription generated by ASR The ASR generates, in

almost real time, a transcription based on the audio

content. This operation works at the word level,

defining the timestamp associated with each word

captured. Given the internal operation of the ASR,

words usually show changes as the recording progresses



(e.g. two words which the ASR later considers as one

unique word).

3.1 Deep-Sync description

The re-speaking process results often in large differences

between subtitles and the transcription. These differences

are caused by the use of synonyms, paraphrasing, word and

sentence reduction or even complete omission of words by

the re-speaker, but also due to errors made by the ASR. To

deal with all these facts, Deep-Sync implements the

architecture shown in Fig. 3, which includes the following

steps:

1. Subtitle generation A new subtitle is created by the re-

speaker, including the presentation and deletion times.

This inevitably introduces a delay which Deep-Sync

corrects with the help of the transcription generated

with the ASR.

2. Transcription search interval extraction A fragment of

words within the transcription is extracted, correspond-

ing to the time interval where it is expected to find the

best alignment with the subtitle. This interval is,

however, still too broad and needs to be curtailed. For

this purpose, a search matrix representing all the

potential alignments to the subtitle is created.

3. Similarity checking The subtitle is iteratively compared

against various subsequences of words from the

transcription search interval extracted in the previous

step. If an alignment is found, which means that there

is semantic similarity, Deep-Sync performs a tran-

scription-based alignment. If there is no similarity, a

time-based alignment scheme is used, considering the

average of previous delays.

4. Word-shift adjustment Due to deliberate omission of

words by the re-speaker or to errors during the

transcription generation by the ASR, the best alignment

found could provoke a word shift between the subtitle

and the transcription interval selected. The Needle-

man–Wunsch algorithm [22] is used to calculate this

word shift and to adjust accordingly the presentation

and deletion time.

5. Queued subtitles realignment Those subtitles already

positioned, but not yet sent to the audience due to the

fixed broadcasting delay, are readjusted if necessary

according to the last subtitles aligned.

The following subsections describe in detail the software

architecture, and the most important components of Deep-

Sync.

3.2 Transcription-based alignment

In order to align subtitles with the audio-visual content, it is

desirable to find a sequence in the transcription generated

by the ASR with enough similarity with the subtitle.

However, the re-speaking process often introduces signif-

icant differences compared to the actual audio content,

raising difficulties in finding the subtitle within the tran-

scription. For this reason, the core of Deep-Sync is a

semantic comparison module that compares each subtitles

against different sequences of words build from the tran-

scription. This procedure provides a useful instrument to

obtain the presentation and deletion times of the subtitle

even when the texts differ significantly, but they have

similar meanings (see Fig. 5).

The transcription generated automatically with the ASR

provides a continuous log with every word captured and its

timestamp. When a new subtitle si is generated and sub-

mitted by the re-speaker, it is expected to find a corre-

spondence within a subset of the most recent words of the

transcription. In order to identify the specific sequence of
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Fig. 1 Diagram showing the general operation of Deep-Sync
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Fig. 2 General diagram showing the alignment procedure of Deep-

Sync. On the left, the tool will receive the subtitles as they are created

during the re-speaking in real time. At the right, the ASR module will

generate a transcription, word by word, of the audio content. Deep-

Sync receives both inputs and establishes the most adequate

alignment, selecting the frame of words in the transcription which

better fits with the subtitle



words with the highest similarity to the subtitle, Deep-Sync

first extracts the interval of words between the last word

used to align a past subtitle and the last word received from

the ASR. Then, by iterating over this search interval, Deep-

Sync builds a search matrix that indexes subsequences of

words of similar length representing potential alignments.

The key idea of this matrix is to create a sliding window

with a particular sequence size and to move it throughout

the transcription.

3.2.1 Transcription search matrix

Given that the transcription generated with the ASR gen-

erates a constant flow of words recognised in real time, an

alignment is expected to be found with a subsequence of

the last words detected. The transcription search matrix is

used to define subsequences of words that are potential

alignment candidates. The design of the search matrix is

shown in Fig. 4. This matrix defines every subsequence of

words which have to be compared against the subtitle.

Each cell contains an interval ½wstart;wend� delimiting a

specific subsequence of words. Cells in the same row share

the index of the first word in the sequence, while cells in

the same column share the sequence length. The range of

possible values for the sequence length (i.e. the number of

columns in the matrix) is calculated according to the sub-

title size sizeðsiÞ (in terms of the number of words), and a

threshold h:

li ¼ ½sizeðsiÞ � h; sizeðsiÞ þ h� ð1Þ

For each alignment candidate indexed by the search matrix,

a semantic comparison against the subtitle allows to mea-

sure the level of similarity with it. For this purpose, both

the subtitle and the alignment candidate are passed through

a deep learning-based language model and transformed to

an embedding vector. Deep-Sync then calculates the cosine

distance between the two embeddings. The best alignment

found among the candidates will be the one with the lowest

value of that distance. However, a threshold must be taken

into account to consider valid alignments. When the dis-

tance between the subtitle and the closer alignment can-

didate does not fall below the threshold, the transcription

does not provide enough certainty and it cannot be used to

align the subtitle. In these cases, a time-based alignment is

performed as described in Sect. 3.3.

3.2.2 Similarity model

Deep-Sync leverages a sentence embedding library [32]

with a pre-trained multilingual model [33] based on a

reduced version of BERT [34]. This powerful combination

provides a useful representation scheme of sentences at a

semantic level. Instead of using a word embedding model,

which can only focus on equal words, our proposal takes

account of the context and meaning. Besides, this multi-

lingual model has been trained in a plethora of languages:

Arabic, Chinese, Dutch, English, French, German, Italian,

Korean, Polish, Portuguese, Russian, Spanish and Turkish.

Based on this, every sentence is represented in a common

space where embeddings with the same semantic will be
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Fig. 3 Diagram showing the architecture of the Deep-Sync tool. The

inputs are shown on the left side, including the last subtitle received

and the transcription from the ASR. Between the full transcription and

the alignment method, a search matrix is used to build potential

sentences grouping words from the transcription with different

lengths



placed close, whatever the language used. In the subtitles

domain, this will help to easily align subtitles of different

languages.

When comparing a subtitle with a sequence of words

from the transcription, their embedding vector is extracted

from the language model and the cosine distance (Eq. 2) is

used to measure the level of similarity.

cosða; bÞ¼ ab

kakkbk¼
Pn

i¼1 aibiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðaiÞ

2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 ðbiÞ
2

q ð2Þ

3.2.3 Word-shift calculation

The search matrix implemented is used to find the best

alignment possible between the last subtitle received and

the transcription. However, due to words omissions, sum-

marising or small variations, both sequences may entail a

word shift, causing the subtitle to be delayed or to be

showed ahead of time. For those cases, where this word
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shift involves a delay, the presentation time is adjusted.

This is essential in order to avoid delays in subsequent

subtitles. This problem can be seen as two desynchronised

signals where it is necessary to calculate the time shift

between them. For that purpose, first it is necessary to

transform each sequence of n words into a vector of n po-

sitions. The tokeniser integrated in DistilBERT was used to

transform each word into a unique id based on the

vocabulary of the model.

Once each sequence is transformed into a chain of

tokens, it is possible to apply a symbol sequence alignment

algorithm to find the best alignment between both. We

applied the Needleman–Wunsch algorithm to build this

alignment, which allows to calculate the shift between both

chains and to hold back or bring forward the presentation

time of the subtitle. Figure 6 shows the result of applying

the alignment algorithm over the two chains of symbols.

The preliminary presentation time tstart is then adjusted

bringing forward the presentation time according to the

number of words of displacement and assuming that the

average time needed by Spanish speakers to pronounce a

word is 375 ms.2 This value is calculated considering that a

Spanish speaker pronounces a maximum of 160 words per

minute in a speech [24].

t
0

start ¼ tstart � wordshift � 375 ms ð3Þ

3.3 Time-based alignment

The re-speaking of a broadcasting introduces varied dif-

ferences between the subtitles and the audio content.

Besides, the ASR used to automatically transcribe the

audio into words often introduces errors due to several

reasons: background noise, multiple individuals speaking

simultaneously or difficulties in understanding the speaker.

Although the transcription-based alignment (See Sect. 3.2)

provides a useful mechanism to locate the subtitle within

the transcription, it will not be possible to align those texts

when there are drastic differences with between them. In

these cases, a time-based alignment is performed, which

considers the average delay between the generation time of

the subtitle and its associated frame in the transcription.

The algorithm employed in this scenario has been repli-

cated from the Sub-Sync tool [14], which the authors called

Inertia algorithm. The inertia Ii of a particular subtitle

represents the time that it must be brought forward, thus

balancing the delay di incurred in the re-speaking process.

The inertia algorithm adapted to incorporate the simi-

larity model used by Deep-Sync is defined as follows:

cosðsi; triÞ\thsim
Ri ¼ si � tstarti

Ii ¼ 1=2ðRi þ Ii�1Þ

�

ð4Þ

cosðsi; triÞ� thsim
Ii ¼ Ii�1

tstarti ¼ si � Ii

�

ð5Þ

As one can see in the previous equations, the inertia value

is calculated when there is alignment by transcription.

When there is no alignment, an average of the last delay

and previous inertia values is used to position the subtitle.

3.4 Queued subtitles realignment

Although the two previous procedures (transcription and

time-based alignments) cover the placement of all subtitles,

these methods can incur delays that affect subsequent

subtitles. For instance, a bad position calculated by the

inertia algorithm could lead to allocate the subtitle with a

delay, causing a ripple effect in the next subtitles. For that

reason, Deep-Sync includes a queued subtitles realignment

process, which only affects to those subtitles that have not

been presented yet.

1: treq - Time required to perform realignment
2: ts - Start timestamp of a subtitle
3: te - End timestamp of a subtitle
4: tmoved - Last subtitle backward movement
5: procedure subs realignment(align list, treq)
6: subs ← get last temp(alignment list, br delay)
7: tmoved ← 0
8: ts, te ← prev sub(subs)
9: for sub in subs do
10: tmoved, ts, te ← realign(sub, treq, tmoved, ts, te)
11: return align list

More deeply, when the presentation time of a new

subtitle is calculated with the transcription-based alignment

but it cannot be placed in a given position since it overlaps

with a previous subtitle, all previous captions not displayed

yet on screen readjusted and moved back in order to build

the best global alignment possible. Algorithm 3.4 shows

this process. First, the necessary time to position the cur-

rent subtitle is calculated correctly. Then, each previous

A B C D E F G H I

J K A B C D E F G H I

Subtitle

Transcription

- - A B C D E F G H I

J K A B C D E F G H I

Subtitle’

Transcription’

Word-shift

Fig. 6 The Needleman–Wunsch algorithm is used in order to

calculate the number of words than the subtitle and the sequence of

words extracted from the transcription are shifted

2 In case Deep-Sync is applied to a different language, this value

should be tuned properly.



queued subtitle is moved according to the existing margin

between each pair of subtitles and avoiding overlapping

and without altering the duration.

3.5 Hardware requirements

When deploying Deep-Sync in a real environment, there is

a time interval in which the alignment must be calculated.

Thus, it is required to be able to transform each sentence

from the transcription and the subtitle to their corre-

sponding embedding vectors. In this case, since we are

using a transformer model which entails a considerable

amount of parallel computing, a GPU with sufficient

memory is needed. In addition, it is also necessary to cal-

culate an important number of distances between each

sequence extracted from the transcription and the subtitle.

In order to run Deep-Sync properly, we recommend a GPU

Titan V 16 GB, similar, or better, at least 16 GB of RAM

memory and an Intel Core i5, similar, or better. Since

performance will be highly affected by a lack computa-

tional, the delay of the broadcasting will have to be

adjusted accordingly.

4 Experiments

Deep-Sync has been evaluated using three different sample

videos of 30 min each, recorded from different Spanish TV

broadcasts. In order to cover most of the possible scenarios

thoroughly, the three sample videos contain not only sub-

titles generated by a re-speaker but also subtitles prepared

in advance. With the goal of validating the alignments

provided by Deep-Sync, an expert in subtitling visualised

every video and repositioned manually the initial and end

mark for every subtitle. The difference between these

marks and the ones generated by Deep-Sync allows not

only to measure the performance of this tool, but also to put

it on perspective and make a comparison against Sub-Sync,

a subtitle alignment tool based on classic symbol alignment

techniques [14]. The three video samples used to run Deep-

Sync and Sub-Sync have the following characteristics:

• Sample video 1 In this sample, almost all subtitles are

generated in advance to the broadcast, but are synchro-

nised while the program is on the air.

• Sample video 2 A sample video with all subtitles

generated in real time. The re-speaker generates the

subtitles during the live streaming of the broadcast.

• Sample video 3 A mixed program where half of the

subtitle are prepared in advanced and the other half are

generated in real time. The type of subtitle switches

from one type to the other several times, causing

different speeds and high delays changes. This make the

alignment process of this video particularly difficult.

The main characteristics’ of those videos, including TV

channel, program, duration, number of subtitles, etc., are

available in the original paper describing Sub-Sync [14].

Every sample video was analysed by the Google Cloud

Speech-to-text services (as an ASR),3 which provides a

transcription word by word of the audio. Then, Deep-Sync

receives both the subtitles with their original presentation

and deletion time and the continuous transcription log

generated by the ASR. Different statistics of the results

achieved are shown in Table 1. The average start delay in

comparison with the reference marks is video samples 2

and 3 below 110ms, a value which can be considered

insignificant and will not be noticed by the audience. In

sample video 1, this value shows a slight increase, but it is

still a low value. As expected, the transcription-based

alignment method is the best mechanism to achieve a

perfect alignment.

The performance of the alignment process can be

appreciated in Figs. 7, 8 and 9. Only the first 200 subtitles

of each sample video are displayed to provide a better

view. Each bar is related to one subtitle and indicates the

difference between the presentation time as generated by

Deep-Sync and the presentation time as defined manually

by the expert. Most of the subtitles are displayed with a

difference lower than 1000ms with the reference times-

tamps. These deviations are highly imperceptible and

involve small differences caused during the generation of

the manual references or due to the ASR processing time. It

is worth focusing on a specific subset of subtitles in sample

video 2, from number 152 to 162. In this time interval,

since the re-speaker summarises and reduces several sen-

tences into a lower number, there is no clear position where

placing the subtitle. Thus, we can appreciate differences

since the expert decided to place the subtitle in a different

position in comparison with Deep-Sync.

Figures 10, 11 and 12 show a comparative of the dis-

tribution of the delay with respect to the reference times-

tamps, between the original presentation times and the new

timestamps generated by Deep-Sync. In addition, the plots

also show the delay depending on the alignment method

followed for every subtitle, the transcription-based or the

time-based method. Deep-Sync successfully adjusts most

of the subtitles in order to make an almost zero delay in

most of the subtitles. As it can be seen, the transcription-

based alignment method, core of the Deep-Sync tool, is the

prime factor behind these results. Nevertheless, those

subtitles aligned by the time-based method are also posi-

tioned with a huge delay reduction. Table 2 shows a few

3 https://cloud.google.com/speech-to-text.

https://cloud.google.com/speech-to-text


Deep-Sync and Sub-Sync. In a few subtitles, this behaviour

is due to the repetition of the same sentence, for instance,

when the TV presenter introduces a reporter.

A detailed analysis on the number of subtitles better

aligned with each method also allows to make a further

evaluation. Table 3 shows the number of subtitles for each

sample video where Deep-Sync and Sub-Sync achieve a

better alignment and the number of subtitles where both

methods rise the same delay with respect to the reference

timestamps. In the three sample videos, Deep-Sync

achieves a better alignment for most of the subtitles in

Table 1 Summary of the results achieved by Deep-Sync in the three sample videos

All subtitles Subtitles aligned with transcription-based

method

Subtitles aligned with time-based method

Avg.

start

delay

(ms)

Avg.

end

delay

(ms)

%

Aligned

at start

time

%

Aligned

at end

time

Avg.

start

delay

(ms)

Avg.

end

delay

(ms)

%

Aligned

at start

time

%

Aligned

at end

time

Avg. start

delay

(ms)

Avg.

end

delay

(ms)

%

Aligned

at start

time

%

Aligned

at end

time

Video

1

-538.37 - 37.43 70.06 69.76 -219.02 277.24 94.21 88.95 -1114.22 -770.12 32.67 39.60

Video

2

108.28 784.27 58.08 50.00 - 55.48 654.74 87.34 70.25 432.87 931.62 29.20 27.01

Video

3

-67.28 328.06 83.27 80.00 - 56.52 430.05 94.16 87.80 21.97 45.29 45.56 31.11

The percentage of subtitles correctly aligned is calculated according to a strict threshold of 1000 ms

Fig. 7 Difference between presentation time and reference marks for the first 200 subtitle in sample video 1. Values lower 0 mean a delay in the

presentation

Fig. 8 Difference between presentation time and reference marks for the first 200 subtitle in sample video 2. Values lower 0 mean a delay in the

presentation

examples of alignment according to the transcription-based 
method in sample video 2.

For a better assessment, the delays observed on the 
alignment generated by Deep-Sync were compared against 
the tool Sub-Sync. Figures 13, 14 and 15 show improve-

ments in the three sample videos, with higher peaks for 
zero delay. At the same time, one can appreciate that Sub-

Sync tends to cause delays in the presentation time (neg-

ative values), a fact which is evident in the plot of the 
sample video 3 (Fig. 15). In case of sample video 2, an 
important number of subtitles is presented too early by both



comparison to Sub-Sync. On average, Deep-Sync aligns

9% of the subtitles with lower delay if compared to Sub-

Sync.

Finally, we have also measured the time required by

Deep-Sync in order to align each subtitle. Since each

alignment considers an important number of sequences in

the transcription which must be compared against the

subtitle, each sequence has to be transformed into its

embedding vector. Then, the cosine distance is calculated

with the goal of quantifying the distance with the vector

representing the subtitle. On average, the embedding of the

sequence from the transcription and the calculation of the

cosine distance takes around 10ms. Then, for each subtitle

it is required more than 80 comparisons to detect the best

alignment possible. Thus, it is expected to employ on

average one second to perform the alignment, while in

some cases, this value can increase significantly when a

higher number of comparisons is needed.

5 Related work

Breakthroughs in the automation of live subtitling have

involved different researches over the years. This

automation is one of the most relevant tasks for improving

the process of generating live subtitles. Another parameter

that causes significant issues with live subtitles is the

synchronisation of them with the audio-visual content.

Nowadays, the synchronisation process is currently often

done manually and with excessive use of resources. Fur-

thermore, the automatic detection of possible desynchro-

nisation is essential for consumers and broadcasters.

In this context, and over the years, different proposals

and algorithms have been compared to find out interesting

improvements and insights. Dhumal et al. analysed the

capacity of different algorithms to generate subtitles in a

bilingual model [9]. Olofsson investigated synchronisation

tasks through machine learning approaches [28]. Moreover,

Fig. 9 Difference between presentation time and reference marks for the first 200 subtitle in sample video 3. Values lower 0 mean a delay in the

presentation

Fig. 10 Delay comparative in sample video 1 between reference

timestamps and the original subtitles, the timestamps calculated by

running Deep-Sync and the delay generated by each alignment

procedure, the transcription-based and the time-based methods

Fig. 11 Delay comparative in sample video 2 between reference

timestamps and the original subtitles, the timestamps calculated by

running Deep-Sync and the delay generated by each alignment

procedure, the transcription-based and the time-based methods



Fig. 12 Delay comparative in sample video 3 between reference

timestamps and the original subtitles, the timestamps calculated by

running Deep-Sync and the delay generated by each alignment

procedure, the transcription-based and the time-based methods

Table 2 Examples of the alignment achieved by Deep-Sync using the transcription-based method in sample video 2

Subtitle Transcription text

Para ir contextualizando este partido que va a empezar Contextualizando un poquito lo que es este partido que va a empezar

El Pozo creo que está muy cansado de recoger esa bandeja. Verdad que muy cansado de recoger la bandeja y le falta ese

No sé si nos da tiempo a escuchar, Roberto, a que escuchemos Escuchamos no sé si nos da tiempo Roberto a que escuchemos

Ahora no son más de 45. Creo que hemos perdido espectacularidad 45 no más creo que hemos perdido espectacularidad creo que

Es la primera Copa que juego con este nuevo proyecto y equipo. No primera la primera copa que con este nuevo proyecto y nuevo equipo y

The left column shows the subtitle generated by the re-speaker while the right column shows the range of words selected from the transcription

that matches the subtitle. Although the reader could not be familiar with the Spanish language, it can be easily appreciate how words are omitted

or how they are located in different places in the subtitle and in the transcription fragment

Fig. 13 Delay comparative in sample video 1 between reference

timestamps in the alignment generated by Deep-Sync and Sub-Sync

Fig. 14 Delay comparative in sample video 2 between reference

timestamps in the alignment generated by Deep-Sync and Sub-Sync

Fig. 15 Delay comparative in sample video 3 between reference

timestamps in the alignment generated by Deep-Sync and Sub-Sync



currently, different researches are focusing on the inclusion

of deep learning in ASR components, considering the

necessity of a large amount of data for training [29]. This

training process has been improved to minimise error rates

[3] and to increase the processing systems performance by

including more inputs in those components [18].

Synchronisation between audio and text is another point

in live captioning that has been studied and improved

during past years. For example, in [20], an algorithm to

synchronise live speech with its corresponding transcrip-

tion in real time at the syllabic unit is proposed. The goal of

this research is to apply the algorithm for generating audio

books in unstructured language like Thai from live speech.

Moreover, the desynchronisation, also called latency, is

much higher in those ASR of small queries, such as Google

Assistant or Apple Siri, and it is not usable in longer

speeches [26].

While synchronisation is a complicated goal to achieve

due to the state of technology, other improvement pro-

posals tend to dynamic adjustments in the display of sub-

titles, looking for a re-programming where these subtitles

are already synchronised [2]. When re-programming is the

starting point, the user experience is improved from the

point of view of personalisation and synchronisation,

which is usually done dynamically [25], although this

synchronisation is not strict, as indicated by the quality

parameters [15] [4].

In a real environment with live subtitling, such as tele-

vision, the changes in consumption and technology have

improved the scenario in a short time. The arrival of

broadband hybrid television (HbbTV) generated an

expectation of improvement in this synchronisation and

reprogramming of subtitle flows. In [17], a three-module

algorithm is proposed in HbbTV context for automatic

synchronisation of subtitle and video content. Moreover,

media synchronisation (e.g. broadcast video with subtitles

or alternative audio received via the Internet) is receiving

renewed attention with ecosystems of connected devices

enabling novel media consumption paradigms [7].

The possibility of using Natural Language Processing

(NLP) for parameter customisation has been also analysed.

In [6], an interactive system aimed at automatically gen-

erating video summaries and performing subtitles syn-

chronisation for persons with hearing loss is presented. The

module that generates the video summaries uses techniques

such as latent semantic analysis (LSA) and latent Dirich-

let allocation (LDA), whereas the synchronisation module

is based on forced alignment between audio streams and

text.

Finally, it is worth to mention that deep learning-based

language models such as BERT, which are the base in

which Deep-Sync is built on, have been recently applied in

a wide variety of NLP tasks, such as sentiment analysis and

question answering, surpassing the performance of previ-

ous approaches in the field [8]. In addition, it is remarkable

that, starting from October 2019,4 Google Search started to

roll out BERT to better understand the searches of users,

and nowadays, BERT is used on almost every English

query made on this popular service.

6 Conclusion

Deep-Sync has been designed aiming to provide a practical

instrument to reach a better experience for those who make

use of subtitles while watching TV. In contrast to other

approaches in the state of the art, our proposal is built on an

deep learning-based language representation model. This

allows to consider the semantic of the subtitle when

looking for a match in the transcription generated by the

ASR, aligning correctly most of the captions. Besides,

Deep-Sync integrates a word-level readjustment method,

based on the Needleman–Wunsch algorithm, which cal-

culates the word shift between the subtitle and the align-

ment candidate found in the transcription. The results

achieved after running Deep-Sync with three different

sample videos demonstrate that this tool can be success-

fully deployed in mixed (usually complicated) scenarios, to

align subtitles generated in real time by a re-speaker but

Table 3 Comparison of the

number of subtitles better

aligned with Deep-Sync when it

is compared against Sub-Sync

Better aligned by Deep-Sync Better aligned by Sub-Sync Equal alignment

No. % No. % No. %

Video 1 129 38.62 120 35.93 85 25.45

Video 2 148 44.33 122 36.53 64 19.16

Video 3 202 38.85 118 22.69 200 38.46

In the three sample videos, Deep-Sync achieves a better alignment for a noticeably higher number of

subtitles in comparison with Sub-Sync. In about 25% of the subtitles, the alignment of both methods

achieves the same level of accuracy

4 https://blog.google/products/search/search-language-understand

ing-bert/.

https://blog.google/products/search/search-language-understanding-bert/
https://blog.google/products/search/search-language-understanding-bert/


also when they are generated in advance. Future work lines

involve improving the alignment of the subtitles for which

there is no correspondence in the transcription and testing

other automatic speech recognition tools.
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