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Abstract: This paper explores how changes in energy intensity and the switch to renewables can 

boost economic growth. To do so, we implement a dynamic panel data approach on a sample 

of 134 countries over the period 1960 to 2010. We incorporate a set of control variables, related 

to human and physical capital, socio-economic conditions, policies and institutions, which have 

been widely used in the literature on economic growth. Given the current state of technology, 

improving energy intensity is growth enhancing at the worldwide level. Moreover, conditional 

to energy intensity, moving from fossil fuels to frontier renewables (wind, solar, wave or 

geothermic) is also positively correlated with growth. Our results are robust to the specification 

of the dynamic panel with respect to alternative approaches (pooled OLS, within group or 

system GMM), and to alternative specifications (accounting for heterogeneity across countries, 

a set of institutional factors, and other technical aspects). 
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1.- Introduction 

Sustainability requires economic growth to be compatible with the social and 

environmental targets that are key for long term development (World Bank, 2012; 

United Nations, 2015). Reducing energy intensity and switching to renewables have 

been proved to be viable options to reducing CO2 emissions for particular levels of 

development (Ang, 2007, 2008; Marrero, 2010; Apergis, et al., 2010).3 In this paper, we 

explore the links between economic growth and these two key energy dimensions at 

the worldwide level (see Ucan et al., 2014, and the references therein, for a recent 

survey about the links between energy and economic growth). We aim to quantify the 

extent to which a reduction in energy intensity paired with a movement to renewables 

can be reconciled with higher GDP per capita growth at the worldwide level. Therefore, 

could energy intensity reductions and the switch to renewables help curb down CO2 

emissions and foster economic growth simultaneously? 

A large body of research has analyzed the compatibility between economic growth and 

social targets, finding that the links between growth and social pillars are self-reinforcing 

in most cases. For instance, achievements such as reducing poverty (Ravallion, 2012), 

higher equality of opportunities (Marrero and Rodríguez, 2013), lower social conflict 

(Alesina et al., 1996), or higher political stability (Menegaki and Ozturk, 2013), are all 

factors that enhance growth. However, results are not that robust when the causal 

nexus between growth and the environment is taken into account. On the one hand, 

steady-state growth seems compatible with substantial reductions in local pollutants 

emissions (i.e., those pollutants related to local air quality and consequences on human 

health, such as CO, NOx, or sulfurs). On the other hand, for global pollutants such as 

CO2, the evidence that emissions first go up and later go down in a growing economy, 

                                                             
3 More recently, Díaz et al. (2018) analyze this relationship worldwide, Wang (2013) does for China and 
the US, and Alvarez-Herranz et al. (2017) analyze OECD countries, emphasizing the role of energy 
innovation. Apergis et al. (2010) conclude that nuclear energy plays an important role in curbing CO2 
emissions in the short run. 
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is not robust according to the literature related to the Environmental Kuznets Curve 

(EKC).4 

A substantial body of existing literature has studied the link between the economy and 

CO2 emissions through the energy channel. For instance, Śmiech and Papież (2014) 

report evidence of different patterns of causality, depending on countries’ degrees of 

compliance with the EU energy policy targets. These authors conclude that the higher 

the reduction in energy intensity and the higher the share of renewable energy 

consumption over total energy consumption, the greater the reduction of global 

emissions. In parallel, to understand the link between energy and the economy, several 

authors have emphasized the importance of the complementarity between capital and 

energy in the production technology. For instance, Atkeson and Kehoe (1999), and Díaz 

and Puch (2004) made early attempts at understanding the mechanisms behind the 

short-term substitution between capital and energy and their consequences on 

production. Their results give theoretical support to the finding that big differences in 

energy prices across countries do not imply a substantial gap in macroeconomic 

performance though. The reason is that the production technology embodies channels 

that adjust energy price shocks in the medium run, fundamentally through investment 

in new, more energy efficient capital equipment. Yet, the capital replacement 

mechanism in Schumpeterian growth models helps to reconcile long-run growth with 

large movements in energy prices as in Ferraro and Peretto (2017). More recently, Díaz 

and Puch (2018) and Rausch and Schwerin (2017) have incorporated technological 

progress into various aggregate models with imperfect substitution between energy and 

capital. We take several pieces of these frameworks as a background for our empirical 

approach presented in Section 2, and to interpret our findings in Sections 5 and 6. We 

restrict our analysis to the energy factors-economic growth link. 

                                                             
4 For local pollutants with visible damage on health, the applicability of the policies at the local level has 
led policy makers to implement abatement policies very quickly (Alvarez et al., 2005; Brock and Taylor, 
2010). On the other hand, the relationship between global emissions and economic growth has been 
extensively analyzed and the conclusions, in most cases, have found that the evidence of an EKC is weak 
(see Marrero, 2010, Kijima et al., 2010, and Bölük and Mert 2014, and the references therein), especially 
when we look at the worldwide level. 
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While the positive effect on global emissions of reducing energy intensity and moving to 

renewables is a well-established result in the literature, the impact of both of these 

energy variables on economic growth deserves further exploration. For instance, while 

Inglesi-Lotz (2016), Bhattacharya et al. (2016, 2017) or Narayan and Doytch (2017), find 

a positive impact of renewables on growth, they do not account for energy intensity in 

their analysis. This omission could bias their results on the link between renewables and 

growth, because of the existing correlation between energy intensity and the energy 

mix (i.e., due to common environmental legislation or common technological progress).5 

At the same time, as each of these variables has its own inertia, it takes time for energy 

intensity and the mix to move alike, and consequently, simultaneity provides 

information on the quantitative importance of each channel as we show.  Also, many of 

these studies produce results that differ significantly depending on the period, the set 

of countries, the variables included, or the method of analysis. These variations could 

be due to the state of the production technology in each setting. As technological 

progress makes renewable sources cheaper, the operating costs of these energy sources 

will actually decline, implying that their use become more appealing to boost growth. 

Consequently, as stated above, our main goal is to analyze, on a global scale, the 

robustness of how changes in energy intensity, together with the changes in the share 

of renewables might affect growth. Our final purpose is to assess whether these energy 

factors are key drivers of growth, and therefore, suggesting that the link between 

growth and environmentally friendly energy might be self-reinforcing. 

To achieve this goal, we construct a data set that combines economic, energy and other 

macroeconomic information for a total of 134 countries from 1960 through 2010. Then, 

we specify and estimate a reduced form growth model, in the spirit of Barro (2000) and 

                                                             
5 Another controversy in this literature is found in the direction of causality. For instance, Apergis and 
Payne (2010a, 2010b) report evidence for bidirectional Granger-causality between renewable energy 
consumption and economic growth in both the short-and long term in OECD countries over the period 
1985–2005, and in Eurasian countries over the period 1992–2007, respectively. However, Ucan et al. 
(2014) provide empirical evidence in favor of the unidirectional causality of renewable energy 
consumption on GDP for 15 EU countries over the period 1990-2011. In this paper, we are interested in 
the causality of energy aspects on economic growth. 
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Forbes (2000), but augmented with energy variables (Marrero, 2010). The energy 

variables are energy intensity, the primary energy mix (which distinguishes between 

fossil fuels, renewables sources and nuclear plants), and the final energy mix (which 

includes industry, transport, services, agriculture and the residential sector). In addition 

to the energy variables, we also include alternative macroeconomic variables widely 

used in the growth literature (the price of investment, educational attainment, fertility 

rates, government size, trade openness, inflation, etc.). We do so to explore the 

sensitivity of our growth-energy results to the specific choice of control variables. 

We set-up a dynamic panel data (DPD) model over this dataset and estimate it using 

three alternative methods: i) pooled panel regression estimated by ordinary least 

squares; ii) fixed effect (within-group) approach; and iii) using system GMM approach 

(Blundell and Bond, 1998; Roodman, 2009) to try to overcome potential endogeneity 

issues, given the double-sense causality usually found between energy and GDP growth 

(Atems and Hotaling, 2018). In general, we find that our main results are robust to the 

econometric method and to the model specification considered. 

The main findings of the paper are the following. First, improvements in energy intensity 

evolve alongside GDP per capita growth, regardless of the control variables included in 

the regressions and the econometric approach used. Conditional to the level of GDP and 

the energy mix, a one percent decrease in energy intensity is associated with a higher 

GDP per capita annual growth of between 0.5 and 1.0 percent, depending on the model 

specification. 

Secondly, with respect to the primary energy consumption, the share of renewable 

energy sources negatively correlates with the growth rate. Given the level of GDP and 

energy intensity, an annual increase of 1 p.p. in the share of renewables (with respect 

to the share of fossil fuels) is associated, on average, with a lower per capita GDP growth 

of about -0.4 and -1.2 p.p., depending on the model. However, when we distinguish 

between “conventional” renewables (hydro and biomass) and “frontier” renewables 

(wind, solar, wave and geothermic), we find that moving from fossil fuels to 

conventional renewables is related to lower growth, but rather, if the switch goes 
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towards “frontier” renewables, our results show a positive association with growth, with 

an elasticity ranging between 0.4 and 0.6. 

Thirdly, with respect to the composition of the final energy mix, we find that only the 

share of the residential sector is negative correlated with growth, once variables such as 

energy intensity, the degree of development of the countries, and their primary energy 

mix, are controlled for in the regression analysis. Our estimates hover around -0.6 and -

1.2, that is, those countries showing an annual increase of 1 p.p. of the share of the 

residential sector (relative to the primary sector) show, on average, a lower per capita 

GDP growth of about -0.6 and -1.2 p.p. This finding implies that neither the growing 

importance of energy consumption in services, mainly observed in developed countries, 

nor the increasing energy consumption in industry in countries such as China or India, 

are related to higher economic growth. 

Our research is completed with a robustness study. We first explore whether the 

correlation between growth and the share of renewable energy sources is robust to 

alternative econometric methods and to the use of lagged energy intensity as an 

explanatory variable. We next explore the existence of possible heterogenous patterns 

in the correlation between growth and the energy variables. We find heterogenous 

patterns in the relation between growth and energy intensity concerning the period and 

the level of income. The sensitivity of economic growth with respect to energy intensity 

is higher after 1985 and for lower income per capita levels. We provide further evidence 

about the robustness of our estimates by including a rich set of alternative institutional 

factors. 

The rest of the paper is organized as follows. Section 2 discusses a general theoretical 

background. Section 3 describes the data set on growth and energy variables. Section 4 

sets forth the reduced form equation that we finally work with, derived from the 

theoretical background in Section 2. Section 5 discusses the econometric approach 

implemented and shows the estimation results of the growth-energy model. Section 6 

offers additional proofs of the robustness of our results. Finally, the last section 

concludes and introduces some possible energy policy prescriptions. 



θ=
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with 𝜌 < 1, and the elasticity of substitution between energy sources is 1/(1 − 𝜌)	, and 

/𝜆12
134
5

 denotes productivity parameters associated to each energy source. We further 

restrict to the case in which the three energy sources are relatively close substitutes, 

which requires 0 ≤ 𝜌 ≤ 1. 

In addition, we specify the technological state 𝐵$ over the two key components stressed 

at the beginning of the section. First, a representation of learning-by-doing spillovers 

through the lagged level of aggregate income, 𝑌$E4. Secondly, a representation of the 

state of the energy technology in terms of energy efficiency through the inverse of 

energy intensity, 𝐸𝐼$. Therefore, we consider the following parameterization: 

𝐵$ = exp	{𝑏M} · 𝑌$E4
P · 𝐸𝐼$

EQ · 𝐵R$,  

with 𝛿 > 0, 𝜋 > 0, and 𝑏M > 0 capturing the initial technological state, whereas 𝐵R$ 
incorporates all other inputs (different from energy) used in production.  

Let 𝐸$ denote aggregate primary energy demanded, that is 𝐸$ = ∑ 𝑒1,$
5
134 , and let 𝐸𝐼$ be 

the aforementioned energy intensity defined as primary energy usage relative to output, 

that is 𝐸𝐼$ = 𝐸$/𝑌$. Furthermore, the primary energy shares are denoted by: 

𝑠1,$ = XY,Z

[Z
, 𝑤ℎ𝑒𝑟𝑒	 ∑ 𝑠1,$

5
134 = 1, for all 𝑡.       (3) 

Thus, we can rewrite the production function in terms of these energy shares and the 

state of the technology, which depends on the lagged level of income and the energy 

intensity, that is: 

𝑌$ = exp	{𝑏M/(1 − 𝜃)} · 𝑌$E4

`
abc · 𝐸𝐼$

cbd
abc · 𝐵R$

a
abc 	 · 7𝜆4𝑠4,$

: + 𝜆<𝑠<,$
: + 𝜆5𝑠5,$

: =
c

(abc)e.  (4) 

There are three key elements in our representation of the technology. First, in order to 

induce stationarity, the power 𝛿/(1 − 𝜃) in the lagged term, 𝑌$E4, must be constrained 

below one. Second, the elasticity of output with respect to energy intensity 𝐸𝐼$ can be 

either positive or negative, (𝜃 − 𝜋)/(1 − 𝜃). Finally, given that ∑ 𝑠1,$
5
134 = 1, we can 

write (4) in terms of just the energy shares 𝑠4 and 𝑠< (i.e., taking 𝑠5, the share of fossil 

fuels, as the reference energy source).  



=
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(i.e. wind, solar, wave or geothermic) versus conventional (hydro or biomass) 

renewables as we will do in the empirical implementation of the model in Section 5. The 

adoption of renewables in the technological frontier may imply that energy use 𝐸$ is 

growing less than output, and thus, energy intensity will be decreasing while output is 

growing. This circumstance corresponds in the theoretical model to a negative 

coefficient for energy intensity, i.e. (𝜃 − 𝜋)/(1 − 𝜃) < 0. On the contrary, it might be 

the case that, a move towards not sufficiently efficient conventional renewables, turns 

out to be the result of an economy experiencing difficulties in its access to the 

international fossil fuels markets. We explore all these issues in Sections 5 and 6 below. 

In particular, Rajbhandari and Zhang (2018) have recently provided evidence of long-run 

Granger causality from economic growth to lower energy intensity for a set of 56 

economies analyzed from 1978 to 2012. They find, for middle-income economies, 

empirical support for long-run bidirectional causality between lower energy intensity 

and higher economic growth. These findings suggest that a positive effect of energy 

intensity and growth may occur solely at early stages of development. For instance, 

Voigt et al. (2014) find that reductions in energy intensity in most countries can be 

largely associated to technological change, whereas structural change plays a less 

important role. These authors only point to a less clear result for the cases of Japan, the 

United States, Australia, Taiwan, Mexico and Brazil. 

 

3.- Data description on economic growth and energy 

To explore the link between energy and activity variables, we focus on the relationship 

between real GDP growth and energy intensity through the lenses of our theoretical 

framework. In doing so, we condition on both the primary and the final energy mix, and 

on a set of macroeconomic variables that have proven necessary for GDP growth. To 

organize the evidence, we comprehensively match energy and macroeconomic variables 

worldwide. Our database consists of an unbalanced panel of 134 countries spanning 

over the years 1960-2010.  
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Notwithstanding, in what follows, we will only refer to a final unbalanced panel of non-

overlapping five-year periods of data, as it is standard in the recent empirical growth 

literature. Thus, we use a five-year frequency in our estimations, so the final panel 

contains 915 country-year observations for the aforementioned 134 countries over 

1960-2010. As a consequence, lagged variables in the empirical model are denoted in 

five-year lag terms, while growth rates and other variables are annualized and measured 

over five-year periods. Our final sample extensively spans a broad time period, as well 

as it covers a highly heterogeneous sample of countries worldwide.7  

This data set merges primary energy variables retrieved from the International Energy 

Agency (2016), with series of population and real GDP (PPP adjusted in US$ 2005 prices) 

from the Penn World Tables (PWT 8.1). Additional controls considered in the 

econometric model described in Section 4 (such as educational attainment, investment 

prices, inflation, trade openness, government size, fertility rates or the quality of 

institutions) come from the PWT, the World Development Indicators of the World Bank, 

the Barro and Lee’s (2013) educational attainment database, and the political risk 

module of the International Country Risk Database (ICRD) and the Polity 4 project (see 

Sections 4 and 6 for further details about the set of controls used).  

Next, we briefly describe the information about energy and development we use. Our 

energy measure refers to primary energy consumption and it is defined in tons of oil 

equivalent (TOE)s. With respect to the energy inputs, renewable energy includes energy 

generated through hydro and biomass (we call these “conventional renewables”), plus 

wind, solar, geothermic and waves plants (“frontier renewables”). We also distinguish 

among final sectors of energy consumption: agriculture, industry, transport, residential, 

commerce and other services.  

Table 1 reports the main descriptive statistics (mean and standard deviation) for our 

benchmark sample of 915 observations and restricted to the income and energy 

                                                             
7 Following the World Bank classification, our 915 observations can be classified according to their 
geographical location: 20 observations are from North America, 323 from Europe and Central Asia, 149 
from Latin American and the Caribbean, 123 from the Middle East and North Africa, 143 from Sub-Saharan 
Africa, 42 from South Asia and 115 from East Asia and the Pacific. 
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variables. We highlight the following aspects. Firstly, the average GDP per capita is 

$14,889 per year. The dispersion around the mean is huge (a standard deviation of 

$17,807 per year). In our sample, countries such as Mozambique, in 1995 or D.R. of the 

Congo in 2005 reached a GDP per capita of $422.30 and $502.26, respectively, while 

countries such as Norway and Singapore, reached $58,127 and $69,141, respectively, in 

2010. 

The range of the growth rates is also very wide, with a mean of 2.27% and a standard 

deviation of 5.44%. We have observations with highly negative growth rates (for 

example, -15% for Zimbabwe in 2005) and highly positive growth rates (for example, 

+21% for Yemen in 2005). In any case, on average, per capita GDP has grown worldwide 

except for the low-income countries group. It is worth noting that average growth rates 

in our sample are actually increasing with the level of income, so we can anticipate 

limited income convergence worldwide over the recent decades, at least 

unconditionally.  

Regarding energy intensity, the mean of the sample is 202.1 TOE per 1M of US$, with a 

dispersion of 143.1. We observe strongly inefficient countries in terms of their use of 

energy, such as Luxembourg in 1975 or Turkmenistan in 2005, with energy intensities as 

high as 400 TOE, together with highly energy efficient countries, such as Switzerland in 

1995 or Dominican Republic in 2010 with energy intensities clearly below 100 TOE. 

With respect to the primary energy share, at the aggregate level, fossil fuel sources 

account for 70% of the production of energy, and renewable sources account for 27%. 

Moreover, the share of fossil fuel sources increases with the level of income, at the 

expense of lowering the share of (conventional) renewable sources. Clearly, the sharp 

differences in the level of GDP per capita across countries reflect different stages in 

development. On the other hand, the share of nuclear plants also increases with income, 

although this share barely represents a 1% in non-OECD high-income countries. With 

respect to the final consumption of energy, the residential sector is by far the most 

important one (32.5%), together with industry (26%), and transport services (23%). 

Actually, the residential sector accounts for the bulk in final energy consumption in low-

income countries. The role of this residential share decreases with the income level. By 
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contrast, the pattern is (more or less) one of increasing shares for industry, transport 

and services.  

To illustrate the dispersion in the entire pool of data, Figure 1 confronts the main 

economic and energy variables. The top panel depicts the scatter between GDP per 

capita and energy intensity for the levels (in logs, left picture) and the growth rates 

(right). The scatter between GDP per capita and energy intensity shows the enormous 

diversity of both variables in the sample. Indeed, we observe a wide range of country-

year observations with small energy intensity and an enormous variation in their degree 

of development (almost 400% difference in the most extreme cases). Thus, although the 

correlation for the levels of these variables is negative, the observed dispersion is very 

large. However, when looking at their annual growth rates, the relationship between 

GDP and energy intensity turns out to be clearly negative and highly significant. That is, 

improvements in the use of energy (reductions of energy intensity) are associated with 

higher economic growth rates. 

The bottom panel depicts the scatter between GDP per capita and the share of 

renewables (left picture) and the annual changes (right). When looking at the correlation 

between GDP per capita and the share of renewables (bottom panels of Figure 1), the 

evidence is not that clear. While the correlation between the levels of GDP per capita 

and the share of renewables is negative (left picture), although weak, that of the GDP 

per capita growth and the change in the share of renewables is null (right picture). 

Actually, any descriptive evidence seems unclear, and therefore, in order to properly 

quantify the partial correlations between economic growth and the energy variables 

considered, we propose the empirical exercise in this paper, under alternative 

specifications. 

To sum up, the evidence described so far supports a negative relationship between 

economic growth and energy intensity growth. However, the energy mix profiles across 

countries seem to exhibit conflicting patterns. These two observations lead us to the 

specification of a model to properly identify the partial correlations between economic 

growth and the energy variables. For this purpose, it is important to test for common 
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US$). The second term, ∆𝑚1,n,$, denotes the annual changes (in percentage points, p.p.) 

in the share of consumption of primary energy from the source 𝑗 over total primary 

energy. We classify primary energy from source 𝑗 following the IEA criterion: renewable, 

nuclear, and fossil fuels (coal, oil and gas). The final term in expression (6), ∆𝑠�,n,$, 

denotes the annual changes (in p.p.) in the share of final consumption of energy in sector 

𝑘 over total final consumption. Sectors 𝑘 are grouped into industry, transport, 

residential, service and agriculture. This set of variables attempts to control for the 

changes in the final use of energy in economic sectors. In this way, we consider the 

differential effects that a primary energy source, such as renewable, may have 

depending on the final sector, such as transport, in which it is employed. In Section 6.1, 

we will also relax the assumption that energy variables are expressed as growth rates or 

first differences.  

In order to avoid multicollinearity in the estimation of (5), we omit fossil fuels from 

primary energy, and agriculture from the final energy mix. Thus, the estimated 

coefficients should be understood with respect to these omitted categories. In this 

sense, 𝜃1
� accounts for the quasi-elasticity of economic growth with respect to a change 

of the share in the primary mix from source 𝑗 (i.e., renewables and nuclear) relative to 

the fossil fuels, while 𝜃�
h accounts for the growth due to a change in the share of final 

energy consumption in the sector 𝑘 (industry, transport, residential, service) from the 

agriculture sector. 

The last component in equation (5), 𝑋n,$, comprises a set of control variables influencing 

the heterogeneous pattern of economic growth across countries. It includes technology 

and policy factors (details are shown below). We opt for considering alternative 

specifications to explore the sensitivity of the growth-energy results to the choice of 

macroeconomic factors. In all cases, energy variables are introduced sequentially, in 

order to analyze their direct impact on growth alongside the indirect effects produced 

by other energy variables. 

For all specifications of (5), the set of variables u𝑅n, 𝑇$, lnu𝑌n,$E4y , ∆𝐸𝐼n,$y is always 

included, i.e., regional and time dummies, the lagged per capita income, and the change 
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in energy intensity that is part of expression (6). In addition, the rest of the energy 

variables in (6), are sequentially incorporated to the structure: first the primary shares 

/∆𝑚1,n,$2134
�E4

 , and then the sector shares /∆𝑠�,n,$2�34
�E4

. Bearing this sequential strategy in 

mind, we define three specifications, labeled as M1, M2 and M3. 

In specification M1, also referred to as the skeleton model, no additional control is 

considered, i.e., 𝑋n,$ = 0 in (5). The second specification M2 adds controls from the 

empirical growth literature, as in Perotti (1996), Forbes (2000), and Knowles (2005). In 

particular, the price of investment goods relative to those of the U.S. is considered as a 

measure of market distortions.8 Additionally, as a measure of human capital, the rate of 

primary and secondary attained education (as a percentage of the population).9 Finally, 

the third specification M3 considers standard policy indicators as control variables (in 

line with Barro, 2000): the inflation rate (GDP deflator) as an indicator of 

macroeconomic stability, the adjusted ratio of the country’s volume of trade to the 

country’s GDP as an indicator of the degree of openness of the economy, the ratio of 

public consumption to GDP as an indicator of the burden imposed by the government 

on the economy, and the fertility rate (number of births over population).10 In Section 

6.4, we consider controls for institutional quality, such as the degree of democracy, 

                                                             
8 In the growth literature, the price of investment goods relative to those of the U.S. has been considered 
as an indicator of market distortions. Thus, we take as negative its impact on growth (Forbes, 2000; López 
and Servén, 2009). This variable captures a different aspect than gross fixed capital formation (as a share 
of GDP), as a proxy for physical capital, which is another widely used variable in growth models (we will 
consider this in Appendix E, as a robustness check). 
9 Human capital is generally assumed to be beneficial for growth. However, recent studies have raised 
some caveats about the validity of average years of schooling or the percentage of the population with 
primary or secondary education, to proxy the role human capital on growth (see Sianesi and Van Reenen, 
2003, among many others), as they do not account for the “quality” of education (Hanushek, 2017). 
Nevertheless, the main results in the paper (i.e., those estimations related with energy variables) remain 
valid when using alternative proxies of human capital, such as the average years of secondary education 
of the male population, or the average years of secondary education of the female population. Results 
are available upon request. 
10 Although the Inflation rate is associated with economic fluctuations, it is also related with economic 
uncertainty and, for that reason, it is a widely used factor in the growth literature (see Barro, 2000, or 
more recently, Marrero and Servén, 2018, among many others). Thus, we hypothesize that the inflation 
rate is harmful for growth. Government size is a measure of aggregate public distortions and should be 
viewed as harmful for growth and the steady state level of output (Barro, 2000). Finally, the existing 
empirical evidence reveals that a rise in net fertility rate has a negative impact on growth (Galor and 
Zhang, 1997; Barro, 2000), through its negative effect on inequality and labor productivity in developing 
countries. 
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political stability, control of corruption, etc., variables taken from the political risk 

module of the International Country Risk Database (ICRD).11  

 

5.- Estimation results  

We now analyze our estimates. First, we comment on the econometric strategy to 

estimate (5)-(6). This consists of implementing three alternative methods: pooled-OLS, 

within-group (WG) and system GMM. We do so by choosing alternative specifications 

for the three sets of variables we use: energy, technology and policy variables. Finally, 

we discuss the main findings. 

5.1 Econometric issues 

Each specification of equation (6), namely M1, M2 and M3, is firstly estimated through 

robust pooled-OLS including controls for both regional and time dummies (Table 2.a). 

Next, we compute WG estimates (Table 2.b). With respect to pooled-OLS, the WG has 

the advantage of dealing with the existence of country-specific (and time-invariant) 

effects possibly correlated with regressors. However, several authors such as Banerjee 

and Duflo (2003), Barro (2000) or Partridge (2005), raise some caveats as regards to the 

WG approach. This is because it may produce inaccurate results for controls that mostly 

vary in the cross-section, such as growth and energy usage in our case, as the method 

takes into account within-state variability. Additionally, in dynamic models, pooled-OLS 

and WG estimates are affected by an endogeneity bias, at least due to the lagged GDP 

term included in (5)-(6) as a regressor. For that reason, the lagged dependent variable is 

dropped from models in Tables 2.a and 2.b, as in static models. Nevertheless, it is worth 

mentioning that the estimated results for all other variables remains basically 

unchanged when a dynamic term is included under pooled-OLS and WG estimates 

(results are available upon request).  

                                                             
11 It is worth mentioning that, in general, institutional quality variables are strongly correlated with other 
macroeconomic variables already included in the different models, such as the per capita GDP or the 
inflation rate. 
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To address the endogeneity problem in a dynamic panel data framework in the absence 

of suitable external instruments (a standard limitation of growth models) a GMM based 

approach is a natural alternative in a dynamic context (Arellano and Bond, 1991; 

Arellano and Bover, 1995). The basic idea is to first-differentiate equation (5)-(6), and 

then employ the levels of the explanatory variables - lagged two or more periods - as 

internal instruments (i.e., in equation (5)-(6): lnuYw,xE�y, 𝑋𝐸n,$Eh, 𝑋n,$Eh, for s≥2), resulting 

in a first-difference GMM estimator (Arellano and Bond, 1991).  

However, using the model only in the first-differences form may lead to important finite 

sample bias when variables are highly persistent (Blundell and Bond, 1998), which is the 

case of variables like per capita GDP or energy intensity. An alternative to the first-

difference GMM estimator is the system-GMM approach (Bover, 1995; Blundell and 

Bond, 1998). This consists of estimating a system of equations in both first-differences 

and levels, where now the instruments of the level equations are suitable lags of the 

first differences variables (i.e., ∆ ln Yw,xE4, ∆𝑋𝐸n,$E4 and 	∆𝑋n,$E4).12 We consider robust 

standard errors with a variance-covariance matrix corrected by small sample properties 

(Windmeijer, 2005; Roodman, 2009). Table 2.c reports the results for the system GMM 

strategy. 

The validity of the GMM instruments is tested using an over identifying Hansen J-test 

(Table 2.c). It is worth mentioning, though, that the proliferation of instruments, relative 

to the number of cross-sectional units (a common issue in system-GMM macroeconomic 

model estimation), biases downward the estimated standard errors and weakens the 

power of the overidentification tests (Bowsher, 2002). Under this over identifying 

situation, the p-value of the Hansen J-test tends to be close to one, and we must apply 

the Windmeijer (2005) correction to the variance-covariance matrix and call for an 

instrument’s reduction (Roodman, 2009). Bearing this in mind, in our baseline system 

GMM specification (three first columns from each panel in Table 2.c), we limit the 

                                                             
12 Huang et al. (2008) and Marrero (2010), among many others, have emphasized the relevance of using 
system GMM when working with dynamic panel data growth models. Recently, see Atems and Hotaling 
(2018) for a similar exercise using the GMM approach. 
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number of instruments in the instruments matrix to one.13 However, when all energy 

variables are included in the model (the third column from each panel in Table 2.c), this 

strategy still leads to a problem of too many instruments, i.e., the number of 

instruments clearly exceeds the number of cross-sections and the p-values of the 

Hansen test still hover around one. In this case, we also show the results when collapsing 

the matrix of instruments, which further reduces the number of instruments (fourth 

column from each panel in Table 2.c).14 

Noticing these situations, the Hansen’s J-test suggests that the null hypothesis of joint 

validity of all instruments cannot be rejected in most cases. Moreover, we also compute 

a difference-in-Hansen tests, which compares the efficiency of system GMM over first-

difference GMM in each model (their p-values are always greater than 0.10, see Table 

2.c).  

As a final caveat, it should be mentioned that the system-GMM performs better when 

the number of cross-sectional observations (N) is large (i.e., consistency is obtained as 

N tends to infinite). This is an advantage in our case given the worldwide sample. 

However, when data exhibit a high degree of persistence (which may lead to problems 

of weak instruments even in system GMM), as in our case, the system GMM estimators 

can also behave poorly (Binder et al., 2005; Bun and Sarafidis, 2015). Thus, under this 

situation, as in many macroeconomic applications, it is not evident that a GMM based 

approach is preferred over robust pooled-OLS (with regional and time dummies) or vice 

versa. In this situation, it is a good practice to report both estimation results (as we do) 

and verify robustness. 

 

                                                             
13 Following Blundell and Bond (1998), for the set of equations in first-differences, we use the levels of 
the regressors lagged two periods (lnuYw,xE<y , 𝑋𝐸n,$E<, 𝑋n,$E<) as instruments, while for the set of level 
equations, we use the first difference of the regressors lagged one period (∆lnuYw,xE4y , ∆𝑋𝐸n,$E4,
∆𝑋n,$E4). In all GMM specification, we use 𝑅n and 𝑇$ as exogenous instrument (Baltagui, 2005). 
14 Following Roodman (2009), when collapsing the matrix of instruments, we create one instrument for 
each variable and lag distance, rather than one instrument for each lag distance, time period and 
variable. Notice that this strategy does not mean to collapse the cross-section dimension of the panel 
(i.e., to average observations across countries). On the contrary, the panel dimension of the sample 
remains unchanged. Indeed, we consider all lags (t-2 and further) to collapse the matrix of instruments. 
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5.2. Main findings 

We next show our estimation results of models M1, M2 and M3 using robust pooled-

OLS (Table 2.a), within-group estimates (Table 2.b) and system GMM (Table 2.c). As we 

shall see, a key estimation result is the composition effect toward renewable energy 

between “conventional” and “frontier” technologies, as defined earlier. Thus, Table 3 

reports estimates of models M1 through M3 using system-GMM, and where the trade-

off between incentives to switch to either technology is explored. Our initial panel 

contains 915 country-year observations (Section 3), but the final number of observations 

used in the estimation of each model could be reduced due to limited availability of data 

for several control variables in the empirical specifications (i.e. the 𝑋n,$ component in 

(6)). 

Indeed, given that the income level of a country can affect its energy intensity and 

energy consumption structure, throughout the paper, we use the system GMM 

estimator to address this potential endogeneity issue. Nevertheless, we also consider 

the alternative of a simultaneous equation system where our baseline equation is 

complemented with another equation for the change in energy intensity in which 

income growth is the explanatory variable. Such a system is estimated as a seemingly 

unrelated equation system (SURE) by maximum likelihood, and results are included in 

Appendix A. We next discuss the main findings. 

[INSERT TABLES 2.a TO 2.c and TABLE 3 ABOUT HERE] 

The role of energy intensity 

We provide strong evidence of a robust negative correlation between energy intensity 

and economic growth at the worldwide level. The coefficients of energy intensity are 

always negative and highly significant, consistent with the unconditional evidence 

provided in Figure 1. This means that the reductions in energy intensity are found to be 

associated with higher GDP growth. This qualitative result is robust to a change in the 

econometric method used. For the static panel estimated by pooled-OLS in Table 2.a, 

we find that, on average, a one percent reduction in energy intensity is associated with 

an increase in the per capita growth rate between 0.60% and 0.70%, depending on the 
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model used. This elasticity estimates a range between 0.59% and 0.72% for the WG 

approach, and between 0.63% and 0.98% for system GMM (dynamic panel). Indeed, the 

main differences in point estimates are due to the econometric method used rather than 

to the effect of the alternative controls included in model (6). 

Therefore, the observed correlation between energy intensity and economic growth at 

the worldwide level seems to be driven either by a direct effect, or by indirect channels 

not observed or not considered in the model (for instance, the quality of institutions). 

This is important because the direct effect has implications in terms of our assumptions 

on the technology. In the context of the model discussed in Section 2, a negative impact 

between energy intensity changes and economic growth arises when π > θ, which 

indicates that the efficiency channel of energy intensity in Bx (the state of the production 

technology) through parameter π dominates the input intensity channel in Zx/Ex
� (the 

energy use) through parameter θ. This result is in line with the theory of energy-saving 

technical change developed in Díaz and Puch (2018). Indeed, Rajbhandari and Zhang 

(2018) have recently found a negative correlation between energy intensity changes and 

economic growth. They also provide evidence that higher levels of energy intensity 

imply lower levels of economic productivity which is also growth deterred. 

The negative relationship between energy intensity and economic growth among 

developed countries has been extensively studied. Here we show that this negative 

relationship is not specific of developed countries. That is, declining energy intensity is 

also a feature of emerging/developing countries where capital deepening is still a 

significant source of growth, not only technical progress, as in developed countries.15 

This fact can be rationalized with the existing macro literature (cf. Atkeson and Kehoe, 

1999; Díaz and Puch, 2004, 2018) where capital deepening entails lower energy intensity 

in a world with increasing energy prices. 

Finally, as indicated above, when we estimate the alternative two-equation system as a 

SURE the results are similar to those obtained under the system GMM approach. We 

                                                             
15 Filipovic et al. (2015) scrutinize which are the determinants of energy intensity in 28 EU member 
countries. They find that energy prices (mainly), energy taxes and GDP per capita are likely behind the 
degree of energy intensity. This result is corroborated by experiences in Denmark, Germany and Italy. 
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interpret this finding as a confirmation that both approaches are properly handling the 

endogeneity issue for the purpose in this paper (see Appendixes A and C).16 

The role of the primary energy mix 

The second key empirical result relates to the relationship between growth and changes 

in the primary energy mix from fossil fuels towards renewables (𝜃4
� in expression (6)), 

given the share of the nuclear, the degree of development and the energy intensity. 

In Tables 2.a-2.c, we consider renewable technologies as a homogenous block, while in 

Table 3 we distinguish between two types of renewable choices: the aforementioned 

conventional class (hydro and biomass) versus what we call frontier renewables (wind, 

solar, geothermic or wave). When renewables are taken as a whole (Tables 2.a-2.c), or 

for the part concerning conventional renewables (Table 3), the estimated coefficient is 

always negative and significant, going from -0.42 to -2.2. This indicates that the switch 

from fossil fuels to renewables (neglecting the type of them), albeit environmentally 

friendly, may not be a free lunch and it can be driven by factors undermining GDP 

growth. In terms of our theoretical framework, it is that the aggregate productivity of 

renewables is lower than that of fossil fuels (i.e., 𝜆4𝑠4,$
:E4 < 𝜆5𝑠5,$

:E4 in the model 

described in Section 2). 

However, according to the results in Table 3, if the move is oriented towards “frontier” 

renewables, the association with economic growth turns positive although weakly 

significant, between 0.4 and 0.6. In other words, this switch from fossil fuels to “frontier” 

renewables (all other shares, energy intensity, and the state of technology given) might 

help reconcile CO2 emission curbing policies with economic growth. Therefore, our 

interpretation is that while moving resources from dirty- to clean-energy technologies 

generally produces adjustment costs that may erode growth capacity, it turns out that 

the quality of the move matters. Our estimates in Table 3 suggest that the sign of the 

                                                             
16 Although the other way of the causality goes beyond the scope of this paper, it is worth mentioning 
that the estimated energy intensity equations reveal several important growth-related aspects, namely: 
(i) a one percent income growth reduces energy intensity by one percent (this result is robust across 
specifications); and (ii) the share of renewables and the residential sector are significantly and negatively 
related with energy intensity. 
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correlation, between renewables and growth rate, is modified when the economy 

moves to “frontier” rather than “conventional” renewable sources.17 This might be 

taken as an evidence of slow growth when the driver for a switch to renewables is a 

country’s difficulties in the fossil-fuels market. 

It is also worth mentioning that when removing energy intensity from the equation, the 

change in the renewables' share is no longer statistically significant for growth. This 

result might arise due to a significant relationship between changes in energy intensity 

and the energy mix (i.e., due to common technological progress or environmental 

legislation).18 It also emphasizes the importance of considering simultaneously energy 

aspects (primary and final energy mix and energy intensity) to understand growth 

differences between countries, which is a contribution with respect to other papers in 

the related literature (Inglesi-Lotz, 2016, Bhattacharya et al., 2016, 2017, or Narayan and 

Doytch, 2017), as commented in the Introduction.  

Finally, moving from fossil fuels towards nuclear plants is not significant for GDP per 

capita growth whatsoever. In almost all cases, the coefficients 𝜃<
� in expression (6) are 

not significant (estimates under fixed-effects for the skeleton model M1 is an exception). 

In terms of aggregate productivity at the worldwide level, the aggregate productivity of 

nuclear plants is similar to the corresponding to fossil fuels. 

Convergence in income per capita 

In Table 2.c, our system-GMM estimations do not provide evidence of conditional 

convergence: the coefficient of the lagged log-level of income is not significant in almost 

all cases (just in model M3, the convergence rate is nearly 1%). By contrast, the system-

                                                             
17 Inglesi-Lotz (2016), Bhattacharya et al. (2016), Bhattacharya et al. (2017) or Narayan and Doytch (2017) 
find a positive impact of renewables on growth. See Section 6.1. for more details about this issue. 
18 For the entire sample, the correlation between energy intensity and the share of renewables is 0.121, 
albeit significant. However, this low correlation is far from generating collinearity problems. Moreover, 
additional indirect cross-correlations through a third variable, such as the lagged level of per capita GDP 
(i.e., its cross-correlations with the share of renewables and the energy intensity are -0.64 and -0.34, 
respectively) or other energy shares (i.e., the correlation between the energy share in the industry and 
the share of renewables is -0.43 and almost zero for energy intensity), could also affect the significance 
of renewables to explain growth. The complexity of the aforementioned cross-correlations makes it very 
important to estimate models in which all energy variables are included simultaneously (Marrero, 2010). 
Otherwise, the estimates of any energy parameter could be biased. 
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GMM of Table 3 presents an important finding. When the change in energy intensity is 

included in the model together with a disaggregation of the renewables share into 

“conventional” and “frontier” (left panel in Table 3), as in Table 2.c, the GDP 

convergence speed is not significant (M1 and M2) or very small (1.2% in M3). 

Notwithstanding, in the right panel of Table 3, removing energy intensity changes makes 

the lagged income term in (6) more negative and more significant. The speed of 

convergence increases from 1.2% to 4.7% under system GMM. The implications from 

this result are twofold. First, the omission of a (highly) relevant variable induces a bias 

in the remaining parameters, including an upward bias in the speed of convergence. 

Second, it reveals a latent relation between the speed of convergence in real GDP per 

capita and the change in energy intensity worldwide. Therefore, the inclusion of energy 

intensity growth (alongside with changes in the use of renewables) matters to explain 

growth and its process of (conditional) convergence. We interpret this finding as an 

evidence of the key role that improvements in energy intensity play on income 

convergence along the transition to sustained growth path and, moreover, their key 

importance as a transmission channel for economic development. 

In the last three columns of Table 3, the changes in the share of nuclear energy become 

significant and negative. Compared with the first three columns of Table 3, the finding 

is that changes in the primary energy mix affect growth through changes in the share of 

renewable energies. However, the result here implies that the transmission channel is 

particularly evident when we abstract from the role of changes in energy intensity. A 

rationale for this result is that some countries are possibly constrained in the growth 

process, either by rising prices of fossil energy or by adopting new energy technologies, 

or possibly both. As a consequence, they might be switching to inefficient conventional 

renewables as a response to any obstacles during their decision-making process of the 

optimal energy technology. If this is so, it is not surprising that once we control for 

changes in the primary energy mix in those countries, the neoclassical growth 

mechanisms show up, and conditional convergence cannot be rejected. According to 

the system GMM approach, we normally find non-significant rates of convergence, 
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although for some specification the rate hovers below 2.0%, a common finding in the 

related research (1.21% in Table 2.c).19 This discussion is extended in Appendix B. 

As an alternative approximation to analyze the speed of convergence term (and all the 

remaining terms in equation (5)), we estimate a dynamic panel where the endogenous 

variable is the log-level of GDP per capita, instead of its growth rate. In dynamic models, 

this implies an adjustment in the dynamic term and a re-scaling in the rest of 

coefficients. Note that the growth term in expression (5) is defined as 𝐺𝑌n,$ =

7lnuYw,xy − lnuYw,xE4y=/5, so that the new specification to estimate takes the following 

form: 

lnuYw,xy = 𝛼M + 𝑅n + 𝑇$ + 𝛽M lnuYw,xE4y + θM
{𝑋𝐸n,$ + 𝜆M

{𝑋n,$ + 𝜀n,$, (5 bis) 

where 𝛽M in (5 bis) and 𝛽 in (5) are related as 𝛽 = (𝛽M − 1)/5. Table 4 presents the 

results for some selected specifications under system-GMM (by collapsing the set of 

instruments as an alternative to overcome the problem of overfitting). Consistently with 

previous specifications in Tables 2.c and 3, the rates of convergence change little, going 

from 0.2% to 1.06%. Moreover, the main results concerning the relation between energy 

related variables and economic growth hold robust after this specification, which is the 

main contribution of the paper. 

Sectoral composition 

Finally, the inclusion of sectoral variables (final consumption of energy in sector s 

relative to total final consumption, i.e. ∆𝑠�,n,$ in (6)) has little effect over GDP per capita 

growth worldwide. The only remarkable exception is the share of energy demanded by 

the residential sector. The estimated contribution to growth of this variable ranges 

within the interval -0.68 to -1.49, depending on the specification and method. On 

average, for one percent deviation in the residential sector energy share, relative to the 

                                                             
19 In the related growth literature, pooled-OLS estimations offer convergence coefficients biased 
downward, while those given by the fixed-effects approach tend to be biased upward. Our estimated 
coefficient under system GMM is between those conventional estimates (although non-significant in 
many occasions). Estimated results for a dynamic panel under pooled-OLS and WG approaches are 
available upon request. This finding was earlier confirmed by papers such as Islam (1995), and Caselli et 
al. (1996), among others. 
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share of agriculture, it can be associated with a change of -1.12% in GDP per capita 

growth rate. This is worth highlighting, given the secular downward trend in agriculture, 

almost certainly caused by structural change and huge migration from rural areas to the 

cities in emerging countries, which brings about the upward trend in the residential 

share of energy along the development path towards steady growth. 

 

6. Robustness of results 

This section analyzes the robustness of our results to alternative specifications of our 

baseline empirical model (i.e., results in Tables 2.c and 3). Precisely, we assess first the 

effect of switching to a higher share of renewable energy in the mix. Secondly, we 

evaluate the consequences of using lagged energy intensity as a control variable instead 

of using their growth rates. Thirdly, we present an overall analysis of heterogeneity in 

the sample across regions, income levels and periods. Finally, we evaluate the potential 

role of additional controls, notably through measures of institutional quality and private 

investment. Further details of these alternative checks are given in Appendixes B, C, D 

and E corresponding to sections 6.1, 6.2, 6.3 and 6.4, respectively. 

6.1 The correlation with renewables 

One of our most important results is the negative correlation found between economic 

growth and the changes in the share of renewables relative to the share of fossil fuels.  

Following the existing literature on empirical growth (see Barro, 2000, and Marrero, 

2010, and the references therein), we have considered per capita GDP growth rates and 

dynamic terms in our empirical reduced form specification. Alternatively, it has been 

often considered a departure from the empirical growth literature according to which 

the relationship in (log-) levels between per capita real GDP and renewables is 

considered (cf. Inglesi-Lotz, 2016; Bhattacharya et al., 2016, 2017; or Narayan and 

Doytch, 2017, among others). Such a specification abstracts from variability in economic 

growth rates and occasionally omits the dynamic aspect. This circumstance implies to 

assume that economies stay along a balanced growth path, which can be more or less 

justified depending on the sample. In most of these empirical exercises, the finding is a 
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positive correlation between GDP per capita and consumption of renewables. Table B.1 

in Appendix B summarizes the estimated elasticities for some of these representative 

papers. The differences between the results in those papers and our results could be 

attributed to the use of different samples (countries and time periods) or the 

econometric methods used. See also Appendix B for further details of this discussion.  

We further analyze this issue in our sample. Thus, Table B.2 in Appendix B reports our 

estimates where the dependent variable and all other variables in the regression are 

expressed in log-levels for different specifications and methods. The main finding is that 

the observed positive correlation (as some previous research have found) between per 

capita GDP and consumption of total renewables could be due to the omission of 

country and time fixed effects, together with the omission of a measure of overall 

energy efficiency (proxy by energy intensity in our case). Moreover, in all cases, the 

energy intensity coefficient is negative and highly significant, as we reported in Tables 

2.a to 2.c. 

More importantly, when we make the distinction between conventional and frontier 

renewables (columns (v) through (viii) in Table B.2), we obtain the same result we 

reported in Table 3. While conventional renewables maintain the negative sign (and 

significant), the correlation between frontier renewables and real per capita GDP 

becomes positive. The (long-run) elasticity of the conventional renewable sources range 

between -13% and -19%, while that of the frontier renewables ranges between 1.4% 

and 4.6%. Consequently, this assessment based on long-run analysis reinforces the 

conclusions of Section 5 above, which in turn are consistent with the theoretical 

framework we presented in Section 2.  

This robustness analysis reconciles, at least in part, our results with those previously 

mentioned in the literature. The finding that “aggregate” renewables are negatively or 

positively correlated with per capita real GDP could be sensitive to the sample and to 

the model and econometric method used. However, when we distinguish between 

conventional and frontier renewables, it is quite robust that the former is negatively 

correlated, while the latter is positively correlated. 
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6.2 Lagged energy intensity as explanatory variable 

Another important result is the negative correlation found between economic growth 

and the changes in energy intensity, given the energy mix and the state of the 

technology. In Tables 2.a to 2.c and Table 3, we have used energy intensity growth as 

the explanatory variable. However, one may wonder what the results would look like if 

instead, the energy intensity level at the beginning year of the five-year period is used 

as explanatory variable.  

Table C.1 in Appendix C shows the estimated results of this analysis. We find that the 

sign of the estimated coefficient of the lagged level of energy intensity varies depending 

on the inclusion of the growth rate of energy intensity. The intuition of this result is the 

following. The omission of the change in energy intensity as explanatory variable (first 

three columns in Table C.1) makes that the lagged level of energy intensity would be 

capturing the convergence process of energy intensity and, therefore, its estimations 

would be strongly biased and could even change its sign. Precisely, the reason of the 

bias is that higher levels of past energy intensity are correlated with low changes in 

current energy intensity, which in turn is correlated with higher income per capita 

growth. Hence, when the change in energy intensity is omitted in the regression, the 

coefficient of the lagged level of energy intensity is positive, while it turns negative when 

the convergence process for energy intensity is explicitly controlled. 

As a final remark, note that the change in renewable is no longer significant after 

omitting the change in energy intensity. Again, this is likely due to a biased effect of 

omitting relevant variables. Once the change in energy intensity is included, the lagged 

value lnu𝐸𝐼n,$E4y does not show up much relevant, so the results shown in Tables 2.a to 

2.c can be seen as robust. 

6.3. Analysis of heterogeneity: regions, income levels and time periods 

Our previous results have been obtained at the worldwide level. However, there could 

be heterogeneity across several dimensions. Thus, we explore next whether our main 

results (from Table 2.c and 3) vary across regions, time period and income levels. 
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Estimated results are shown in Tables D.1, D.2 and D.3 in Appendix D. In all cases, we 

use system GMM estimation, as in Table 2.c and Table 3.  

First, in Table D.1, we differentiate the following regions: Europe (we include dummies 

for East EU countries), America, Asia-Pacific, and Sub-Saharan Africa (SSA).20 We find 

that the coefficient of energy intensity is negative and statistically significant in all cases, 

ranging from -0.436 (Europe) to -0.982 (SSA, Sub-Saharan Africa). In Europe, the changes 

in the share of renewable energy sources (particularly conventional sources) and the 

shares of the residential sector and the service sector appear negatively and statistically 

significant, in line with our aggregate results in Tables 2.a-2.c. For the remaining regions, 

the share of renewables is not significant. Thus, the negative correlation observed 

between the renewables share and economic growth at the worldwide level (Tables 2.a-

2.c) is mainly due to the between-region comparison. 

Second, in Table D.2, we differentiate between time periods and explore whether the 

energy-growth correlation has been affected by the oil price crisis of mid 80s (i.e., we 

distinguish between before and after 1985). We select the 80’s, rather than mid 70’s, to 

allow for a sufficiently large number of observations before and after that period. 

Interestingly, the sensitivity of growth with respect to energy intensity increases (in 

absolute terms) from -0.36 to -0.84 after 1985. This change in this coefficient is robust 

to the differentiation between renewable sources (i.e. conventional versus frontier). The 

coefficient of the conventional renewable share also increases from -0.66 to -1.04, while 

that of the frontier renewable sources does not seem to affect economic growth when 

we differentiate between both periods. Finally, the share of nuclear sources was 

positively correlated and significant before 1985 and turned out non-significant after 

that date. 

Finally, in Table D.3, we complete this analysis accounting for country degree of 

development according with the Word Bank classification: low and lower-middle income 

countries, upper-middle income and high-income countries (for these latter, we also 

                                                             
20 Sample sizes widely differ across regions. Given that system-GMM estimation can be affected by small 
samples, we aggregate those regions with smaller sample size. Thus, we aggregate American region with 
Asia-Pacific countries (labeled as ASP). 



30 
 

distinguish between OECD countries). The estimates in Table D.3 indicate that the lower 

the income, the lower the speed of convergence (from 4% to 10%), and the higher the 

sensitivity of growth with respect to energy intensity (from -0.77 to -0.16). Notice that 

this is consistent with our previous regional analysis (Table D.1.) 

The decay in these coefficients is robust to the differentiation between conventional 

versus frontier renewable sources. The coefficient of the conventional renewable share 

is negative and significant for upper-middle income countries and high-income 

countries, from -0.79 to -1.03, while that of the frontier renewable sources is significant 

and positively correlated with growth, but only for upper-middle income countries, 

+1.62. Notice that these latter countries have experienced a greater shift in their 

development and energy use pattern, which could explain this highly positive sign for 

frontier renewables.  

Overall, the main result in this exercise is that we find heterogenous patterns in the 

relation between growth and energy intensity concerning the period and the level of 

income. The sensitivity of economic growth with respect to energy intensity is higher 

after 1985, and the lower the level of income per capita. It is also evident that a more 

detailed analysis looking inside each region (and even inside the countries) would reveal 

relevant information on the relationship between energy and growth. However, the goal 

here is to describe the average pattern worldwide, and the detailed heterogeneity 

analysis goes beyond the scope of this paper and is left for future extensions.  

6.4. Alternative controls: the role of institutional quality and private investment 

To finish this section of robustness analysis, we consider alternative controls in 

regression equation (5), mainly related to institutional quality and private investment in 

the different countries.  

Table E.1 in Appendix E reports the results when this new set of institutional variables is 

included in the regression. These variables are the following: the quality of democracy, 

Government stability, private investment and political stability (see the Appendix for the 

detail of the source). All coefficients have the expected sign. The coefficients of both the 

quality of democracy and Government stability are positive and significant, meaning 
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that quality of institutions has a positive impact on growth. Yet, investment, as a share 

of GDP, and Polity2 also affect positively growth.  

Notice that the results of energy intensity and the total share of renewables are robust 

to the inclusion of these controls. Moreover, when we make the distinction between 

frontier and conventional renewables, the sign of the move towards conventional 

renewables remains negative, while the sign of the move to frontier turns positive 

(although non-significant). Then, what is relevant here is that moving to frontier 

renewables (from non-renewables), at least, does not harm growth. The fact that the 

coefficient of frontier renewables is non-significant could be indicating that institutional 

quality is a relevant aspect to explain how renewables and economic growth are 

correlated. However, this is an aspect that deserves a much more detailed analysis and 

goes beyond the scope of this paper. 

 

7.- Concluding remarks 

The relationship between economic growth and energy use is intricate, as it involves 

aspects related to institutions and policy, the state of the technology, and the sectoral 

composition of an economy. This paper contributes to this issue in that it proposes an 

empirical specification to provide evidence on the relative importance of all these 

aspects. Our specification incorporates, in a dynamic panel data model, an indicator of 

energy intensity, the shares in the primary energy mix (where we distinguish between 

renewable sources and fossil fuels), and the shares for the sectors where energy is finally 

consumed. As we use a dataset that includes a sample of 134 countries over the period 

1960-2010, we also need to control for country specific features. This heterogeneity 

enriches our analysis, contrary to existing studies that typically restrict to a reduced set 

of countries. In addition, our unique dataset allows gauging the influence of institutions 

and policy together with the level of economic development. Furthermore, our reduced 

energy-growth empirical regression form is motivated from a neoclassical framework 

that relates economic growth with energy intensity and differentiates the impact of 

renewable energy (as oppose to non-renewable) in the growth process. 
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Our results confirm a negative correlation between energy intensity and growth at the 

worldwide level: the higher the energy intensity, the lower the GDP per capita growth. 

Depending on the model specification and the econometric method, we find, on 

average, an elasticity of GDP p.c. growth with respect to energy intensity ranging 

between -0.5 and -1.0 percent. Existing literature has widely reported evidence about 

this negative correlation for developed countries. We find that this correlation also holds 

for emerging and developing countries. Moreover, by excluding energy intensity from 

the regressions, we find significant evidence of conditional convergence, and of the role 

of technological variables even at the expense of policy variables. These findings suggest 

that improvements in the energy technology are also a developmental force. 

We further report evidence that those countries that switch from fossil to conventional 

renewables, rather than to frontier renewables, might be experiencing difficulties in 

their path of development (the coefficients of renewable mix changes are always 

negative and significant). Related to the share of energy in final sectors, only the share 

of energy demanded by the residential sector shows a robust and significant negative 

effect on GDP per capita growth. The inclusion of the rest of the sectoral variables is 

negligible in its effect over GDP per capita growth worldwide. 

We contribute to the existing literature in that we have scrutinized certain relations 

between energy intensity, the energy mix, sectoral composition and economic growth. 

Our results appear to be fairly robust to alternative specifications and estimation 

procedures. Further questions about the energy-growth relationship, such as the 

optimal composition of energy sources, surely requires a dynamic general equilibrium 

model. The empirical evidence found in this paper will help us to discipline the 

construction of such a model that will relate alternative energy technologies with 

technological progress and the growth process. 

  



33 
 

References 

1. Aghion, P., E. Caroli and C. Garcia-Peñalosa (1999): "Inequality and Economic 
Growth: The Perspective of the New Growth Theories". Journal of Economic 
Literature, vol. 37 (4), 1615-1660. 

2. Alesina, A., Ozler, S., Roubini, N., Swagel, P., 1996. Political instability and economic 
growth. Journal of Economic Growth (2), 189–211. 

3. Álvarez, F., Marrero, G.A. and L.A. Puch (2005). Air pollution and the macroeconomy 
across European countries, FEDEA Working Papers 2005-10. 

4. Álvarez Herranz, A., Balsalobre Lorente, D., Shahbaz, M. y Cantos, J. M. (2017): 
“Energy innovation and renewable energy consumption in the correction of air 
pollution levels”. Energy Policy. 105. pp. 386-397. 

5. Ang, J. (2007): “CO2 emissions, energy consumption, and output in France.” Energy 
Policy 35, 4772–4778. 

6. Ang, J., 2008. “The long run relationship between economic development, pollutant 
emissions, and energy consumption: evidence from Malaysia.” Journal of Policy 
Modelling 30, 271–278. 

7. Apergis, N. and Payne, J. E.: “Renewable energy consumption and economic growth: 
Evidence from a panel of OECD countries”. Energy Policy. 38. pp. 656-660 (2010a). 

8. Apergis, N. and Payne, J. E.: “Renewable energy consumption and growth in Eurasia”. 
Energy Economics. 32. pp. 1392-1397 (2010b). 

9. Apergis, N., Payne, J. E., Menyah, K. and Wolde-Rufael, Y.: “On the causal dynamics 
between emissions, nuclear energy, renewable energy, and economic growth”. 
Ecological Economics. 69. pp. 2255-2260 (2010). 

10. Arellano, M. and O. Bover (1995). Another look at the instrumental-variable 
estimation of error-components models. Journal of Econometrics 68, pp. 29–52. 

11. Arellano, M. and S. Bond (1991), “Some Tests of Specification for Panel Data: Monte 
Carlo Evidence and an Application to Employment Equations”, Review of Economic 
Studies, 58, 277-297. 

12. Atems, B. y Hotaling, C.: “The effect of renewable and nonrenewable electricity 
generation on economic growth”. Energy Policy. 112. pp. 111-118. 2018. 

13. Atkeson, A. and Kehoe, P. J. (1999). Models of energy use: Putty-putty versus putty-
clay. American Economic Review, 89(4):1028–43. 

14. Baltagi, B.H. (2005) Econometric Analysis of Panel Data. 3rd Edition, John Wiley & 
Sons Inc., New York. 

15. Banerjee, A. and E. Duflo (2003): “Inequality and Growth: What Can the Data Say?”, 
Journal of Economic Growth 8, 267-299. 

16. Barro, R.J. (2000). Inequality and Growth in a Panel of Countries, Journal of Economic 
Growth, 5(1), 5-32. 

17. Bhattacharya, M., Paramati, S. R., Ozturk, I. y Bhattacharya, S.: “The effect of 
renewable energy consumption on economic growth: Evidence from top 38 
countries”. Applied Energy. 162. pp. 733-741. 2016. 

18. Bhattacharya, M., Churchill, S. A. y Paramatti, S. R.: “The dynamic impact of 
renewable energy and institutions on economic output and CO2 emissions across 
regions”. Renewable Energy. 111. pp. 157-167. 2017. 



34 
 

19. Binder, M., Hsiao, C. and H. Pesaran (2005), “Estimation and inference in short panel 
vector auto-regressions with unit roots and cointegration”, Econometric Theory, 21, 
795-837. 

20. Blundell, R., Bond, S. (1998). Initial conditions and moment restrictions in dynamic 
panel data models. Journal of Econometrics 87 (1), 115–143. 

21. Brock, W.A. & Taylor, M.S. (2010). The Green Solow Model. Journal of Economic 
Growth 15, Issue 2, pp 127–153. 

22. Bölük, G. and Mert, M. (2014). “Fossil & renewable energy consumption, GHGs 
(greenhouse gases) and economic growth: Evidence from a panel of EU (European 
Union) countries”. Energy. 74 pp. 439-446.  

23. Bun, M. and V. Sarafidis (2015). “Dynamic panel data models”, in The Oxford 
Handbook of Panel Data, edited by B. H. Baltagi, Oxford: Oxford University Press, 76-
110. 

24. Caselli, F., Esquivel G, Lefort F (1996) Reopening the convergence debate: A new look 
at cross-country growth empirics. Journal of Economic Growth 1: 363-389. 

25. Díaz, A., Puch, L. A., and Guilló, M. D. (2004). Costly capital reallocation and energy 
use. Review of Economic Dynamics, 7(2):494–518. 

26. Díaz, A. and Puch, L. A. (2018). Investment, technological progress and energy 
efficiency. The B.E. Journal of Macroeconomics, in press. 

27. Ferraro, D. and Peretto, P. F. (2017). Commodity prices and growth. The Economic 
Journal, forthcoming.  Doi: 10.1111/ecoj.12559 

28. Filipovic, S., Verbic, M. y Radovanovic, M.: “Determinants of energy intensity in the 
European Union: A panel data analysis”. Energy. 92. pp. 547-555. 2015. 

29. Forbes, K. (2000). A reassessment of the relationship between inequality and 
growth. American Economic Review, 90(4), 869-887. 

30. Galor, O. and H. Zang (1997): "Fertility, income distribution, and economic growth: 
Theory and cross-country evidence." Japan and the World Economy, vol. 9(2), 197-
229. 

31. Hanushek (2017). “For Long Term Economic Development, Only Skills Matter.” IZA 
World of Labor, 343, 2017. 

32. Hassler, J., P. Krusell and C. Olovsson (2018): "The Consequences of Uncertainty: 
Climate Sensitivity and Economic Sensitivity to the Climate". Annual Review of 
Economics, 10:189–205. 

33. Huang B.N., M.J. Hwang and C.W. Yang (2008). Causal relationship between energy 
consumption and GDP growth revisited: A dynamic panel data approach, Ecological 
Economics 67 (1), 41-54. 

34. Inglesi-Lotz, R. (2016). “The impact of renewable energy consumption to economic 
growth: A panel data application”. Energy Economics. 53. pp. 58-63. 

35. Islam N (1995) Growth empirics: A panel data approach. Quarterly Journal of 
Economics 110: 1127–1170. 

36. Kijima et al. (2010): “Economic models for the environmental Kuznets curve: A 
survey.” Journal of Economic Dynamics and Control, 34 (7), 1187-1201. 

37. Knowles, S. (2005): “Inequality and Economic Growth: The Empirical Relationship 
Reconsidered in Light of Comparable Data”, Journal of Development Studies 41, 135-
159. 



35 
 

38. López, H., and Servén, L. (2009). Too poor to grow. Policy Research Working Paper 
5012, The World Bank. 

39. Marrero, G. A. (2010). “Greenhouse gases emissions, growth and the energy mix in 
Europe”. Energy Economics. 32. pp. 1356-1363.  

40. Marrero, G. and J. G. Rodríguez (2013), "Inequality of opportunity and growth", 
Journal of Development Economics, 104, 107-122. 

41. Marrero, G.A., and L. Servén (2018). "Growth, Inequality, and Poverty A Robust 
Relationship?". Policy Research Working Paper 8578. 

42. Menegaki, A. N. and Ozturk, I. (2013). “Growth and energy nexus in Europe revisited: 
Evidence from a fixed effects political economy model”. Energy Policy. 61. pp. 881-
887.  

43. Narayan, S. and Doytch, N. (2017). “An investigation of renewable and non-
renewable energy consumption and economic growth nexus using industrial and 
residential energy consumption”. Energy Economics. 68. pp. 160-176.  

44. Partridge, M.D. (2005). "Does Income Distribution Affect U.S. State Economic 
Growth?" Journal of Regional Science, vol. 45(2), pages 363-394. 

45. Perotti, R. (1996): “Growth, Income Distribution and Democracy”, Journal of 
Economic Growth 1, 149-187. 

46. Rajbhandari, A. and F. Zhang (2018): "Does energy efficiency promote economic 
growth? Evidence from a multicountry and multisectoral panel dataset". Energy 
Economics 69, 128–139. 

47. Rausch, S. and Schwerin, H. (2017). Long-run energy use and the efficiency paradox. 
Mimeo. 

48. Ravallion, M. 2012. “Why don't we see poverty convergence?” American Economic 
Review, 102(1), 504-523. 

49. Roodman, D. (2009), “A note on the theme of too many instruments”, Oxford 
Bulletin of Economics and Statistics, 71, 135-158. 

50. Sianesi, Barbara, and John Van Reenen. 2003. "The returns to education: 
Macroeconomics." Journal of Economic Surveys 17, no. 2: 157-200. 

51. Smiech, S. and Papiez, M.: “Energy consumption and economic growth in the light of 
meeting the targets of energy policy in the EU: The bootstrap panel Granger causality 
approach”. Energy Policy. 71. pp. 118-129. 2014. 

52. Ucan, O., Aricioglu, E. and Yucel, F.: “Energy Consumption and Economic Growth 
Nexus: Evidence from Developed Countries in Europe”. International Journal of 
Energy Economics and Policy. 4. 411-419. 2014. 

53. Voigt, S., De Cian, E., Schymura, M., Verdolini, E. (2014): “Energy intensity 
developments in 40 major economies: structural change or technology 
improvement?” Energy Economics 41, 47–62. 

54. Wang, C. (2013): "Differential output growth across regions and carbon dioxide 
emissions: Evidence from U.S. and China". Energy 53, 230-236. 

55. World Bank (2012). “Inclusive Green Growth: The Pathway to Sustainable 
Development.” World Bank Group. 

56. Windmeijer, F. (2005). “A finite sample correction for the variance of linear efficient 
two-step GMM estimators.” Journal of Econometrics 126, 1, 25-51.  



36 
 

Appendix A. Simultaneous Equation System  

We next estimate a seemingly unrelated equation system (SURE) by maximum 
likelihood: 

𝐺𝑌n,$ = 𝛼 + 𝑅n + 𝑇$ + 𝛽4 lnuYw,xE4y + 𝛿4𝛥𝐸𝐼n,$ + θ4
{ 𝑋𝐸n,$ + 𝜆4

{ 𝑋n,$ + 𝜀n,$,  (A.1) 

∆𝐸𝐼n,$ = 𝛼 + 𝑅n + 𝑇$ + 𝛽< lnuYw,xE4y + 𝛿<𝐺𝑌n,$ + θ<
{ 𝑋𝐸n,$ + 𝜆<

{ 𝑋n,$ + 𝜂n,$,  (A.2) 

where: 

θℓ
{ 𝑋𝐸n,$ ≡ ∑ 𝜃ℓ,1

� ∆𝑚1,n,$ + ∑ 𝜃ℓ,�
h ∆𝑠�,n,$

�E4
�34

�E4
134 ,     (A.3) 

and ℓ = 1, 2, i.e. growth and energy intensity, respectively. Equation (A.1) is identically 
written as equation (5) in Section 4. The second equation (A.2) encompasses almost the 
same explanatory variables as equation (A.1), except the change in energy intensity 

𝛥𝐸𝐼n,$, but including the growth rate of income, 𝐺𝑌n,$. The energy shares /∆𝑚1,n,$2
134
�E4

 and 

/∆𝑠�,n,$2�34
�E4

, and the set of control variables 𝑋n,$, are also incorporated, without 

imposing further restrictions on the set of parameters. 

Table A.1 presents a summary of these new results under five alternative specifications. 
For each specification, we provide a regression (A.1) for growth and a regression (A.2) 
for the change in energy intensity. We compare these results with those already 
reported in Table 2.a (Pool-OLS) and Table 2.c (system GMM). We highlight the following 
aspects.  

[Insert Table A.1 about here] 

First, when we estimate the two-equation system (A.1) and (A.2), growth and energy 
intensity change, respectively, the results approach those reached under the system 
GMM case. For instance, in the basic “skeleton” model (labeled as (1)), the energy 
intensity coefficient becomes -0.88, while the lagged log-level of income (i.e. the 
convergence coefficient) keeps insignificant. When the share of renewable energy 
sources and (especially) the share of energy consumed by the residential sector are 
added (model specifications (2) and (3)), the SUR estimation provides coefficient closer 
to the GMM case (Table 2.c) than those under the pooling estimate (Table 2.a). 
Something similar happens when the control variables are incorporated into the 
equations. As already discussed in the paper, the pool-OLS estimates appears biased 
with respect to the system GMM table, likely due to the endogeneity issue among key 
variables. This is always the case for the energy intensity coefficient in the growth 
equation: while it is around 0.6 in the pooling estimation, it is 0.9 under the system-
GMM. The SUR system partially straightens this bias. Second, the energy intensity 
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equations reveal several important growth-related aspects, namely: (i) a one percent 
income growth reduces energy intensity by one percent (this result is robust across 
specifications); and (ii) the share of renewables and the residential sector are 
significantly and negatively related with energy intensity. 

 

Appendix B. On the correlation between growth and renewables 

Table B.1 reports the estimated elasticities between economic growth and renewable 
energy consumption reported in some representative papers in the literature. Except 
for the six cases presented by Bhattacharya et al. (2016), these studies show positive 
long-run elasticities within a wide range of values.21 

Table B.2 summarizes the assessment of this issue in our sample. Columns (i) through 
(v) in the table report the results using pooled-OLS under different specifications. The 
final two columns show results for the Within-Group (WG) and the GMM system 
approaches. We present the results sequentially in order to explore the causes behind 
the potential change of sign in the coefficient of the energy variables. For ease of 
exposition, we do not include here the set of controls used along Tables 2.a-2.c, but we 
do distinguish between conventional and frontier renewables sources. 

First, unconditionally, the correlation between per capita GDP (in logs) and consumption 
of renewables (in logs) is positive. Moreover, its elasticity is 4.5%, somewhat lower than 
the average found in previous papers (Table B.1). Moreover, when regional fixed effects 
are included in the regression, this positive correlation is maintained, although the 
elasticity lowers to just 0.74%. Conditional on both time and regional fixed effects 
(column (iii)), the coefficient of renewables becomes negative and significant, in line 
with our results in Tables 2.a-2.c (the elasticity is -1%). 

Secondly, when energy intensity is included in the regression (now in log levels, column 
(iv)), the coefficient of renewables becomes more negative and more significant. Thus, 
part of the positive correlation initially observed between the consumption of 
renewables and GDP per capita owes to a hidden correlation due to fixed effects (time 
and country-specific) and to the energy intensity of each country. Once these factors are 
controlled for, the partial correlation between total renewables and GDP per capita (in 
logarithms) becomes negative. Thus, we attribute the changing result to the omission of 
country and time fixed effects, and also of energy intensity. 

Indeed, the differences could also be attributed to the use of different samples 
(countries and time periods) or the econometric methods used. For example, 

                                                             
21 The four exceptions are India (-0.118), Ukraine (-0.162), the United States (-0.072) and Israel (-0.061). 
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Bhattacharya et al. (2016) use top 38 countries according with the Renewable Energy 
Country Attractive Index and estimate the long-run output elasticities. Thus, the model 
is not dynamic and use pooled data and annual observations. Inglesi-Lotz (2016) uses 
annual data for 34 OECD countries from 1990-2010 and performs a long-run 
cointegration analysis with pooled-OLS and fixed effects techniques. Bhattacharya et al. 
(2017) use annual data from 85 developed and developing economies from 1991 to 
2012, using pooled-OLS and system GMM. In this paper, system GMM clearly suffers 
overfitting problem (too-many instruments are used), as the p-value of the Hansen test 
show a value of 1.00. Narayan and Doytch (2017) use a panel of 89 countries from 1971 
to 2011, split into low-income, upper-middle income and high income. They analyze 
short- and long-run effects and distinguish between residential and industrial users of 
renewable. Thus, their results are not fully comparable to our case. 

[Insert Tables B.1 and B.2 about here] 

Appendix C. On the use of lagged energy intensity as explanatory variable 

To save space, we only show the results using system-GMM under specifications M1, 
M2, M3 and using all energy variables.22 In the first three columns, when only the lagged 
level of energy intensity is included (and its growth rate is excluded), the coefficient is 
positive and statistically significant in all cases. However, in the last three columns, when 
both the lagged level and the growth rate of energy intensity are jointly incorporated 
into the regression, both coefficients are negative and statistically significant. This raises 
the caveat that the exclusion of a relevant variable, such as the growth rate of energy 
intensity, could strongly bias the estimation of the lagged energy intensity variable.  

In our sample, we find strong evidence of energy intensity 𝛽-convergence (both absolute 
and conditional). That is, the relationship between energy intensity growth and its 
lagged level is negative and highly significant.23 The key implications of this result are 
summarized in the main text, Section 6.2. 

                                                             
22 In order to overcome the problem of too-many instruments, we use the “collapse” version to limit the 
number of instruments (as in the fourth column in Table 2.c.). 
23 We consider time dummies in both cases. Results do not change significantly when time fixed effects 
are excluded. Using pool-OLS (absolute convergence), the 𝛽-convergence result is: 

∆𝐸𝐼n,$ = 𝛼 − 0.0343
(0.0029) lnu𝐸𝐼n,$E4y + 𝜀n,$,  

and for Within-Group estimates (conditional convergence): 

𝐸𝐼n,$ = 𝛼n − 0.0945
(0.0049) lnu𝐸𝐼n,$E4y + 𝑣n,$.  

Figures into parenthesis represent standard deviations, thus both coefficients are statistically significant 
at the 1% significance level. These two regressions imply yearly rates of convergence for energy 
intensity of 3.4% (absolute) and 9.5% (conditional), larger than those often obtained for real GDP. For 
instance, in our sample, the regression for absolute convergence for GDP produces a coefficient of -
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[Insert Table C.1. about here] 

Appendix D. On heterogeneity across regions, income and time 

First, in Table C.1, we differentiate the following regions: Europe (we include dummies 
for Eastern EU countries), America, Asia-Pacific, and sub-Saharan Africa.24 Second, in 
Table C.2, we differentiate between time periods and explore whether the energy-
growth correlation has been affected by the oil price crisis of mid 80s (i.e., we distinguish 
between before and after 1985). Finally, in Table C.3, we complete this analysis trying 
to account for the degree of development of countries according to the Word Bank 
classification: low and lower-middle income countries, upper-middle income and high-
income countries (both OECD and non-OECD); we show also results for OECD countries. 
In all cases, we use system GMM estimation, as we did in Table 2.c and Table 3.25 

[Insert Tables D.1, D.2 and D.3 about here] 

Appendix E. On the use of alternative control variables 

We consider a set of variables taken from the political risk module of the International 
Country Risk Database (ICRD). An index of control of corruption (corruption); in this case, 
the higher the index value is, the lower corruption is. An index of democratic 
accountability (democracy); that is, whether there are free and fair elections and the 
degree of government’s accountability. Finally, an index of government stability 
(stability); which measures both of the government’s ability to carry out its declared 
program(s) and its ability to stay in office.26 We also consider the Polity2 variable (from 
the Polity IV project), whose score captures the regime authority spectrum ranging from 
-10 (hereditary monarchy) to +10 (consolidated democracy). For the model with Polity2, 
we also consider private investment (gross fixed capital formation) as a share of GDP (as 
in Barro, 2000). Table E.1 presents results concerning additional institutional indicators 
as control variables in the regression. 

[Insert Table E.1 about here] 

  

                                                             
0.0009, which is not significant, while under fixed effects the coefficient is -0.0443, significant at the 1% 
level. Thus, the evidence of convergence is stronger for energy intensity than for per capita GDP.  
24 Sample sizes widely differ across regions. Given that system-GMM estimation can be affected by small 
samples, we aggregate those regions with smaller sample size. Thus, we aggregate American region with 
Asia-Pacific countries (labeled as ASP). 
25 When we differentiate by region or income levels, system-GMM estimate usually present an 
overfitting (too many instruments), which reduces the power of the hypothesis testing (for instance, the 
p-value in the Hansen test tends to be very close to one in all cases). For this purpose, we limit our 
instruments to no more than 2-3 lags and, simultaneously, we need to collapse the matrix of 
instruments. 
26 https://www.prsgroup.com/explore-our-products/countrydata-online/  
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Figure 1: Facts on income, energy intensity, and renewable sources. 
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