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The increasing preclinical and clinical utilization of digital cameras for photographic measurements of tissue
conditions motivates the study of reflectance measurements obtained with planar illumination. We examine
herein a formula that models the total diffuse reflectance measured from a semi-infinite medium using an
exponentially decaying source, assuming continuous plane wave epi-illumination. The model is validated with
experimental reflectance measurements from tissue mimicking phantoms. The need for adjusting the blood
absorption spectrum due to pigment packaging is discussed along with the potential applications of the proposed
formulation. © 2014 Optical Society of America
OCIS codes: (170.3660) Light propagation in tissues; (110.4234) Multispectral and hyperspectral imaging; (170.6935)

Tissue characterization.
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Optical endoscopy is a critical bio-optical method for the
diagnosis and management of gastrointestinal conditions
and the surgical treatment of various diseases including
cancer. Recent interest in fluorescence molecular imag-
ing (FMI) for detection in endoscopic [1] and surgical
applications [1,2] further leads to an increasing use of
epi-illumination optical imaging in clinical applications.
The optical contrast generated in color endoscopy is

due to anatomical features and due to the variation of
tissue optical properties. Conversely, in FMI, contrast
is generated via the preferential accumulation of an
extrinsically administered fluorescent agent to the site
of disease. In this case, the fluorescence signals collected
depend on the agent concentration in the diseased tissue,
the depth of the diseased tissue from the imaged surface,
and the tissue optical properties. The collection of color
images to capture optical property variation and compen-
sate for their influence on the fluorescence signal has
been considered as a method to improve FMI accuracy
[3–5]. Both in color endoscopy and in FMI, images are
acquired using high-resolution digital cameras [6]. These
cameras operate in planar mode, i.e., collecting images
emitted back from tissue after tissue illumination with
a planar light field.
Herein we sought an analytical formulation that

models the dependence of epi-illumination measure-
ments on the underlying tissue optical properties. Such
a model is useful to better understand the collected
images and provide a forward model for simulation
purposes.
Different methods have been already proposed for de-

scribing the light collected from tissue in epi-illumination
mode, including Monte Carlo simulations or analytical
solutions. Monte Carlo approaches are versatile but tend
to be computationally expensive and impractical for
time-efficient calculations. Alternatively, a set of analyti-
cal solutions were proposed by Farrell et al. [7], but only
for wave and point source illumination, which accounted
for an exponentially decaying source (a contribution that

in radiative transport theory is termed the reduced inten-
sity, equivalent to Beer’s-law [8]). Those formulas has
been extensively used in most spatially resolved reflec-
tance measurements (either with a single fiber probe
[9], a pair of source-detector probes [10] for single spec-
trum measurement, or with more pairs [11], or CCD cam-
era pixels as detectors [12] in “imaging” applications) for
the determination of optical properties or for elucidating
responses from structured illumination patterns [13].
Due to the fact that, to the best of our knowledge, most
fluorescence or reflectance measurements have been
performed with the use of point sources, the plane wave
solution of Farrell has thus received very little attention.

In this work, we employed an alternative expression of
Farrell’s plane wave formula that introduces plane wave
illumination with an exponentially decaying source in or-
der to account for homogeneous or planar illumination
scenarios. Derived in the spatial frequency domain, this
formulation includes the contribution of the reduced in-
tensity to the diffuse intensity [8], and the absorption
dependence on the diffusion coefficient [14]. This new
formulation allows the inclusion of arbitrary source
profiles without the need to resort to the extrapolated
boundary condition, thus maintaining the exponentially
decaying contribution [15]. In this way, the proposed ex-
pression is more versatile and can be used for application
with arbitrary illumination distributions, once its validity
is proven against Monte Carlo simulations and Farrell’s
derivation for the source profiles considered by the lat-
ter. Importantly we opted to validate its performance in
the visible and to examine whether it could be employed
for measurements in color endoscopy, i.e., using cameras
in the visible light spectrum. This theoretical study was
followed by experimental measurements from phantoms.
In order to account for the reduced intensity contribu-
tion, we introduce an exponentially decaying source. As-
suming illumination with a plane wave, the flux Jdet that
traverses outward from diffusive medium into a nonscat-
tering medium is defined by the boundary condition at
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the interface z � 0 as (see [16] for a detailed derivation)

Jdet�z � 0� � U�z � 0�
α

; (1)

with α representing the boundary coefficient, which
accounts for the difference in refractive indices (note
that α � 2 in the index-matched case), and U represents
the average intensity (in Watts∕cm2) at the interface and
accounts for the diffusive contribution. If we now take
into account an exponentially decaying intensity due
to the reduced intensity contribution inside the diffusive
medium and consider the effect of the boundary condi-
tion shown above, we may obtain, after a straightforward
but lengthy derivation (see [15], Chap. 7 and 8), an
expression for the average intensity as

U�z � 0� � NA2S0μ
0
s

2
���������
Dμa

p 1

μ0s � μa �
������������
μa∕D

p 2αD������������
D∕μa

p
� αD

;

(2)

where NA is the numerical aperture of the lens, S0 is the
power per area that reaches the diffusive medium (in
Watts∕cm2), μa and μ0s are the absorption and reduced
scattering coefficients, respectively, and D is the diffu-
sion coefficient, which we will define as

D � 1
3�μ0s � aμa�

; (3)

with a representing a coefficient, which accounts for the
absorption dependence of the diffusion coefficient
following [17]. Typical values of a range from 0.2 to
0.5. Since S0 represents the power that reaches the
diffusive medium, we may account for the power lost
to specular reflection and express S0 in terms of the total
power per area incident on the interface as

S0 � �1 − Rair→n0�S�inc�; (4)

where Rair→n0 � �nair − n0∕nair � n0�2 is the reflectance
going from air into the diffusive medium of index of re-
fraction n0, and S�inc� is the total power per area incident
on the interface. Regrouping terms and introducing these
relations, we may rewrite the expression for the detected
flux as

Jdet�z � 0� � �1 − Rair→n0�S�inc�μ0s
���������
Dμa

p
�
�μ0s � μa�

���������
Dμa

p � μa
��

1� α
���������
Dμa

p � : (5)

Note that this expression assumes a numerical aperture
of our detector of NA � 1. As expected, if the semi
infinite diffusive medium is nonabsorbing (i.e., μa � 0)
the total flux reflected would be Jdet�z � 0� �
�1 − Rair→n0�S�inc�.
We compared Eq. (5) and the Farrell formulation in [7]

to a Monte Carlo simulation using the algorithm in
[18,19]. In simulations, we assumed a model for
steady-state light transport in multilayer tissue [20].
The comparisons assumed typical optical properties
for tissue in the visible as previously described [21]. In

particular, the simulation was computed for absorption
coefficient μa values in the range of 0.1–10 cm−1 and
reduced scattering coefficient μ0s values in the range of
4–16 cm−1. We assumed that the spectral dependence
of μa resembled that of blood for different levels of oxy-
genation varying from 0 to 100%. The spectral depend-
ence of μs assumed Mie scattering, i.e., μs � a � λ−b,
with b∼2.3. A value of ntissue � 1.33 was used as the re-
fractive index of tissue and g values corresponding to In-
tralipid 10%, according to Flock et al. were utilized [22].
The comparison revealed similar performance for the
two analytical equations, resulting in a maximum root-
mean-square (RMS) error of 0.69% across the entire
visible wavelength range. The RMS error between the
epi-illumination
predictions offered between Eq. (5) and the Monte Carlo
calculation was somewhat larger, resulting in ∼2.76%,
which nevertheless demonstrated good agreement.

Due to the agreement observed between analytical and
numerical computation, we focused primarily on investi-
gating the agreement between Eq. (5) and experimental
measurements. Multispectral reflectance images of aque-
ous phantoms were acquired with the system shown in
Fig. 1(a). The multispectral imaging system mainly
consists of a monochromatic camera Luca R (Andor
Technology plc, Belfast, UK) employing a 25-position fil-
ter-wheel manufactured by Cairn-Research (Kent, UK)
and a custom-made casing. 10 nm narrowband filters
from Chroma Technology Co. (Bellows Falls, USA) were
employed for each waveband of interest [as shown in
Fig. 1(b)]. Optical detection was through a Z16 APO A
lens (Leica Microsystems GmbH, Wetzlar, Germany) with
1× objective, while white light illumination was provided
by a halogen lamp (KL2500, Schott AG, Mainz, Germany).
Image acquisition was automated with a custom-
developed Labview program (National Instruments,
USA), while MATLAB (Ver 2013a Mathworks, USA)
was used for data preview and postprocessing.

System calibration was performed in order to compen-
sate for wavelength-dependencies of the camera system.
First, dark images were acquired with exposure times
that were identical to the epi-illumination images
collected. The dark images were subtracted from all
the epi-illumination images collected to eliminate DC

Fig. 1. (a) System schematic. (b) System response (mean
measurement from diffuse standard before correction). (c) com-
parison of measured reflection intensity (solid lines) and
documented spectra (dashed lines) of a Macbeth chart.

3920 OPTICS LETTERS / Vol. 39, No. 13 / July 1, 2014



offsets. Every epi-illumination image collected through
one of the bandpass filters was divided by a correspond-
ing epi-illumination image [mean values shown in
Fig. 1(b)] obtained with the same filter, exposure time,
and aperture from a diffuse reflectance standard (Ocean
Optics, USA), under identical illumination conditions.
This division was applied to compensate for filter and
illumination specific gains and losses. Figure 1(c) shows
the results of the spectral calibration.
The aqueous tissue mimicking phantoms measured

consisted of rabbit blood (with the addition of anticlot-
ting agent) with concentrations in the 0.5%–1.94% range
using a 0.18% titration step and Intralipid (Sigma-Aldrich,
USA) with concentrations in the 0%–5.8% range with a
0.6% titration step. The blood/intralipid solutions were
placed in cylinders of ∼2 cm radius and ∼2.5 cm depth.
Since the solution was exposed to air and was well mixed
to be as homogeneous as possible before imaging, the
hemoglobin is assumed to be fully oxygenated. To com-
pare the experimental results with the output of the pro-
posed formulation [Eq. (5)], we used the absorption
spectrum of blood from Oregon Medical Laser Center
database (http://omlc.ogi.edu/spectra/) and Intralipid’s
reduced scattering coefficient as documented in [22].
Figure 2 plots predictions of Eq. (5) against the exper-

imental results collected. It is observed that Eq. (5)
accurately predicts the experimental measurements
with a mean error of 4.5%, smaller than 10% for all
the optical property combinations and across all wave-
lengths (Fig. 2).
Although the mismatch observed between experimen-

talmeasurements and theoretical predictionswas small, a
noticeable correlation with the spectral dependence of
hemoglobin extinction coefficients was observed [as seen
in Fig. 2(c)]. Accordingly, we investigated the possible
sources of error, including a pipetting error and variance

of expected hemoglobin concentration in the blood. A
reasonable explanation that matched our experimental
result is in the discussion by Finley [23], regarding the
alteration of reflectance spectra of samples containing
red blood cells due to pigment packaging effects. Figure 3
compares the blood absorption spectrum as extracted by
the fitting of our experimental data with the value given
from the formula presented in [22] using the values
reported by the authors. This led to significant improve-
ment in matching between experimental measurements
and theoretical predictions. Figure 3(b) shows the spectra
obtained after incorporating this blood absorption
spectrumcorrection factor (fixed for all the bloodconcen-
trations we used) in the formula. Correspondingly, an
evenly distributed mean error of 3.9% (12% decrease
of error compared with the 4.5% of the uncorrected data)
across thewhole physiological range of optical properties
in the visible wavelengths was found (Fig. 3).

The corrected Eq. (5) demonstrates good agreement
with experimental results, pointing to an accurate
analytical approach for modeling color CCD camera mea-
surements obtained in epi-illumination mode. The results
further imply that despite the diffusion equation approx-
imations, which are better matched in the NIR, the use of
Eq. (5) can be efficiently applied in the visible.

Overall, Eq. (5) is a new theoretical formulation of dif-
fuse reflectance, which, in contrast to solutions derived
in the past, incorporates arbitrary exponentially decaying
sources and describes noncontact planar wave imaging,
as performed by clinical cameras. We investigated the

Fig. 2. (a), (b) Comparison of experimental measurements
(stars) with theoretical spectral predictions (lines with circles
for different blood (a) and Intralipid (b) concentrations. (c) Box
plot of the mean error per wavelength for all concentrations
(red points: outliers, whiskers: minimum/maximum excluding
outliers, box: 25% quartiles; red line: mean value). (d) Mean er-
ror per concentration across wavelength (color change from
blue to red corresponds to increasing blood concentration).

Fig. 3. (a) Comparison of documented and experimentally
measured effect of pigment packaging. (b) Absolute error %
for all measurements. Marker size: Intralipid conc., marker
color (from blue to red): Increasing blood conc. The red
horizontal plane thresholds the 10% error.
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validity of this formula in modeling responses in the
visible range and found it appropriate for predicting
epi-illumination measurements for varying optical prop-
erties, especially when a correction factor that accounts
for pigment packaging effects is incorporated. We further
compared Eq. (5) with the existing models and document
minor mismatches. Equation (5) therefore provides
straightforward implementation for modeling plane
wave measurements in the visible range in a quantitative
manner and can be used to better interpret measure-
ments obtained by clinical systems in the visible as well.
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