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Chapter  13

1. INTRODUCTION TO MULTIMODAL 
INTERFACES

With the advances of speech, image and video 
technology, human-computer interaction (HCI) 
has reached a new phase, in which multimodal 
information is a key point to enhance the com-

munication between humans and machines. Unlike 
traditional keyboard- and mouse-based interfaces, 
multimodal interfaces enable greater flexibility 
in the input and output, as they permit users to 
employ different input modalities as well as to 
obtain responses through different means, for 
example, speech, gestures and facial expressions. 
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ABSTRACT

Multimodal systems have attained increased attention in recent years, which has made possible important 
improvements in the technologies for recognition, processing, and generation of multimodal informa-
tion. However, there are still many issues related to multimodality which are not clear, for example, the 
principles that make it possible to resemble human-human multimodal communication. This chapter 
focuses on some of the most important challenges that researchers have recently envisioned for future 
multimodal interfaces. It also describes current efforts to develop intelligent, adaptive, proactive, por-
table and affective multimodal interfaces.
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This is especially important for users with special 
needs, for whom the traditional interfaces might 
not be suitable (McTear, 2004; López-Cózar & 
Araki, 2005; Wahlster, 2006).

In addition, the widespread use of mobile 
technology implementing wireless communica-
tions such as personal digital assistants (PDAs) 
and smart phones enables a new type of advanced 
applications to access information. As the number 
of ubiquitous, connected devices continues to 
grow, the heterogeneity of client capabilities and 
the number of methods for accessing information 
services also increases. As a result, users can 
effectively access huge amounts of information 
and services from almost everywhere and through 
different communication modalities.

Multimodality has been traditionally addressed 
from two perspectives. On the one hand, human-
human multimodal communication. Within this 
area we can find in the literature studies con-
cerned with speech-gesture systems (Catizone et 
al., 2003), semiotics of gestures (Radford, 2003; 
Flecha-García, 2010), structure and functions of 
face-to-face communication (Bailly et al., 2010), 
emotional relations (Cowie & Cornelius, 2003; 
Schuller et al., 2011), and intercultural variations 
(Endrass et al., 2011; Edlung et al., 2008). On the 
other hand, human-machine communication and 
interfaces. Topics of interest in this area include, 
among others, talking faces, embodied conversa-
tional agents (Cassell et al., 2000), integration of 
multimodal input, fission of multimodal output 
(Wahlster, 2003), and understanding of signals 
from speech, text, and visual images (Benesti et 
al., 2008).

This chapter focuses on some of the most im-
portant challenges that researchers have recently 
envisioned for future multimodal interfaces. It 
describes current efforts to develop intelligent, 
adaptive, proactive, portable and affective mul-
timodal interfaces. All these concepts are not 
mutually exclusive, for example, the system’s 
intelligence can be concerned with the system’s 

adaptation enabling better portability to different 
environments.

There are different levels in which the system 
can adapt to the user (Jokinen, 2003). The simplest 
one is through personal profiles in which the users 
have static choices to customize the interaction 
(e.g., whether they prefer a male or female system’s 
voice), which can be further improved by clas-
sifying users into preference groups. Systems can 
also adapt to the users’ environment, for example, 
Ambient Intelligence (AmI) applications such as 
ubiquitous proactive systems. The main research 
topics are the adaptation of systems to different 
expertise levels (Haseel & Hagen, 2005), knowl-
edge (Forbes-Riley & Litman, 2004), and special 
needs of users. The latter topic is receiving a lot 
of attention nowadays in terms of how to make 
systems usable by handicapped and elderly people 
(Heim et al., 2007; Batliner et al., 2004; Langner 
& Black, 2005), and how to adapt them to user 
features such as age, proficiency in the interaction 
language (Raux et al., 2003) or expertise in using 
the system (Haseel & Hagen, 2005).

Despite their complexity, these characteristics 
for the design of user centred multimodal interfaces 
are to some extent rather static, i.e., they are usu-
ally gathered a priori and not during the dialog, 
and thus they are not used to dynamically adapt 
the multimodal interface at some stage in the in-
teraction. There is another degree of adaptation in 
which the system not only adapts to the messages 
conveyed during the interaction, but also to the 
user’s intentions and emotional states (Martinovski 
& Traum, 2003; Prendinger et al., 2003). It has 
been demonstrated that many breakdowns in man-
machine communication could be avoided if the 
machine was able to recognize the emotional state 
of the user and responded to it more sensitively, 
for instance, by providing more explicit feedback 
if the user is frustrated. Emotional intelligence not 
only includes the ability to recognize the user’s 
emotional state, but also the ability to act on it 
appropriately (Salovey & Mayer, 1990).
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To deal with all these important topics re-
quired for the design of adaptive and user-centred 
interactive multimodal interfaces, this chapter 
is organized as follows. Section 2 provides an 
overview on the main architectures and toolkits 
available for the development of such systems. 
Section 3 describes the main principles involved 
in the development of multimodal interfaces which 
are adaptive to the user’s location and activities 
without requiring explicit user inputs. The section 
also provides examples of multimodal systems 
implemented to incorporate such contextual 
information, and discusses various aspects con-
cerned with emotion recognition and affective 
responsivity of multimodal systems. Section 4 
describes our work related to the development of 
interactive multimodal interfaces. Finally, Section 
5 presents the conclusions and outlines possibili-
ties for future research directions.

2. DEVELOPMENT OF 
MULTIMODAL INTERFACES: 
ARCHITECTURES AND TOOLKITS

Multimodal interfaces involve several user senses 
simultaneously during the communication with 
the computer. We are particularly interested in 
systems which employ voice as a relevant com-
munication modality for the input and output (Griol 
et al., 2008; Callejas & López-Cózar, 2008a). In 
this section we provide an overview on the main 
architectures and development toolkits available 
for the development of such systems.

Multimodal dialogue systems can be defined as 
computer programs designed to interact with users 
similarly as human beings would do, using more 
or less interaction modalities depending on their 
complexity (McTear, 2004; López-Cózar & Araki, 
2005). These programs are employed for a number 
of applications, including tutoring (Forbes-Riley 
& Litman, 2011), entertainment (Ibrahim & Jo-
hansson, 2002), command and control (Stent et 
al., 1999), healthcare (Beveridge & Fox, 2006), 

call routing (Paek & Horvitz, 2004) and retrieval 
of information about a variety of services, for ex-
ample, weather forecasts (Maragoudakis, 2007), 
apartment rental (Cassell et al., 1999) and travels 
(Huang et al., 1999). A detailed classification of 
these systems using different criteria (languages, 
domains, functionalities, interaction degrees, in-
put and output modalities, etc.) can be found in 
López-Cózar and Araki (2005) and McTear (2004).

2.1. Approaches to 
Incremental Development

In order to develop usable multimodal interfaces, 
it is necessary to take the user perspective into 
account from the early stages in the development 
cycle. The system-in-the-loop technique is based 
on the fact that software systems improve cycli-
cally by means of user interactions. For example, 
the performance of a speech-based multimodal 
interface can be improved by means of analyses 
of sentences previously uttered by users. If modi-
fications are needed in the design of the system, 
the technique is employed again to obtain new 
experimental results. These steps (collection of 
data and test of system) are repeated until the sys-
tem designers are satisfied with the performance. 
Among others, Van de Burgt et al. (1996) used this 
technique to implement the SCHISMA system. In 
particular, the technique was used to collect user 
utterances and analyse them in order to improve 
the performance of the system.

It is possible to collect user utterances from an 
early design of the system using the Wizard of Oz 
(WOz) technique, in which a human Wizard plays 
the role of the computer in a human-computer inter-
action (Fraser & Gibert, 1991). The users are made 
to believe that they interact with a computer but 
actually they interact with the Wizard, who decides 
the system’s responses considering the current 
design planned for the interface. Salber and Coutaz 
(1993) discussed some requirements of WOz for 
multimodal systems. They indicated that a mul-
timodal system is more complex to simulate than 
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a system based on speech only, which increases 
the task complexity and the bandwidth necessary 
for the simulation. For multimodal interaction, 
the authors suggested to employ a multi-wizard 
configuration, which requires properly organis-
ing the work of several wizards. A platform for 
multimodal WOz experiments must have a high 
performance and flexibility, and should include 
a tool to retrieve and manipulate data collected 
during the experiments.

2.2. From Speech to Multimodality

The implementation of multimodal systems is a 
complex task in which a number of technologies 
are involved, including signal processing, pho-
netics, linguistics, natural language processing, 
affective computing, graphics and interface design, 
animation techniques, telecommunications, soci-
ology and psychology. The complexity is usually 
addressed by dividing the implementation into 
simpler problems, each associated with a system’s 
module that carries out specific functions. Usually, 
this division is based on the traditional architecture 
of spoken dialogue systems: automatic speech 
recognition (ASR), spoken language understand-
ing (SLU), dialogue management (DM), natural 
language generation (NLG) and text-to-speech 
synthesis (TTS).

ASR is the process of obtaining a sentence 
(text string) from a voice signal (Rabiner & 
Huang, 1993). It is a very complex task given the 
diversity of factors that can affect the input, basi-
cally concerned with the speaker, the interaction 
context and the transmission channel. Different 
applications demand different complexity on the 
speech recognizer. Cole et al. (1997) identified 
eight parameters that allow an optimal tailoring 
of the recognizer: speech mode, speech style, 
dependency, vocabulary, language model, perplex-
ity, signal-to-noise ratio (SNR) and transduction. 
Nowadays, general-purpose ASR systems are usu-
ally based on Hidden Markov Models (HMMs) 
(Rabiner & Juang, 1993).

SLU is the process of extracting the semantics 
from a text string (Minker, 1998). It generally 
involves employing morphological, lexical, syn-
tactical, semantic, discourse and pragmatic knowl-
edge. In a first stage, lexical and morphological 
knowledge allow dividing the words in their con-
stituents distinguishing lexemes and morphemes. 
Syntactic analysis yields a hierarchical structure 
of the sentences, whereas the semantic analysis 
extracts the meaning of a complex syntactic struc-
ture from the meaning of its constituents. There are 
currently two major approaches to carry out SLU: 
rule-based (Mairesse et al., 2009) and statistical 
(Meza-Ruiz et al., 2008), including some hybrid 
methods (Liu et al., 2006).

DM is concerned with deciding the next ac-
tion to be carried out by the dialogue system. 
The simplest dialogue model is implemented as 
a finite-state machine, in which machine states 
represent dialogue states and the transitions be-
tween states are determined by the user’s actions. 
Frame-based approaches have been developed to 
overcome the lack of flexibility of the state-based 
dialogue models, and are used in most current 
commercial systems. For complex application 
domains, plan-based dialogue models can be used. 
They rely on the fact that humans communicate 
to achieve goals, and during the interaction, the 
humans’ mental state might change (Chu et al., 
2005). Currently, the application of machine-
learning approaches to model dialogue strategies 
is a very active research area (Griol et al., 2008; 
Williams & Young, 2007; Cuayáhuitl et al., 2006; 
Lemon et al., 2006).

NLG is the process of obtaining texts in natu-
ral language from a non-linguistic representation 
of information. It is usually carried out in five 
steps: content organization, content distribution 
in sentences, lexicalization, generation of refer-
ential expressions and linguistic realization. The 
simplest approach uses predefined text messages 
(e.g., error messages and warnings). Although 
intuitive, this approach is very inflexible (Re-
iter, 1995). The next level of sophistication is 
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template-based generation, in which the same 
message structure can be produced with slight 
differences. This approach is used mainly for 
multi-sentence generation, particularly in applica-
tions where texts are fairly regular in structure, 
such as business reports (Reiter, 1995). Phrase-
based systems employ what can be considered 
generalized templates at the sentence level (in 
which case the phrases resemble phrase structure 
grammar rules), or at the discourse level (in which 
case they are often called text plans) (Elhadad & 
Robin, 1996). Finally, in feature-based systems, 
each possible minimal alternative of expression 
is represented by a single feature to obtain the 
maximum level of generalization and flexibility 
(Oh & Rudnicky, 2000).

TTS synthesizers transform text strings into 
acoustic signals. A TTS system is composed of 
two parts: front-end and back-end. The front-end 
carries out two major tasks. Firstly, it converts text 
strings containing symbols such as numbers and 
abbreviations into their equivalent words. This 
process is often called text normalization, pre-
processing or tokenization. Secondly, it assigns a 
phonetic transcription to each word, which requires 
dividing and marking the text into prosodic units, 
i.e., phrases, clauses, and sentences. The back-end 
(often referred to as the synthesizer) converts the 
words in text format into sound. Concatenative 
synthesis employs pre-recorded units of human 
voice that are put together to obtain words. It 
generally produces the most natural synthesized 
speech; however, differences between variations 
in speech and in the nature of the automated tech-
niques for segmenting the waveforms sometimes 
result in audible glitches.

Once the speech-based response of the system 
has been designed, it is possible to gradually in-
corporate other modalities. In order to do so, it is 
important to design a fusion module to combine 
information chunks provided by different input 
modalities of a multimodal interface. The result 
is a data structure that enables the multimodal 
system in handling different information types 

simultaneously. Using this data structure, the 
system’s dialogue manager can decide what to do 
next. A number of methods have been proposed to 
represent the combined data. For example, Faure 
and Julia (1993) employed Triplets, which are 
a syntactic formalism to represent multimodal 
events in the form: (verb, object, location). The 
authors found this method very useful to repre-
sent speech information combined with deictic 
information generated by means of gestures. Allen 
(1995) proposed to use semantic structures called 
frames. The information from each modality was 
interpreted separately and transformed into frames, 
the slots which determined the parameters of the 
action to be made. Frames contain partial informa-
tion if some slots are empty. During the fusion the 
frames are combined, fulfilling the empty slots. 
For example, Lemon et al. (2006a) used frames to 
combine multimodal information in a multimodal 
interface that provided information about hotels, 
restaurants and bars in a town. XML-based lan-
guages are other method to represent multimodal 
information. For example, Wahlster et al. (2001) 
used an XML-based language called M3L to 
represent all the information flows between the 
processing components of the SmartKom system.

2.3. Architectures for the Design 
of Multimodal Interfaces

It is important to properly select the architecture to 
be used for implementing a multimodal interface, 
since it should allow further enhancement or port-
ing it from one application domain to another. We 
can find in the literature a number of architectures 
to implement multimodal interfaces.

Galaxy Communicator is a distributed, 
message-based, hub-centred architecture (Seneff 
et al., 1998), in which the main components are 
interconnected by means of client-server con-
nections. This architecture has been used to set 
up, among others, the MIT’s Voyager and Jupiter 
systems (Glass et al., 1995; Zue et al., 2000).
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The Open Agent Architecture (OAA) archi-
tecture was designed to ease the implementation 
of agent-based applications, enabling intelligent, 
cooperative, distributed, and multimodal agent-
based user interfaces (Moran et al., 1997). The 
agents can be developed in several high-level 
languages (e.g., C or Java) and platforms (e.g., 
Windows and Solaris). The communication with 
other agents is possible using the Interagent Com-
munication Language (ICL). The cooperation and 
communication between the agents is carried out 
by means of an agent called Facilitator. Several 
authors have used this architecture to implement 
multimodal interfaces for a variety of application 
domains, including map-based tourist information 
(Moran et al., 1997), interaction with robots (Bos 
et al., 2003), and control of user movements in a 
2D game (Corradini & Samuelsson, 2008).

The blackboard architecture was released 
considering principles of Artificial Intelligence. 
Its name denotes the metaphor of a group of expert 
people who work together and collaboratively 
around a blackboard to solve a complex problem. 
All the resources available are shared by the 
agents. Each agent can collaborate, generate new 
resources and use resources from other agents. A 
Facilitator agent controls the resources and acts as 
intermediary among the agents which compete to 
write on the blackboard, taking into account the 
relevance of the contribution of each agent. This 
architecture has been used to implement a number 
of multimodal interfaces (Raux & Eskenazi, 2007; 
Huang et al., 2007).

R-Flow is an extensible XML-based architec-
ture for multimodal interfaces (Li et al., 2007). It 
is based on a recursive application of the Model-
View-Controller (MVC) design. The structure 
is based on three layers: modality independent 
dialogue control, synchronization of logical mo-
dalities and physical presentation. Each one is 
codified in different XML-based languages. For 
example, State-Chart XML (SCXML) is used for 
dialogue control, whereas SMIL (Synchronized 
Multimedia Integration Language) and EMMA 

(Extensible Multimodal Interface Language) (Li 
et al., 2006) are used for modality synchronization 
and interpretation.

In addition to the architectures discussed above, 
which are amongst the most employed, it is pos-
sible to find other architectures in the literature. 
For example, Leßmann and Wachsmuth (2003) 
used the classical architecture Perceive-Reason-
Act for the design of a multimodal interface. The 
Perceive module handles the input information, 
which is collected by auditory, tactile and visual 
sensors. The Act module generates the output 
information. Actions can be carried out by means 
of either deliberative or reactive behaviour. 
The component for deliberative behaviour uses 
knowledge about the domain, which is updated by 
perceptions, and generates intentions employing 
a plan library, which represents what the agent 
wants to do next. The second way of generating 
an action is by means of the reactive behaviour, 
which is reserved for actions that do not need 
deliberation, for example, making the agent ap-
pear more lifelike.

Following a different approach, Wei and Rud-
nicky (2000) proposed an architecture based on 
a task decomposition and an expectation agenda. 
The agenda is a list of topics represented by 
handlers. A handler encapsulates the knowledge 
necessary for interacting with the user about a 
specific information slot. The agenda defines a 
“plan” for carrying out a specific task, which is 
represented as a specific order of handlers.

2.4. Tools for the Development 
of Multimodal Systems

This section describes a number of tools and 
standards for developing multimodal systems 
that we consider relevant for this chapter. The 
discussion includes tools such as HTK, CSMU 
Sphinx, CMU SLM, NLTK, and standards such 
as VoiceXML, among others.

The Hidden Markov Model Toolkit (HTK) 
is free software for building and using Hidden 
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Markov Models (HMMs), which was developed 
by Cambridge University (Young et al., 2000). 
In the community of multimodal interfaces this 
software is primarily used for ASR, but it also has 
been used for a number of applications including 
speech synthesis, character recognition and DNA 
sequencing. It consists of a set of libraries and tools 
that provide facilities for speech analysis, HMM 
training, testing, and results analysis. The software 
supports HMMs using both continuous density 
mixture Gaussians and discrete distributions and 
can be used to build complex HMM systems.

CMU Sphinx (Lee et al., 1990) is an ASR 
system developed at the Carnegie Mellon Uni-
versity. There are several versions of it (Sphinx 
2 - 4), each including an acoustic model trainer 
(SphinxTrain). The recogniser can deal with con-
tinuous, speaker-independent speech using HMMs 
and n-gram language models. Sphinx 2 focuses 
on real-time recognition suitable for speech-based 
applications and uses a semi-continuous represen-
tation for acoustic modelling. Sphinx 3 adopted 
the prevalent continuous HMM representation and 
has been used primarily for high-accuracy, non-
real-time recognition. Sphinx 4 is written entirely 
in Java with the goal of providing a more flexible 
framework for research. PocketSphinx has been 
designed to run in real time on handhelds and be 
integrated with live applications. There is also a 
number of proprietary software for ASR, including 
AT&T WATSON, Windows speech recognition 
system, IBM ViaVoice, Microsoft Speech API, 
Nuance Dragon NaturallySpeaking, MacSpeech, 
Loquendo ASR and Verbio ASR.

The Carnegie Mellon Statistical Language 
Modeling Toolkit (CMU SLM) is a set of Unix 
tools designed to facilitate language modelling 
(Rosenfeld, 1995). The toolkit allows processing 
corpora of data (text strings) in order to obtain 
word frequency lists and vocabularies, word 
bigram and trigram counts, bigram and trigram-
related statistics and a number of back-off bigram 

and trigram language models. Using these tools 
it is also possible to compute statistics such as 
perplexity, out-of-vocabulary words (OOV) and 
distribution of back-off cases.

The Natural Language Toolkit (NLTK) (Bird 
et al., 2008) is a suite of libraries and programs 
for symbolic and statistical natural language pro-
cessing for the Python programming language. 
Other tools include Phoenix, designed by the 
Carnegie Mellon University in combination with 
the Helios confidence annotation module (Ward 
& Issar, 1994), and Tina, developed by the MIT 
and based on context free grammars, augmented 
transition networks, and lexical functional gram-
mars (Seneff, 1989).

The Center for Spoken Language Understand-
ing (CSLU) at the Oregon Health and Science 
University developed a graphical tool called CSLU 
Toolkit for the design of dialogue managers based 
on finite-state dialogue models (McTear, 1998). 
The toolkit includes tools for working with audio, 
display, speech recognition, speech generation, 
and animated faces.

The AT&T FSM library is a set of Unix tools 
for building, combining and optimizing weighted 
finite-state systems (Mohri, 1997). Some systems 
based on finite states were created under the SUN-
DIAL (Müller & Runge, 1993) and SUNSTAR 
projects (Nielsen & Baekgaard, 1992).

VoiceXML is the W3C’s standard XML format 
for specifying interactive voice dialogues between 
humans and computers (McGlashan et al., 2004). 
The language is the result of the joint efforts of 
several companies and institutions (AT&T, IBM, 
Lucent, Motorola, etc) which make up the so-called 
VoiceXML Forum. The language has been de-
signed to ease the creation of multimodal dialogue 
systems employing audio, ASR, speech synthesis 
and recording, and mixed-initiative dialogues.

The W3C’s Speech Interface Framework 
defines other standards related to VoiceXML, 
including:
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• SRGS (Speech Recognition Grammar 
Specification),

• SISR (Semantic Interpretation for Speech 
Recognition),

• PLS (Pronunciation Lexicon Specification), 
and

• CCXML (Call Control eXtensible Markup 
Language).

SALT (Speech Application Language Tags) 
is also an XML based markup language that is 
used in HTML and XHTML pages to add ASR 
to web based applications. Multimodality us-
ing this language is possible in different ways: 
keyboard, speech, keypad, mouse and/or stylus. 
XHTML+Voice (X+V) is a new technology that 
combines XHTML and voice-based interfaces 
on small devices, such as PDAs and tablets. This 
technology uses web standards such as ECMAS-
cript and JavaScript.

TRINDIKIT is a toolkit for building and 
experimenting with information states (TRIN-
DIConsortium, 2001). The term information 
state means, roughly, the information stored 
internally by a system, in this case a dialogue 
system. A dialogue move engine (DME) updates 
the information state on the basis of observed 
dialogue moves and selects appropriate moves 
to be performed. Apart from proposing a general 
system architecture, TRINDIKIT also specifies 
formats for defining information states, update 
rules, dialogue moves, and associated algorithms. 
It further provides a set of tools for experimenting 
with different formalizations of information-state 
implementations, rules, and algorithms.

The Galatea Toolkit (Shin-ichi et al., 2003) is 
an open-source software for the development of 
anthropomorphic animated multimodal agents. 
The toolkit comprises four fundamental modules 
for ASR, speech synthesis, face animation, and 
dialogue control, which can be used to set up 
multimodal dialogue systems.

HephaisTK is a toolkit for rapid prototyping 
of multimodal interfaces that uses SMUIML, a 
simple mark-up language for describing human-
machine multimodal interaction and integration 
mechanisms (Dumas et al., 2010). This toolkit 
includes the exploration and assessment of dif-
ferent fusion mechanisms applied to data coming 
from different human-computer interaction means, 
such as speech, gesture or ink-based applications.

WebSphere Everyplace Multimodal Environ-
ment and WebSphere Multimodal Toolkit, from 
IBM, enable to integrate graphical and voice 
interaction in a single application.

The WAMI toolkit (Gruenstein et al., 2008) 
provides a framework for developing, deploy-
ing, and evaluating Web-Accessible Multimodal 
Interfaces in which users interact using speech, 
mouse, pen, and/or touch. The toolkit uses modern 
web-programming techniques, enabling the devel-
opment of browser-based applications available 
on a wide array of Internet-connected devices. 
Several sophisticated multimodal applications 
have been developed using the toolkit, which can 
be used by means of desktop, laptop, tablet PCs 
and mobile devices.

The Multi-Modal Interface Designer (MMID) 
provides a combination of visual and speech-based 
interaction. The main way of interaction with the 
toolkit is vocal: speech-recognition and TTS. 
However, it includes an additional visual modality.

Festival (Clark et al., 2004) is a C++ general 
multi-lingual speech synthesis system developed 
at Centre for Speech Technology Research (CSTR) 
at the University of Edinburgh. It is distributed 
under a free software license and offers a number 
of APIs as well as an environment for develop-
ment and research on speech synthesis. Supported 
languages include English, Spanish, Czech, Finn-
ish, Italian, Polish and Russian. An alternative 
is FreeTTS (Walker et al., 2002), another open 
source speech synthesis system written entirely 
in Java. It allows employing markers to specify 
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when speech generation should not be interrupted, 
to concatenate speech, and to generate speech 
using different voices. There are also many com-
mercial systems for TTS like Cepstral, Loquendo 
TTS and Kalliope.

Xface (Balci, 2005) is an open source toolkit 
for generating and animating 3D talking heads. The 
toolkit relies on MPEG-4 Facial Animation Pa-
rameters (FAPs) and a keyframe-based rendering 
which uses the SMIL-Agent scripting language. 
The toolkit is multi-platform as it can be compiled 
with any ANSI C++ standard compliant compiler.

The CSLR’s Conversational Agent Toolkit 
(CAT) (Cole et al., 2003) provides a set of mod-
ules and tools for research and development of 
advanced embodied conversational agents. These 
modules include an audio server, the Sonic speech 
recognition system, and the Phoenix natural lan-
guage parser. The CU Animate toolkit (designed 
for research, development, control and real time 
rendering of 3D animated characters) is used for 
the design of the facial animation system.

The Microsoft Agent toolkit (Walsh & Meade, 
2003) includes animated characters, TTS engines, 
and speech recognition software. It is preinstalled 
in several versions of MS Windows and can be 
easily embedded in web pages and Office appli-
cations with VBScript. Microsoft also provides 
tools to create new agents, such as the Agent 
Character Editor.

Maxine (Seron et al., 2006) is an open source 
engine for embodied conversational agents devel-
oped by the University of Zaragoza (Spain). The 
agents created with this tool can interact with the 
user by means of text, voice, mouse and keyboard. 
The agents can gather information from the user 
and the environment (noise level in the room, 
position of the user to establish visual contact, 
image-based estimate of the user’s emotional 
state, etc.), and are able to render emotional states 
that vary with the relationship that they establish 
with the user.

3. ADAPTIVE MULTIMODAL 
INTERFACES

Nowadays, we are surrounded by technology: 
mobile devices, wearable computing, smart en-
vironments and ambient intelligence applications 
provide new ubiquitous computing capabilities 
for which multimodal interfaces are in most 
cases essential (Nihei, 2004; Truong & Dustdar, 
2009; Strauss & Minker, 2010). In this section 
we describe the main principles involved in the 
development of multimodal interfaces for this 
pervasive paradigm, highlighting the importance 
of the adaptivity of the interface.

Adaptivity refers to several aspects in dialogue 
systems. Novice users and experienced users may 
want the interface to behave completely differ-
ently, for example to have system-initiative instead 
of mixed-initiative. An example of the benefits of 
adaptivity in the interaction level can be found in 
Seneff et al. (2007). The processing of context is 
essential to achieve this adapted behaviour and 
also cope with the ambiguities derived from the 
use of natural language. For instance, context 
information can be used to resolve anaphoric 
references, to take into account the current user 
position as a data to be used by the system, or 
to decide the strategy to be used by the dialogue 
management module by taking into account spe-
cific user preferences.

3.1. The Role of Context 
in the Interaction

Although there is not a complete agreement on 
the definition of context information, the most 
widely accepted is the one proposed by Dey and 
Abowd (2000): “Any information that can be 
used to characterize the situation of an entity (...) 
relevant to the interaction between a user and an 
application, including the user and the application 
themselves”. As can be observed from this defini-
tion, any information source can be considered 
context as long as it provides knowledge relevant 
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to handle the communication between the user 
and the system.

Kang et al. (2008) differentiate two types 
of context: internal and external. The former 
describes the user state (e.g., communication 
context and emotional state), whereas the latter 
refers to the environment state (e.g., location and 
temporal context). Most of studies in the literature 
focus only on external context. However, it is 
very important to combine both types of context 
information to provide a personalized and mean-
ingful interaction which takes into account both 
the users’ current location and their preferences 
(Strauss & Minker, 2010).

In the literature, there are several approaches 
developing mobile and context aware systems such 
as platforms, frameworks and multimodal applica-
tions for offering context-aware services. These 
applications include location-based services, e.g., 
suggesting points or events of interest taking 
place near the user’s current location (Poslad et 
al., 2001). Other types of context information are 
device profiles, user preferences, user’s activities 
and interactions, devices, and the network status. 
These types of context play an important role when 
context is used to support adaptation in service/
task selection (Prezerakos et al., 2007; Truong 
et al., 2008).

Context information is usually gathered from 
a wide variety of sources, which produces hetero-
geneity in terms of quality and persistence. This 
is why some authors distinguish between static 
context, which deals with invariant features, and 
dynamic context, that is able to cope with informa-
tion that changes (Henricksen et al., 2002). The 
frequency of such changes is very variable and 
can deeply influence the way dynamic context 
is obtained and shared. It is reasonable to obtain 
largely static context directly from users, and fre-
quently changing context from indirect means such 
as sensors. To share context some authors have 
develop tools that make the transfer of contextual 
information transparent to the interface, which can 
be placed at a higher level of abstraction. This has 

been addressed for example by using web services 
(Keidl & Kemper, 2004).

An important issue to be considered is which 
language and model is best suited to describe 
context. A number of methods have been proposed 
to create these models, from the simple key-value 
method (in which a variable contains the actual 
context), to tagged encoding approaches (which 
uses context profiles to enable modelling and 
processing context recursively, and to employ 
efficient context retrieval algorithms), and ob-
ject oriented models (which have the benefits 
of encapsulation and reusability). UML, XML, 
RDF, and OWL-based representations are also 
widely used because they are considered open and 
interoperable. In existing context-aware systems, 
XML is already used widely for modelling and 
implementing context information.

Regarding context storage techniques, rela-
tional databases are frequently employed to store 
context information in context aware systems out 
of the web services domain (Naguib et al., 2001; 
Henricksen et al., 2002). A number of formalisms 
have been defined to represent the information 
of the user interaction captured by the sensors 
in the environment. Many multimodal dialogue 
systems typically employ the semantic repre-
sentation based on the concept of dialogue acts 
(DA) (Stolcke et al., 2000). A DA represents the 
meaning of the user and system utterances (e.g., 
question, answer, response, etc.). User’s DAs are 
usually represented by frames (Minsky, 1975). A 
frame is a structure for representing a concept or 
situation. Each concept in a domain has usually 
associated a group of attributes (slots) and values. 
Recently, machine-learning approaches have been 
applied to create simple statistical user models 
trainable on existing human-computer dialogue 
data, which provide more dynamism to compute 
internal context (Eckert et al., 1998; Georgila et 
al., 2005; Schatzmann et al., 2007).

The performance of a dialogue system highly 
depends on context information. In fact, the result 
of the interaction can be completely different 
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depending on the environment conditions (e.g., 
people speaking near the system, noise generated 
by other devices) and user skills. In the literature 
we can find different methodologies to take into 
account contextual information for adapting the 
different modules of a dialogue system. In Pargellis 
et al. (2004) a profile manager is integrated in a 
spoken dialogue system to code the user prefer-
ences about services and modify the dialogue 
structure by taking them into account. In different 
dialogue systems, users’ skills and preferences 
are also used to personalize the interaction, set 
the system initiative, and select specific prompts 
and modalities (Minker et al., 2004; Seneff et 
al., 2007).

3.2. The Role of Affect

One of the main research objectives of multimodal 
systems is to achieve human-like communication 
between people and machines. This eliminates the 
need for keyboard and mouse in favour of more 
intuitive ways of interaction, such as natural lan-
guage, thus leading to a new paradigm in which 
technologies can be accessed by non-expert users 
or handicapped people.

However, multimodal human-computer inter-
action is still not comparable to human dialogue. 
One of the reasons for this is that human interaction 
involves exchanging not only explicit content, but 
also implicit information about the affective state 
of the interlocutor. Systems that make use of such 
information are described as incorporating affec-
tive computing as they emulate human emotional 
intelligence as they are able to recognize, interpret, 
manage and/or generate emotions. The concept of 
emotional intelligence was introduced in Salovey 
and Mayer (1990) to denote “the subset of social 
intelligence that involves the ability to monitor 
one’s own and others’ feelings and emotions, to 
discriminate among them and to use this informa-
tion to guide one’s thinking and actions”. Salovey 
and Mayer proposed a model that identified four 
different factors of emotional intelligence: the 

perception of emotion, the ability reason using 
emotions, the ability to understand emotion and 
the ability to manage emotions. According to 
Salovey and Mayer, the four branches of their 
model are “arranged from more basic psycho-
logical processes to higher, more psychologically 
integrated processes.” For example, the lowest 
level branch concerns abilities of perceiving and 
expressing emotion.

To endow multimodal interfaces with affective 
computing capabilities makes it possible to recog-
nize the user’s emotions and adapt the interface 
functionalities to better accomplish his require-
ments, thus partly simulating the four branches of 
human emotional intelligence mentioned. Stern 
(2003) also provides empirical evidence that if a 
user encounters a virtual character that seems to 
be truly emotional, there is also a potential to form 
emotional relationships with each other. Emotion 
recognition has been used in Human Computer 
Interaction (HCI) systems for several purposes. 
In some application domains it is necessary to 
recognize the affective state of the user to adapt 
the systems to it or even change it. For example, 
in emergency services (Bickmore & Giorgino, 
2004) or intelligent tutors (Ai et al., 2006), it is 
necessary to know the users’ emotional state to 
calm them down, or to encourage them in learning 
activities. However, there are also some applica-
tions in which emotion management is not a central 
aspect, but contributes to the better functioning of 
the system as a whole. In these systems emotion 
management can be used to resolve stages of the 
dialogue that cause negative emotional states, as 
well as to avoid them and foster positive ones 
in future interactions (Burkhardt et al., 2005). 
Furthermore, emotions are of interest not just for 
their own sake, but also because they affect the 
explicit message conveyed during the interaction: 
they change peoples’ voices, facial expressions, 
gestures, speed of speech, etc. This is usually ad-
dressed as “emotional colouring” and can be of 
great importance for the interpretation of the user 
input. For example, Wahlster (2006) use emotional 
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colouring in the context of the SmartKom system 
to detect sarcasm and thus tackle false positive 
sentences.

Additionally, the similarity-attraction principle 
states that users have a better attitude toward 
agents which exhibit a personality similar to their 
own. Thus, personality plays a very important 
role on how users assess multimodal interfaces 
and their willingness to interact with them. In the 
same way as humans understand other humans’ 
behaviour and react accordingly to it in terms of 
the observation of everyday behaviour (Lepri et 
al., 2009), the personality of the system can be 
considered as a relatively stable pattern that af-
fects its emotion expression and behaviour and 
differentiates it from other multimodal interfaces 
(Xiao et al., 2005).

Emotion recognition for multimodal interfaces 
is usually treated as a classification problem in 
which the input is the user last response (voice, 
facial expressions, body gestures…) and the out-
put is the most probable emotional state. Many 
different machine learning classifiers have been 
employed for emotion recognition and frequently 
the final emotion is decided considering the re-
sults of several of these classification algorithms 
(López-Cózar et al., 2008). Some of the classifiers 
most widely used are K-nearest neighbours (Lee 
& Narayanan, 2005), Hidden Markov Models 
(Pitterman & Pitterman, 2006; Ververidis & 
Kotropoulos, 2006), Support Vector Machines 
(Morrison, Wang, & Silva, 2007), Neural Net-
works (Morrison, Wang, & Silva, 2007; Callejas 
& López-Cózar, 2008) and Boosting Algorithms 
(Sebe et al., 2004; Zhu & He, 2008).

Emotion recognition can be carried out with 
invasive and non invasive methods. Invasive 
methods are based on physiological measures 
like breathing rate or conductivity of skin (Picard, 
1997). One of the most widespread methods 
consists in measuring the galvanic skin response 
(GSR) as there is a relationship between the 
arousal of emotions and changes in GSR (Lee et 
al., 2005). Some other methods are EMG, which 

measures facial muscles (Mahlke, 2006), heart 
rate or more recently the usage of brain images 
(Critchley et al., 2005). Non invasive methods 
are usually based on audio and video. On the one 
hand, audio emotion recognition can be carried out 
from the acoustic information or from linguistic 
information. Speech is deeply affected by emo-
tions: acoustic, contour, tone, voice quality and 
articulation change with different emotions, a 
comprehensive study of those changes is presented 
in Cowie et al. (2001). Language information 
deals with linguistic changes depending on the 
emotional state of the user. For this purpose the 
technique of word emotional salience has gained 
remarkable attention. This measure represents 
the frequency of apparition of a word in a given 
emotional state or category and it is calculated 
from a corpus of user-system interactions (Lee et 
al., 2005). On the other hand, video recognition 
usually pays attention to facial expression, body 
posture and movements of the hands; a summary 
of all these features can be found in Picard and 
Daily (2005). Other authors emphasize that emo-
tions are influenced by cultural and social settings 
and defend an “interactional approach” (Boehner 
et al., 2007) to be considered along with physi-
ological, audio or video measures.

Due to its benefits and huge variety of ap-
plications, affective computing has become an 
outstanding research topic in the field of HCI, and 
numerous important international and interdisci-
plinary related projects have appeared. Some of 
the latest are, to mention just a few:

• MEGA (Camurri et al., 2004): Its purpose 
was the modelling and real-time analysis, 
synthesis, and networked communica-
tion of expressive and emotional content 
in non-verbal interaction (e.g., music or 
dance) by multi-sensory interfaces, from a 
multimodal perspective.

• NECA (Gebhard et al., 2004): Its purpose 
was the creation of multi-user and multi-
agent virtual spaces populated by affec-
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tive conversational agents able to express 
themselves through synchronised emotion-
al speech and non-verbal expression.

• VICTEC (Hall et al., 2005): Its purpose 
was the development of a toolkit that sup-
ports the creation of believable synthetic 
characters in a virtual environment who 
establish credible and empathic relations 
with children.

• NICE (Corradini et al., 2005): Its purpose 
was to foster universal natural interac-
tive access, in particular for children and 
adolescents, by developing natural, fun 
and experientially rich communication be-
tween humans and embodied historical and 
literary characters.

• HUMAINE (Cowie & Schröder, 2005): 
Its purpose is to lay the foundations for 
European development of systems that 
can register, model and influence human 
emotional and emotion-related states coor-
dinating efforts to come to a shared under-
standing of the issues involved.

• COMPANIONS (Wilks, 2006): Its pur-
pose is the creation of companions: per-
sonalized, conversational interface to the 
Internet that knows its owner, on a range 
of platforms, indoor and nomadic, based 
on integrated high-quality research in 
multi-modal human-computer interfaces, 
intelligent agents, and human language 
technology.

4. EXAMPLES OF MULTIMODAL 
DIALOGUE SYSTEMS

In this section we describe the interactive mul-
timodal interfaces which we have developed 
covering some of the issues described in the 
previous sections.

4.1. The Mayordomo Multimodal 
Dialogue System

Mayordomo (Ábalos et al., 2010) is a multimodal 
dialogue system developed in our laboratory 
which aims to centralize the control of appliances 
in a home. Specifically, users can employ either 
spontaneous speech or a traditional GUI interfaces 
based on keyboard and mouse. The system has 
been designed to operate in an AmI environment 
in order to ease the interaction. For example, 
Mayordomo can find out the room in which the 
user is at any time through RFID devices. This 
information is then used to optimize the dialogue 
with the user, thus ridding him off about providing 
unnecessary information. Mayordomo also allows 
parental control of some appliances in order to 
restrict the interaction with them. For instance, 
parents can forbid that children watch TV after 10 
p.m. The system administrator has privileges to 
perform special actions, for example, installing and 
uninstalling appliances and handling the parental 
control. The system creates a log of all actions 
carried out within the environment by any user.

To provide spoken interaction, we used Win-
dows Vista Speech Recognition (WVSR). This 
package includes both the engine for ASR and 
the engine for TTS. Windows Vista includes two 
development tools for programmers: SAPI 5.3 
(Speech API) and System.Speech (.NET Frame-
work 3.0 namespace). To implement the system we 
employed System.Speech as it is oriented mainly 
to programming languages for Microsoft .NET. 
Each appliance has an associated configuration 
file that allows the user to control it orally.

Speech understanding is based on what we 
have noted as an “action”. In our application 
domain, an action consists of four fields of data: 
room, appliance, attribute, and value. Using these 
four elements, the system can execute a particular 
order on an appliance, or provide the information 
requested by the user. To implement the speech 
understanding process, we employed a method 
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that searches in the recognized sentence for the 
four fields of data in the action concept.

Once the semantic analysis of the sentence is 
finished, the dialogue manager must decide what 
will be the answer to be generated by the system. 
In particular it must determine whether to provide 
the information requested by the user or perform a 
specific action on an appliance. To do this it checks 
if there is information missing in the recognized 
sentence. If there is no data missing and the user 
is requesting information, the dialogue manager 
invokes the module Provide Information, which 
organizes the information to be provided to the 
user in well-formed sentences. The system uses 
speech synthesis (TTS) to communicate verbally 
with the user, employing as input the sentences 
in text format created by the module for sentence 
generation.

The GUI interface designed for Mayordomo 
(Figure 1) includes a status bar, and a text field 
which displays each system’s response. The sta-
tus bar can be very useful in case users want to 
interact with the system in noisy environments 
where understanding the messages generated 
by TTS might be difficult. The interface also 
provides a command prompt that allows users 
to communicate with the system in text format.

A set of tools have been developed to carry 
out the evaluation of the system (Ábalos et al., 
2011). These tools include a corpus of spoken 
sentences, two transcribers, an orthographic and 
a semantic one, and a user simulator. The corpus 
is a set of audio files, spoken sentences recorded 
by users, which our system uses in order to perform 
the actions in the domain to which it is defined. 
Our current corpus design contains two scenarios: 
the scenario to switch on any appliances, called 
scenario 1, and a scenario designed to provide 
only names of rooms, appliances, attributes, val-
ues and actions, called scenario 2. Each of these 
scenarios contains 75 sentences divided into three 
sets of 25 sentences. Currently, our corpus contains 
1500 sentences recorded: half of them, 750 sen-
tences, are from scenario 1 and the other half are 

from scenario 2, that is, there have been recorded 
10 whole set of sentences for each scenario. The 
collaboration of fifteen volunteers has been in-
dispensable for recording and obtaining this 
corpus.

The orthographic automatic transcriber is a 
module that receives an audio file (.wav) of our 
corpus and creates a text file (.txt) with the same 
name, whose content is the orthographic transcrip-
tion of the audio spoken sentence. The text file 
created is extremely important in the evaluation 
of the dialogue system because it contains the 
sentence designed of the scenario, without any 
recognition errors, i.e., the correct sentence. The 
semantic automatic transcriber module, which 
works as a semantic analyser, receives as input 
the text file containing a sentence created with 
the corpus automatic transcriber, and creates a 
text file with the same name as the input text file.

The user simulator is basically an additional 
dialogue system which automatically interacts 
with the dialogue system to assess, represent-
ing in this way the behaviour of a real user. The 
simulator uses the files which contains the corpus 
in order to create dialogues and interacting with 
the dialogue system as if it were a user, with goals 
and answering to questions which are made by 
the dialogue system. Through this simulation, the 
dialogue system receives as input spoken sentences 
previously recorded by users, with the advantage 
of considering real phenomenon which appear in 
speech recognition. Several steps are followed 
to implement the interaction between the user 
simulator and the dialog system: i) Determine 
the purpose of the interaction with the dialogue 
system; ii) Choose the file to be used as a user’s 
turn in the dialogue; iii) Speech recognition; iv) 
Dialogue management and sentence generation; 
v) Next dialogue turn or end of interaction.

These tools have been applied to the specific 
case of Mayordomo dialogue system. In particular, 
the contributions allow us to assess the dialogue 
system using two approaches. To perform an over-
all evaluation of the system, the user simulator tool 
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has been developed. Meanwhile, to accomplish 
an evaluation of the individual components of the 
dialogue system (in our case, speech recognizer, 
natural language understanding and dialogue man-
ager), the automatic transcribers and a number of 
secondary tools to calculate statistical measures 
have been elaborated. With these tools, measures 
obtained are Word Accuracy, Keyword Accuracy, 
Sentence Understanding, Sentence Recognition, 
Task Completion and Implicit Recovery. These 
measures allow us to obtain experimental results 
from which to draw conclusions, for instance, 
which components of the dialogue system must 
be improved.

In order to perform an overall evaluation of 
Mayordomo, the user simulator has been applied 
to our corpus. The simulation result is shown in 
Table 1. In this case, Microsoft Speech Recog-

nizer 8.0 for Windows (American English) is the 
recognizer used in the simulation. 1000 dialogues 
have been generated with sentences recorded of 
our corpus of which 4751 sentences recorded have 
been correctly analyzed whereas there have been 
263 sentences with recognition errors.

The number of completed dialogues is 274 so 
task completion is 27.4% which means that in 
three of every four cases the dialogue does not 
end satisfactorily. The reason is that sentence 
recognition rate (SR) and sentence understanding 
rate (SU) are not quite good because of the rec-
ognition errors. In fact, sentences from scenario 
2 are names of appliances, rooms, attributes and 
values. Therefore, these spoken sentences are 
quite short (only a word or two) and in case there 
is any recognition error, the speech recognizer 
finds them difficult to understand. If we want to 

Figure 1. GUI interface of the Mayordomo system
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improve our dialogue system we must take into 
account these shortages. For example, we could 
change the speech recognizer engine and evaluate 
the dialogue system again to compare results and 
to find the speech recognizer which one is ap-
propriate for our system.

4.2. An Academic Assistant in 
the SecondLife Virtual World

The stunning increase in the amount of time 
people are spending socializing online is creating 
new ways of communication and cooperation. 
With the advances in the so-called Web 2.0, 
virtual worlds have grown dramatically over the 
last decade. These worlds or “metaverses” are 
computer-simulated multimodal environments in 
which humans, through their avatars cohabit with 
other users. Traditionally, virtual worlds have had 
a predefined structure and fixed tasks that the user 
could carry out. However, social virtual worlds 
have emerged to emphasize the role of social 

interaction in these environments, allowing the 
users to determine their own experiences.

We decided to use Second Life (SL) as a tes-
tbed for our research for several reasons. Firstly, 
because it is one of the most popular social virtual 
worlds available: its population is nowadays of 
millions of enthusiastic residents from around the 
world. Secondly, because it uses a sophisticated 
physics engine which generates very realistic 
simulations including collision detection, vehicle 
dynamics and animation look & feel, thus making 
the avatars and the environment more credible 
and similar to the real world. Thirdly, because 
SL’s capacity for customization is extensive and 
encourages user innovation and participation, 
which increases the naturalness of the interactions 
that take place in the virtual world.

We have developed a conversational metabot 
(Griol et al., 2010) that facilitates academic in-
formation (courses, professors, doctoral studies 
and enrolment) in SL based on the functionalities 
provided by a previously developed dialogue 
system (Callejas & López-Cózar, 2008a). Fig-
ure 2 shows the architecture developed for the 
integration of conversational metabot both in 
the Second Life and OsGrid virtual worlds. The 
conversational agent that governs the metabot is 
outside the virtual world, using external servers 
that provide both data access and speech recogni-
tion and synthesis functionalities.

The speech signal provided by the text to 
speech synthesizer is captured and transmitted to 
the voice server module in Second Life (SLVoice) 
using code developed in Visual C#. NET and the 
SpeechLib library. This module is external to the 
client program used to display the virtual world 
and is based on the Vivox technology, which uses 
the RTP, SIP, OpenAL, TinyXPath, OpenSSL and 
libcurl protocols to transmit voice data. We also 
use the utility provided by Second Life lipsynch 
to synchronize the voice signal with the lip move-
ments of the avatar. In addition, we have inte-
grated a keyboard emulator that allows the 
transmission of the text transcription generated 

Table 1. Simulation results obtained for the May-
ordomo system 

Analyzed Sentences 4751

Recognition Errors 263

Sentence Recognition Rate (SR)

Sentence Recognition 28,23%

Correctly Recognized 1341

Sentence Understanding Rate (SU)

Sentence Understanding Rate 17,7%

Correctly Understood 841

Implicit Recovery (IR)

Implicit Recovery Rate 0,91%

Not recognized sentences but understood 43

Task Completion (TC)

Total of dialogues 1000

Finished dialogues 274

Task completion 27,4%

Word Accuracy (WA) 24,86%

Keyword Accuracy (KWA) 24,86%
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by the conversational avatar directly to the chat 
in Second Life. The system connection with the 
virtual world is carried out by using the libOpen-
Metaverse library. This .Net library, based on the 
Client /Server paradigm, allows accessing and 
creating three-dimensional virtual worlds, and it 
is used to communicate with servers that control 
the virtual world of Second Life.

Speech recognition and synthesis are per-
formed using the Microsoft Speech Application 
Programming Interface (SAPI), integrated into the 
Windows Vista operating system. To enable the 
interaction with the conversational bot in Spanish 
using the chat in Second Life, we have integrated 
synthetic voices developed by Loquendo. Using 
this architecture user’s utterances can be easily 
recognized, the transcription of these utterances 

can be transcribed in the chat in Second Life, and 
the result of the user’s query can be communicated 
using both text and speech modalities. To do this, 
we have integrated modules for the semantic 
understanding and dialogue management imple-
mented for the original dialogue system, which are 
based on grammars and VoiceXML files. Figure 3 
shows the developed metabot providing informa-
tion about tutoring hours of a specific professor.

A set of 150 dialogs was acquired with the 
conversational metabot by means of its interaction 
with students and professors of our university. 
Figure 4 shows an example of a dialog extracted 
from this corpus and translated from Spanish to 
English. Turns with S refer to system turns, and 
turns with U refer to user turns.

Figure 2. Architecture designed for the development of the conversational metabot
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We considered the following measures for the 
evaluation:

1.  Dialog success rate (%success). This is the 
percentage of successfully completed dia-
logs in which the metabot provides the cor-
rect information to each one of the required 
questions.

2.  Average number of turns per dialog (nT).
3.  Confirmation rate (%confirm). It was com-

puted as the ratio between the number of 
explicit confirmations turns (nCT) and the 
number of turns in the dialog (nCT/nT).

4.  Average number of corrected errors per 
dialog (nCE). This is the average of errors 
detected and corrected by the dialog man-
ager of the conversational metabot. We have 
considered only those errors that modify the 
values of the attributes and that could cause 
the failure of the dialog.

5.  Average number of uncorrected errors per 
dialog (nNCE). This is the average of errors 
not corrected by the dialog manager. Again, 
only errors that modify the values of the at-
tributes are considered.

6.  Error correction rate (%ECR). The percent-
age of corrected errors, computed as nCE/ 
(nCE + nNCE).

The results presented in Table 2 show that 
the developed conversational can interact cor-
rectly with the users in most cases, achieving a 
success rate of 94%. The dialog success depends 
on whether the system provides the correct data 
for every objective defined in the scenario. The 
analysis of the main problems detected in the 
acquired dialogs shows that, in some cases, the 
system did not detect that the user wanted to finish 
the dialog. A second problem was related to the 
introduction of data with a high confidence value 

Figure 3. Conversational metabot developed to interact in virtual worlds (dialogue in the Spanish 
original version)
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due to errors generated by the automatic speech 
recognizer that were not detected by the dialog 
manager. However, the evaluation confirms a good 
operation of the approach since the information is 
correctly provided by the metabot in the majority 
of cases, as it is also shown in the value of the 
error correction rate.

In addition, we have already completed a 
preliminary evaluation of this functionality of the 
conversational metabot based on questionnaire 
to assess the students’ subjective opinion about 
the metabot performance. The questionnaire had 
10 questions: i) Q1: State on a scale from 1 to 5 
your previous knowledge about new technologies 
for information access.; ii) Q2: How many times 

have you accessed virtual worlds like Second 
Life?; iii) Q3: How well did the metabot under-
stand you?; iv) Q4: How well did you understand 
the messages generated by the metabot?; v) Q5: 
Was it easy for you to get the requested informa-
tion?; vi) Q6: Was the interaction rate adequate?; 
vii) Q7: Was it easy for you to correct the metabot 
errors?; viii) Q8: Were you sure about what to say 
to the system at every moment?; ix) Q9: Do you 
believe the system behaved similarly as a human 
would do?; x) Q10: In general terms, are you 
satisfied with the metabot performance?

The possible answers for each one of the 
questions were the same: Never, Seldom, Some-
times, Usually, and Always. All the answers were 

Figure 4. Example of a dialog acquired with the interaction of the system with real users

Table 2. Results of the objective evaluation of the conversational metabot 

%success nT %confirm %ECR nCE nNCE

Conversational Metabot 94% 11.6 28% 93% 0.89 0.06

Table 3. Results of the subjective evaluation of the conversational metabot (1=worst, 5=best evaluation) 

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

Average Value 4.6 2.8 3.6 3.8 3.2 3.1 2.7 2.3 2.4 3.3

Maximum Value 5 3 4 5 5 4 3 3 4 4

Minimal Value 4 1 2 3 2 3 2 2 1 3
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assigned a numeric value between one and five 
(in the same order as they appear in the question-
naire). Table 3 shows the average, minimal and 
maximum values for the subjective evaluation 
carried out by a total of 15 students from one of 
the groups in the subject.

From the results of the evaluation, it can be 
observed that students positively evaluates the 
facility of obtaining the data required to fulfill the 
complete set of objectives of the proposed in the 
exercises defined for the subject, the suitability 
of the interaction rate during the dialog. The sets 
of points that they mention to be improved include 
the correction of system errors and a better clari-
fication of the set of actions expected by the 
platform at each time.

5. CONCLUSION AND FUTURE 
RESEARCH DIRECTIONS

The development of multimodal systems is a very 
active research topic. The design and performance 
of these systems is very complex, not only because 
of the complexity of the different technologies 
involved, but also because of the required inter-
connection of very heterogeneous components. 
In this chapter we have provided an overview of 
the most representative architectures, techniques 
and toolkits available for the development of such 
systems. We have paid special attention to context 
adaptation as a key aspect of these systems, and 
provided examples of the multimodal dialogue 
systems developed in our lab that cover the is-
sues discussed.

For future research additional work is needed 
in several directions to make these systems more 
usable by a wider range of potential users. For 
example, the development of emotional conver-
sational agents represents a promising field of 
research, as emotions play a very important role 
in the rational decision-making, perception and 

human-to-human interaction. Also a very inter-
esting trend are multimodal social systems which 
rely on the fact that in real settings people do not 
only speak about topics concerned with the task 
at hand, but also about other topics, especially at 
the beginning of the conversation, for example, 
weather conditions, family or current news. Hence, 
additional efforts must be made by the research 
community in order to make conversational 
agents more human-like employing dialogue 
strategies based on this kind of very genuine hu-
man behaviour.
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KEY TERMS AND DEFINITIONS

Affective Computing: Interdisciplinary field 
of study concerned with developing computational 
systems which are able to understand, recognize, 
interpret, synthesize, predict and/or respond to 
human emotions.

Automatic Speech Recognition (ASR): 
Technique to determine the word sequence in a 
speech signal. To do this, this technology first 
detects basic units in the signal, e.g., phonemes, 
which are then combined to determine words.

Context Information: Any information that 
can be used to characterize the situation of an 
entity relevant to the interaction between a user 
and an application, including the user and the 
application themselves (Dey & Abowd, 2000).

Dialogue Management (DM): Iimplementa-
tion of the “intelligent” behaviour of the conver-
sational system. It receives some sort of internal 
representation obtained from the user input and 
decides the next action the system must carry out.

Fission of Multimodal Information: Op-
posite to the fusion operation, chooses the output 
to be produced through each output modality and 
coordinates the output across the modalities in 
order to generate a system response appropriately 
for the user.

Fusion of Multimodal Information: Op-
eration that combines the information chunks 
provided by the diverse input modules of the 
conversational agent in order to obtain a better 
understanding of the intention of the user.

Natural Language Generation (NLG): 
Creation of messages in text mode, grammatical 
and semantically correct, which will be either 
displayed on screen or converted into speech by 
means of text-to-speech synthesis.
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Second Life: A three dimensional virtual world 
developed by Linden Lab in 2003 and accessible 
via the Internet.

Speech Synthesis: Artificial generation of 
human-like speech. A particular kind of speech 
synthesis technique is called Text-To-Speech 
synthesis (TTS), the goal of which is to transform 
into speech of any input sentence in text format.

Spoken Language Understanding (SLU): 
Technique to obtain the semantic content of the 
sequence of words provided by the ASR module. 
It must face a variety of phenomena, for example, 
ellipsis, anaphora and ungrammatical structures 
typical of spontaneous speech.

Virtual World/Environment: Synthetic en-
vironment which resembles real world or can be 
perceived as a real world by their users.

VoiceXML: Standard XML-based language 
to access web applications by means of speech.

Wizard of Oz (WOz): Technique that uses 
a human called Wizard to play the role of the 
computer in a human-computer interaction. The 
users are made to believe that they interact with 
a computer but actually they interact with the 
Wizard.

XHTML+Voice (X+V): XML-based lan-
guage that combines traditional web access using 
XHTML and speech-based access to web pages 
using VoiceXML.


