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1. INTRODUCTION

Technological advances currently reached by com-
puters and mobile devices allow their use to access 
information and a number of services. In addition, 
users want to access these services anywhere and 
anytime in a natural, intuitive and efficient way. 
Speech-based interfaces have become one of the 

main options to facilitate this kind of communica-
tion as it is a good solution to the shrinking size 
of mobile devices, eases the communication in 
environments where this access is not possible 
using traditional input interfaces (e.g., keyboard 
and mouse), and facilitates information access for 
people with visual or motor disabilities.

With the advances of speech, image and video 
technology, human-computer interaction (HCI) 
has reached a new phase, in which multimodal 
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information is a key point to enhance the com-
munication between humans and machines. Unlike 
traditional keyboard- and mouse-based interfaces, 
multimodal interfaces enable greater flexibility 
in the input and output, as they permit users to 
employ different input modalities as well as to 
obtain responses through different means, for 
example, speech, gestures, and facial expressions. 
This is especially important for users with special 
needs, for whom the traditional interfaces might 
not be suitable (McTear, 2004; López-Cózar and 
Araki, 2005; Wahlster, 2006).

In addition, the widespread use of mobile 
technology implementing wireless communica-
tions enables a new type of advanced applications 
to access information. As a result, users can ef-
fectively access huge amounts of information and 
services from almost everywhere and through 
different communication modalities.

There is a large variety of applications in which 
spoken dialog systems can be used. One of the 
most wide-spread is providing information on a 
specific topic, such as flight/railway and book-
ing information, tourist and travel information, 
weather forecast, banking systems, or conference 
help (Glass et al., 1995; Zue et al., 2000; Bohus 
and Rudnicky, 2005; Andeani et al., 2006; Callejas 
and López-Cózar, 2008). In some cases, spoken 
interaction can be the only way to access informa-
tion, as, for example when the screen is too small 
to display information (e.g. hand-held devices) or 
when the eyes of the user are busy in other tasks 
(e.g. driving) (Mattasoni et al., 2002; Jokinen et 
al., 2004; Weng et al., 2006). Spoken interaction is 
also useful for remote control devices and robots, 
especially in smart environments (Lemon et al., 
2001; Montoro et al., 2006; Ábalos et al., 2006; 
Menezes et al., 2007; Augusto, 2009). Finally, one 
of the most demanding applications for fully natu-
ral and understandable dialogs are virtual agents 
and companions (Hubal et al., 2000; Catizone et 
al., 2003; Corradini et al., 2005).

With the growing maturity of speech technolo-
gies, the possibilities for integrating conversation 

and discourse in e-learning are receiving greater 
attention, including tutoring, question-answering, 
conversation practice for language learners, 
pedagogical agents and learning companions, and 
dialogs to promote reflection and metacognitive 
skills. This chapter focuses on some of the most 
important challenges that researchers have re-
cently envisioned for future multimodal interfaces 
applied to educative purposes. It describes current 
efforts to develop intelligent, adaptive, proactive, 
portable and affective multimodal interfaces. 
All these concepts are not mutually exclusive, 
for example, the system’s intelligence can be 
concerned with the system’s adaptation enabling 
better portability to different environments.

To deal with all these important topics required 
for the design of educative multimodal interfaces, 
this chapter is organized as follows. Section 2 
provides an overview of the main modules and 
functionalities required for the development of 
spoken dialog systems. Section 3 describes the 
main principles involved in the development of 
educative multimodal interfaces. This section 
also provides important examples showing the 
benefits of the integration of this kind of systems 
in educative applications. Section 4 describes our 
work related to the development of educative 
multimodal interfaces describing two systems 
developed to respectively facilitate the access 
to Internet and learn foreign languages. Finally, 
Section 5 presents the conclusions and outlines 
possibilities for future research directions.

2. DIALOG SYSTEMS: MODULAR 
ARCHITECTURE AND PROCESSES

The complexity of the interaction between the 
user and the dialog system can vary and some of 
the previously described components might not be 
used. For example, for a simple menu, semantic 
analysis is not necessary. However, for a conver-
sational companion all the modules must be used 
in order to interpret the user input, take justified 
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decisions on what the system will respond, and 
finally tailor the answer to user needs and expec-
tations. This way, the implementation of multi-
modal dialog systems is a complex task in which 
a number of technologies are involved, including 
signal processing, phonetics, linguistics, natural 
language processing, affective computing, graph-
ics and interface design, animation techniques, 
telecommunications, sociology and psychology. 
The complexity is usually addressed by dividing 
the implementation into simpler problems, each 
associated with a system’s module that carries out 
specific functions. Usually, this division is based 
on the traditional architecture of spoken dialog 
systems: automatic speech recognition (ASR), 
spoken language understanding (SLU), dialog 
management (DM), natural language generation 
(NLG) and text-to-speech synthesis (TTS).

Speech recognition is the process of obtain-
ing a sentence (text string) from a voice signal 
(Rabiner et al., 1996). It is a very complex task 
given the diversity of factors that can affect the 
input, basically concerned with the speaker, the 
interaction context and the transmission channel. 
Different applications demand different complex-
ity on the speech recognizer. Cole et al. (1997) 
identified eight parameters that allow an optimal 
tailoring of the recognizer: speech mode, speech 
style, dependency, vocabulary, language model, 
perplexity, signal-to-noise ratio (SNR) and trans-
duction. Nowadays, general-purpose ASR systems 
are usually based on Hidden Markov Models 
(HMMs) (Rabiner and Juang, 1993).

Spoken Language Understanding is the pro-
cess of extracting the semantics from a text string 
(Minker, 1998). It generally involves employing 
morphological, lexical, syntactical, semantic, dis-
course and pragmatic knowledge. In a first stage, 
lexical and morphological knowledge allow divid-
ing the words in their constituents distinguishing 
lexemes and morphemes. Syntactic analysis yields 
a hierarchical structure of the sentences, whereas 
the semantic analysis extracts the meaning of a 
complex syntactic structure from the meaning of 

its constituents. There are currently two major ap-
proaches to carry out SLU: rule-based (Mairesse 
et al., 2009) and statistical (Meza et al., 2008), 
including some hybrid methods (Liu et al., 2006).

Dialog Management is concerned with de-
ciding the next action to be carried out by the 
dialog system. The simplest dialog model is 
implemented as a finite-state machine, in which 
machine states represent dialog states and the 
transitions between states are determined by the 
user’s actions. Frame-based approaches have been 
developed to overcome the lack of flexibility of 
the state-based dialog models, and are used in 
most current commercial systems. For complex 
application domains, plan-based dialog models 
can be used. They rely on the fact that humans 
communicate to achieve goals, and during the 
interaction, the humans’ mental state might change 
(Chu et al., 2005). Currently, the application of 
machine-learning approaches to model dialog 
strategies is a very active research area (Griol et 
al., 2008; Williams and Young, 2007; Cuayáhuitl 
et al., 2006; Lemon et al., 2006).

Natural language generation is the process of 
obtaining texts in natural language from a non-
linguistic representation of information. It is usu-
ally carried out in five steps: content organization, 
content distribution in sentences, lexicalization, 
generation of referential expressions and linguistic 
realization. The simplest approach uses predefined 
text messages (e.g. error messages and warnings). 
Although intuitive, this approach is very inflexible 
(Reiter, 1995). The next level of sophistication 
is template-based generation, in which the same 
message structure can be produced with slight dif-
ferences. This approach is used mainly for multi-
sentence generation, particularly in applications 
where texts are fairly regular in structure, such 
as business reports (Reiter, 1995). Phrase-based 
systems employ what can be considered general-
ized templates at the sentence level (in which case 
the phrases resemble phrase structure grammar 
rules), or at the discourse level (in which case 
they are often called text plans) (Elhadad and 
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Robin, 1996). Finally, in feature-based systems, 
each possible minimal alternative of expression 
is represented by a single feature to obtain the 
maximum level of generalization and flexibility 
(Oh and Rudnicky, 2000).

Text-to-speech synthesizers transform text 
strings into acoustic signals. A TTS system is 
composed of two parts: front-end and back-end. 
The front-end carries out two major tasks. Firstly, 
it converts text strings containing symbols such as 
numbers and abbreviations into their equivalent 
words. This process is often called text normal-
ization, pre-processing or tokenization. Secondly, 
it assigns a phonetic transcription to each word, 
which requires dividing and marking the text 
into prosodic units, i.e. phrases, clauses, and 
sentences. The back-end (often referred to as the 
synthesizer) converts the words in text format 
into sound. Concatenative synthesis employs pre-
recorded units of human voice that are put together 
to obtain words. It generally produces the most 
natural synthesized speech; however, differences 
between variations in speech and in the nature 
of the automated techniques for segmenting the 
waveforms sometimes result in audible glitches.

3. SPOKEN DIALOG SYSTEMS 
AND EDUCATION

With the growing maturity of conversational 
technologies, the possibilities for integrating con-
versation and discourse in educative applications 
are receiving greater attention, including tutoring 
(Pon-Barry et al., 2006), question-answering 
(Wang et al., 2007), conversation practice for 
language learners (Fryer et al., 2006), pedagogi-
cal agents and learning companions (Cavazza et 
al., 2010), and dialogs to promote reflection and 
metacognitive skills (Kerly et al., 2008).

The design, implementation and strategies of 
dialog systems employed in e-learning applica-
tions vary widely, reflecting the diverse nature of 
the evolving speech technologies. The conversa-

tions are generally mediated through simple text 
based forms (Heffernan, 2002), with users typing 
responses and questions at a keyboard. Some 
systems use embodied dialog systems (Graesser 
et al., 2001) capable of displaying emotion and 
gesture, whereas others employ a simpler avatar 
(Kerly et al., 2008b). Speech output, using text 
to speech synthesis is used in some systems 
(Graesser et al., 2001), and speech input systems 
are increasingly viable (Litman and Silliman, 
2004) (Bos et al., 2002).

According to Roda et al. (Roda et al., 2001), 
enhanced e-learning systems are expected to i) 
accelerate the learning process, ii) facilitate ac-
cess, iii) personalize the learning process, and iv) 
supply a richer learning environment. In addition, 
three main emerging approaches are described to 
integrate dialog systems in learning environments 
at the individual as well as at the group level:

1. 	 Advanced help and learning process facilita-
tion tools;

2. 	 Personal coaches equipped with specific 
domain knowledge;

3. 	 Role-playing actors in simulated experiential 
learning environments.

Dialog systems as advanced help and learning 
process facilitation tools are designed to provide 
an advanced helping service. To do this, they 
integrate structured knowledge models about 
the application domain and the environment. 
Although this kind of systems can be very useful, 
they are usually considered to be annoying and 
not intelligent. Their main limitations are due the 
inability to contextualize the users’ actions within 
the set of possible uses sequences of the computer 
application. This way, the dialog system does 
not have any knowledge related to the user and 
cannot be adapted according to their preferences 
and motivations. In addition, they do not usually 
include dialog functionalities and can only be used 
to solve isolated questions, providing information 
already present in the corresponding manual of 
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the application. This way, these systems do not 
incorporate any learning model. Examples of this 
kind of systems are the Microsoft Conversational 
Agents integrated in the Office desktop applica-
tions, as well as similar agents that are available 
in database applications.

Dialog systems as personal coaches integrate 
information about the domain of the application. 
Systems of this kind are characterized by the 
possibility to represent and continuously update 
information that represents the cognitive and social 
users’ state. The main objective is to guide and 
manage users in the learning process, providing 
suggestions and other interaction functionalities 
not only with the developed application but also 
with the rest of students. To do this, these appli-
cations usually integrate realistic and interactive 
interfaces.

K-Inca is an artificial conversational agent 
designed to help people to adopt knowledge man-
agement practices (Angehrn et. al 2001) (Roda et 
al., 2001). Users’ profiles have been included to 
represent their similarity with a set of predefined 
hierarchic behavior profiles, providing a personal-
ized helping service that takes into account tutoring 
(e.g., providing specific exercises), suggestions 
and stimuli that modify the way in which the 
system interacts with their users.

Dialog systems as role-playing actors in 
simulated experiential learning environments 
are systems which are able to carry out a specific 
function in a very realistic way inside a simulated 
environment that emulates the real learning en-
vironment. These systems integrate knowledge 
about this environment or domain application 
(tasks, behaviors, objects, relationships, etc.) and 
are able to maintain a dialog updating and adapt-
ing this knowledge by considering users’ social 
and cognitive state.

The Change VIBE (C-VIBE) system (Angehrn, 
2001) has been developed to interact within the EIS 
simulated environment (Manzoni and Angehrn, 
1997), currently used in leading schools and 
universities to train managers in the theory and 

practice of managing change and organizational 
transformation facing the natural resistance to 
innovation and change latent in organizations. 
Students interact in this platform by means of 
avatars and with the main objective of managing 
(individually or in group) a specific mission that 
is proposed in a Virtual Board Room.

3.1 Tutoring Applications

Tutoring is one of the most substantially research 
areas for the use of natural language dialog in e-
learning. In educational domains, Kumar et. al. 
(20011) have shown that agents playing the role 
of a tutor in a collaborative learning environment 
can lead to over one grade improvement. Addi-
tional works (Liu and Chee, 2004) have explored 
a variety of interaction patterns and tactics that 
could be used in multi-party educational situations.

Most of the existing research on interaction 
strategies for dialog systems used in various 
interactive settings has focused on task-related 
strategies. In the case of conversational tutors, the 
task (or work) related interaction include aspects 
like instructing students about the task, delivering 
appropriate interventions in suitable form (e.g. 
socratic dialog, hints), providing feedback and 
other such tactics (Graesser et. al., 2005). Some 
studies (Rosé et. al., 2001b; Wang and Johnson, 
2008) have evaluated the effect of these task 
related conversational behavior in tutorial dialog 
scenarios. Work in the area of affective computing 
and its application to tutorial dialog has focused 
on identification of student’s emotional states 
(D’Mello et. al., 2008) and using those to improve 
choice of task related behavior by tutors.

The AutoTutor project (Graesser et al., 1999) 
provides tutorial dialogs on subjects including 
university level computer literacy and physics. 
The tutoring tactics employed by this system as-
sist students in actively constructing knowledge, 
and are based on extensive analysis of naturalistic 
tutoring sessions by human tutors. AutoTutor 
includes the use of a dialog manager, curriculum 
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scripts and latent semantic analysis. This system 
was demonstrated to give an important improve-
ment when compared to control conditions for 
gains in learning and memory.

Another tutoring system employing dialog is 
Ms Lindquist (Heffernan, 2003), which offers 
“coached practice” to high school students in alge-
bra by scaffolding “learning by doing” rather than 
offering explicit instruction. Early work with the 
system found that students using Ms Lindquist did 
fewer problems, but that they learned equally well 
or better than students who were simply told the 
answer. The results also suggested that the dialog 
was beneficial in maintaining student motivation. 
The authors concluded that Ms Lindquist was a 
“Less is More” approach, where learners tackled 
fewer problems, but learnt more per problem 
when they were engaged in an intelligent dialog 
(Heffernan, 2003).

CycleTalk (Forbus et. al., 1999) is an intelligent 
tutoring system that helps students to learn prin-
ciples of thermodynamic cycles in the context of 
a power plant design task. Teams of two students 
work on designing a Rankine cycle using a Ther-
modynamics simulation software package. As a 
part of the design lab during which this learning 
task is performed, students participated in a col-
laborative design interaction for 30-45 minutes 
using ConcertChat, a text based collaboration 
environment (Mühlpfordt and Wessner, 2005). 
ITSPOKE is a tutoring spoken dialog system 
which engages the students in a spoken dialog 
to provide feedback and correct misconceptions 
(Litman and Silliman, 2004). It is speech-based 
dialog system that uses a text-based system for 
tutoring conceptual physics. A list with additional 
projects developed at the University of Pittsburgh 
can be found at http://www.cs.pitt.edu/~litman/
itspoke.html.

Another example of natural language tutoring 
is the Geometry Explanation Tutor (Aleven et 
al., 2004), where students explain their answers 
to geometry problems in their own words. The 
system uses a knowledge-based approach to 

recognize explanations as correct or partially 
correct, and a statistical text classifier when the 
knowledge-based method fails. Studies with this 
system found that students who explain in a dia-
log learn better to provide general explanations 
for problem-solving steps (in terms of geometry 
theorems and definitions) than those who explain 
by means of a menu

The Oscar conversational intelligent tutoring 
system (CITS) (Latham et al. 2012) aims to mimic 
a human tutor by implicitly modeling the learning 
style during tutoring, personalizing the tutorial to 
boost confidence and improving the effectiveness 
of the learning experience. The system uses natural 
language to provide communication about specific 
topics with the users and dynamically predicts and 
adapts to a student’s learning style. It is imple-
mented using the Index of Learning Styles (ILS) 
model (Felder and Silverman, 1988) to deliver an 
SQL tutorial. The results of an evaluation carried 
out with real students that all learning styles in 
the ILS model were successfully predicted from 
a natural language tutoring conversation, with an 
accuracy of 61–100%.

An educational dialog system to support e-
learning in the subject of geometry is described in 
(Kim, 2007). Knowledge in the system was created 
and represented by XML-based AIML (Artificial 
Intelligence Markup language). The system can 
answer the student’s questions by referring and 
saving the previous knowledge while having a 
conversation with a student. To do this, context 
information related to the student is considered 
using an overlay student model. An educational 
dialog system was evaluated to test the efficiency 
of the designed and implemented system with 
geometry learning.

An educational environment developed for 
a modular spoken dialog system is described 
in (Gustafson et al.,1998). The aim of the en-
vironment is to provide students, with different 
backgrounds, means to understand the behavior 
of spoken dialog systems. Dialog is recorded in a 
dialog tree whose nodes are dialog objects, which 
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model the constituents of the dialog and consist of 
parameters for modeling dialog structure, focus 
structure and a process description describing 
the actions of the dialog system. The educational 
system has been used in a number of courses at 
various universities in Sweden.

Other question-answering systems have in-
cluded a student discussion board (Feng et al., 
2006) where the dialog system mines a corpus to 
retrieve an answer based on cosine similarities be-
tween the query post and the corpus passages, and 
the Intelligent Verilog Compiler Project (Taylor 
and Moore, 2006), which allows learners to ask 
questions in English that query the same ontology 
as is used to provide the system’s ‘help’ texts. 
This style of use most closely mirrors the most 
common use in commercial environments where 
dialog systems are used for information retrieval.

3.2 Learning Companions and 
Embodied Dialog Systems

Developing more human-like systems seems to 
improve interaction by establishing a more en-
gaging relation with this kind of systems (Dehn 
and van Mulken, 2000). Learning companions 
are simulated characters that act as a mate of 
the student, and take a non-authoritative role 
in a social learning environment (Chou et al., 
2003). This way, a number of Embodied Dialog 
systems (ECA) have been developed to assist 
students during the learning process. According 
to research and evaluation studies in the field of 
intelligent interfaces, ECAs (Gratch et al., 2002) 
have shown to be a good interaction metaphor 
when acting in the role of counselors (Marsella 
et al., 2003), personal trainers (Bickmore, 2003), 
or healthy living advisors (de Rosis et al., 2003). 
Indeed, ECAs have the potential to involve us-
ers in a human-like conversation using verbal 
and non-verbal signals for providing feedback, 
showing empathy and emotions in their behavior 
(Cassell, 2001). Due to these features, ECAs can 
be successfully employed as interaction metaphor 

in the pedagogical domain (Johnson et al., 2004) 
and in other domains where it is important to settle 
long-term relations with the users (Bickmore and 
Picard, 2005).

These agents, which may employ gesture, 
synthesized speech and emotional facial displays, 
have been investigated in domains ranging from 
helping children to learn plant biology (Lester 
et al., 1999) to continuing medical education 
(Shaw et al., 1999) and naval training (Rickel and 
Johnson, 1999). Research into the roles which 
may be played by a pedagogical agent or learning 
companion has investigated agents as mentors, 
peers, experts or instructors (Baylor, and Kim, 
2005). In some systems the student must teach 
the agent (Chan and Baskin, 1998), or interact 
with peer agents or co-learners (Dillenbourg and 
Self, 1992), who may even include trouble mak-
ers intended to provoke cognitive dissonance to 
prompt learning (Aimeur et al., 1997). Researchers 
have also investigated user preferences for the 
agent expertise. Findings suggest that in general, 
similarities in competency between an agent and 
learner have positive impacts on the learners’ affec-
tive attainments, for example, academically strong 
students showed higher self-efficacy beliefs in a 
task after working with a high-competency agent, 
while academically weak students showed higher 
self-efficacy after working with a low-competency 
agent (Kim, 2007).

Moreover, even if ECAs have shown to have 
a good impact on settling an emphatic relation 
with the user (de Rosis et al., 2005; Cassell et al. 
2000) (Ai et al., 2006) (Bailly et al., 2010) (Ed-
lund et al., 2008), involving them in a deeper and 
intimate interaction, it is difficult to communicate 
with these agents whenever needed (i.e. when 
the user is not in front of a computer but he/she 
has the need to get suggestions and advices). For 
example, DESIA (Johnson et al., 2004) is a step in 
this direction. This agent, presented in Carmen’s 
Bright IDEAS, has been adapted for running suc-
cessfully on a handheld device in order to assist in 
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a psychosocial intervention for acquiring problem 
solving skills (Marsella et al., 2003).

Another example is the VU-MAS architec-
ture, a Virtual University Multi-Agent System 
(MAS), is described in (De Carolis et al., 2006). 
Each student can interact with VU-MAS using a 
personal agent, called MyCoach, represented as 
an ECA. The main goal of this agent is to monitor 
the student activities, following his/her learning 
improvements, but also to select useful material 
according to the recognized student’s goals and 
needs. The agent is also capable to proactively pro-
vide the student with useful suggestions whenever 
it is needed. As it is designed to run on a smart 
phone or a PDA, this agent combines e-learning 
capabilities with mobile computing, thus realizing 
an m-learning experience where the student can 
feel always in touch with his advisor.

3.3 Other Applications

There may be possibilities to integrate dialog sys-
tems in Learning 2.0 communities, as assistants, 
moderators, guides or as virtual peers within the 
community. Dialog and anthropomorphic charac-
teristics of pedagogical and dialog systems may 
help support the social dimension of e-learning 
activities, and the social context has been argued 
to catalyze the cultivation and motivation for 
knowledge (Chou et al., 2003).

For example, dialog systems have been pro-
posed to offer conversation practice for language 
learners. Jia (Jia, 2002) found that users were dis-
satisfied with the responses provided by a basic 
ALICEbot (www.alicebot.org) implementation, 
and the pattern-matching mechanism was deemed 
insufficient for use as a foreign language practice 
environment. In contrast, Jabberwacky (Fryer and 
Carpenter, 2006) (www.jabberwacky.com) uses a 
very different technology to ALICEbots, learning 
from all its previous conversations. It has been 
suggested for providing language practice; Fryer 
and Carpenter note that agents are willing to repeat 
the same material as often as students require. 

They also argue that chatbots give students the 
opportunity to use varying language structures and 
vocabulary (for example slang and taboo words), 
which they may otherwise get little chance to 
experience (Fryer and Carpenter, 2006).

Spoken dialog systems have also been proposed 
to improve phonetic and linguistic skills. Vocaliza 
is a dialog application for computer-aided speech 
therapy in the Spanish language, which helps in 
the daily work of speech therapists who teach 
linguistic skills to Spanish speakers with different 
language pathologies (Vaquero et al., 2006). The 
Listem system (Literacy Innovation that Speech 
Technology Enables) is an automated Reading 
Tutor that displays stories on a computer screen, 
and listens to children read aloud (Mostow, 2012).

Finally, dialog is also used as a prompt for 
reflection. Grigoriadou et al. describe a system 
where the learner reads a text about a histori-
cal event before stating their position about the 
significance of an issue and their justification of 
this opinion (Grigoriadou et al., 2003). Answers 
are classified as scientific, towards-scientific or 
non-scientific, and a dialog generator produces 
“appropriate reflective diagnostic and learning 
dialog for the learner”. CALMsystem (Kerly et 
al., 2008) promotes reflection of a different kind. 
Users answer questions on the domain, and state 
their confidence in their ability to answer cor-
rectly. The system infers a knowledge level for the 
student based on their answers, and encourages 
the learner to engage in a dialog to reflect on their 
self-assessment and any differences between their 
belief and that of the system about their knowledge 
levels. Studies have shown this dialog improved 
self-assessment accuracy significantly more than 
reflection based only on visual inspection of the 
system and learner beliefs (Kerly and Bull, 2008). 
Motivation and user engagement enhancements 
have also been frequently noted (Baylor and Kim, 
2005), (Heffernan, 2003), (Fryer and Carpenter, 
2006). In some cases motivation may be actively 
supported through deliberate motivational tutoring 
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techniques; in others it may be a useful by-product 
of exposure to a novel technique.

If motivational benefits are to be retained, then 
this novelty cannot be relied upon, and further 
research into deliberate scaffolding of affect may 
be required. A key feature of dialog systems in 
educative applications is the use of a natural com-
munication method. The user of natural language 
allows users’ cognitive resources to be spent on 
the learning task, rather than stretched by the 
interface (Beun et al., 2003). Computer literacy, 
and familiarity with online chatting media, is 
becoming ubiquitous and a greater number of 
users are expected to find conversing with their 
learning tools a feasible option.

This section has demonstrated the wide va-
riety in conversational systems in e-learning. 
Implementations may employ full embodied 
dialog systems with emotion or gesture display, 
synthetic voice output, simple text-based output, 
dialog with an accompanying avatar, and many 
variants or combinations of these. Developers 
have integrated conversational capabilities into 
systems for a range of reasons.

4. EXAMPLES OF EDUCATIVE 
DIALOG SYSTEMS

In this section we describe two interactive multi-
modal interfaces that we have developed cover-
ing some of the issues described in the previous 
sections.

4.1 The VoiceApp Multimodal 
Dialog System

The VoiceApp system (Griol et al, 2011) has 
been developed as a framework for the study 
of the XHTML+Voice technology to develop 
multimodal dialog systems that improve the ac-
cessibility to information on the Internet (http://
www.w3.org/TR/xhtml+voice/). The XML, 
XHTML and VoiceXML (http://www.w3.org/

TR/voicexml20/) programming languages re-
spectively deal with the visual design of the ap-
plication and allow spoken dialog with the user. 
This way, multimodal interaction capabilities have 
been integrated for both the input and output of 
the system. The use of additional programming 
languages, as PHP and JavaScript, as well as 
relational database management systems such as 
MySQL, facilitates the incorporation of adaptive 
features and the dynamic generation of contents 
for the application.

Accessibility has been defined as one of the 
most important design requisites of the system. 
This way, detailed instructions, help messages, and 
menus have been also incorporated to facilitate 
the interaction with the different applications in 
the system. Previous interactions of the users 
are also taken into account to adapt the system, 
considering users’ most used application, recent 
topics searched using the application, or errors 
detected after each interaction with the system.

In order to interact with the XHTML+Voice 
documents that make up the system, a web search 
engine supporting speech interaction and the 
specifications of this language is required. There 
are different models for implementing this multi-
modal interaction on mobile devices. The fat client 
model employs embedded speech recognition on 
the specific device and allows conducting speech 
processing locally. The thin client model involves 
speech processing on a portal server and is suit-
able for mobile phones. The implementation of 
the VoiceApp multimodal application for both 
computers and mobile devices is based on the fat 
client model, including a multimodal browser and 
embedded speech recognition on the correspond-
ing device, and a web application server in which 
the system is stored.

The development of oral interfaces with 
XHTML+Voice implies the definition of gram-
mars, which delimit the speech communication 
with the system. The <grammar> element is 
used to provide a speech or DTMF grammar that 
specifies a set of utterances that a user may speak 
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to perform an action or supply information, and 
for a matching utterance, returns a corresponding 
semantic interpretation. We have defined a spe-
cific strategy to cover the widest range of search 
criteria in VoiceApp by means of the definition 
of speech recognition grammars in the different 
applications. This strategy is based on different 
aspects such as the dynamic generation of the 
grammars built from the results generated by the 
interaction with a specific application, the defini-
tion of grammars that includes complete sentences 
to support the naturalness of the interaction with 
the system (e.g., to facilitate a more natural com-
munication and cover more functionalities in 
Voice Pronunciation), and the use of the ICAO 
phonetic alphabet (http://www.icao.int/icao/en/
trivia/alphabet.htm) in the cases in which spelling 
of the words is required in order not to restrict the 
contents of the search or in situations in which 
repetitive recognition errors are detected (e.g., 
in order not to delimit the topics to search using 
Voice Browser).

The system consists of several modules to 
access web information. Firstly, the Voice Dic-
tionary application offers a single environment 
where users can search contents in the Wikipedia 
encyclopedia with the main feature that the access 
to the application and the results provided by the 
search are entirely facilitated to the user either 
through visual modalities or by means of speech. 
Once the result of an initial search is displayed on 
the screen and communicated to the user by means 
of speech, they can easily access any of the links 
included in the result of the search or visit the rest 
of applications in the system with the possibility 
of interrupting the system’s speech in any case. 
This functionality is achieved by means of the 
dynamic generation of the corresponding gram-
mars, in which the different links that are present 
in the result of a specific search are included in 
the dynamic XHTML+Voice page automatically 
generated by means of a PHP script that captures 
the different information sources to inform the user 
about them (headings, text, contents, formulas, 

links, etc.). Figure 1 shows the initial page of 
this application.

Secondly, Google is currently one of the most 
important companies for the management of in-
formation on the Internet due to its web search 
engine and a number of applications and services 
developed to access information on the net. This 
way, the Voice Browser application has been 
developed with the main objective of allowing 
the speech access to facilitate both the search and 
presentation of the results in the interaction with 
the Google search engine. The application inter-
face receives the contents provided by the user 
and displays the results both visually and using 
synthesized speech. The application also allows 
the multimodal selection of any of the links in-
cluded in the result of the search by numbering 
them and allowing using their titles as voice com-
mands (Figure 1).

Thirdly, the Voice Pronunciation application 
has been developed with the main objective of 
implementing a web environment that facilitates 
second-language learning with two games that help 
to acquire new vocabulary and train the words pro-
nunciation. The game Words shows on the screen 
and synthesizes orally the definition of one of the 
over one hundred thousand words stored in a data-
base of the application and the user must guess the 
word. The game Pictures uses images stored in a 
database and annotated with different difficulties, 
whose exact name must be correctly uttered by 
the user to continue in the game and increase the 
score (Figure 2). The specific problems and errors 
detected during the previous interactions of the us-
ers with this application are taken into account for 
the selection of the different words and images and 
to consequently adapt both games to the specific 
evolution of each user during the learning process.

A number of tests and verifications have been 
carried out to maximize the functionalities and 
accessibility of the different applications in-
cluded in the VoiceApp system. These tests have 
been very important to detect and correct program-
ming errors and accessibility problems. One of 
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the main identified problems was related to the 
generation of inconsistencies when words with 
similar pronunciation were reserved to both in-
teract with by the Opera search engine and the 

different applications in the system. These incon-
sistencies have been limited to the maximum so 
that the possible matches between selected words 
have been eliminated in the different applications.

Figure 1. Main page of the Voice Dictionary application and screen showing the result of a search using 
the Voice Browser application

Figure 2. Main page of the Voice Pronunciation application and the Words functionality
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Current research lines include the adaptation 
of the system for its interaction using additional 
languages, a more detailed assessment of each 
specific application, and the incorporation of new 
features in each one of them. Another important 
research line consists of the adaptation of the 
different applications taking into account specific 
user profiles considering more detailed informa-
tion about their preferences and evolution.

4.2 The LEGA System

The LEGA system (Learning English? Go 
Ahead!) (Griol et al., 2012) has been developed 
to facilitate self-learning English for foreign 
students. The design of the system considered 
the required capacities defined by the Associa-
tion of Language Testers of Europe (ALTE), the 
Common European Framework of Reference for 
Languages (CEFR, http://www.coe.int/t/dg4/lin-
guistic/CADRE_EN.asp), and the corresponding 
equivalence with Cambridge ESOL examinations 

(Figure 3). This way, the system is focused on 
the skills and kind of exercises included in two 
of the most representative ESOL exams: First 
Certificate in English (FCE) and Certificate in 
Advanced English (CAE).

Through the access to the main page of the 
web-based application, users find a friendly sys-
tem to visualize and complete different exercises 
and tests. The application provides access to these 
exercises by means of traditional input interfaces 
(i.e., mouse and keyboard), using tactile devices 
such as tablet-PCs or mobile phones, by means 
of speech, or even alternating both visual and 
speech modalities.

The architecture of the system includes three 
main elements. Dynamic web pages are used to 
display the different exercises and interact with 
users dynamically. They have been developed 
using the VoiceXML and PHP programming 
languages. As can be observed in Figures 4 and 5, 
the application shows the type of examination and 
selected block, the randomly selected exercise by 

Figure 3. Relationship between the Common European Framework of Reference for Languages and the 
exams of Cambridge EOSL



13

Towards the Use of Dialog Systems to Facilitate Inclusive Education

the application within the block and corresponding 
subsection, instructions, accumulated mark until 
the current and time remaining to complete the 
exercise. Each time students provide an errone-
ous answer in any of the questions, they receive 
a feedback explaining the reasons why it is not 
the right answer for the described situation. The 
different controls embedded in the page code 
allow the selection of the response by touching 
the screen, using the keyboard and mouse, play-
back audio files in the listening exercises, and 
interaction through speech for the assessment of 
oral expression.

The Application Database stores the different 
exercises, organized according to the kind of 
examination and corresponding block and sec-
tions. To incorporate a new exercise in the ap-
plication it is required to introduce the statement, 
set of possible answers, valid answer, route of 
possible external files and feedback to the student 
for each of the options. This structure allows easy 
incorporation of new content in the application 
and modification of existing without advanced 

knowledge of databases using the phpMyAdmin 
tool (http://www.phpmyadmin.net). Each exercise 
is numbered with a unique code.

Finally, the Users Database stores the spe-
cific information related to each one of the users 
registered in the application. This feature allows 
including in this database information on the previ-
ous interactions of each user (exercises that have 
been tried and mistakes made). This information 
is taken into account by the application for the 
selection among the possible exercises of each 
block and the generation of recommendations 
that take into account students specific skills and 
relevant exercises that they should emphasize.

In summary, the LEGA system has been devel-
oped after a detailed study of Common European 
Framework of Reference for Languages and the 
ESOL program of the University of Cambridge. 
The main objective of the system is the integra-
tion of different technologies that make possible 
to emulate the different exercises so that the 
interaction with the system is similar to the real 
conditions that students are going to find during 

Figure 4. Visual exercise included in a FCE exam
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the examination. Among these technologies, the 
VoiceXML language makes possible the spoken 
interaction with the system. In addition, it is 
possible to access the application by means of 
conventional computers or by means of mobile 
devices with the possibility of speech and/or 
tactile interaction. Finally, the system also con-
siders the specific evolution of each student and 
the analysis of the errors to adapt the system by 
taking into account these important features. As 
future work we want to incorporate new contents 
and complete a detailed evaluation of each one of 
the modules of the system, as well as the exten-
sion of the number of functionalities related to 
the adaptation of the system.

5. CONCLUSION AND FUTURE 
RESEARCH DIRECTIONS

This chapter has explored the variety of conversa-
tional agent applications and techniques in the e-
learning literature, identifying a variety of purposes 
and strategies including tutoring, language practice, 

learning companions, pedagogical agents, question 
answering and encouraging learner reflection. Re-
ported benefits to learners include improvements in 
grades, motivation, engagement and metacognitive 
skills. Professors may also benefit from the ability 
of conversational systems to provide assessment, 
reporting and additional classroom tools. Through 
detailed examples we have described innovative 
uses for conversational agents in e-learning, and 
demonstrated their use as tools in a larger e-learning 
system and for the provision of support to parallel 
classroom activities. We have also explored a range 
of issues relating to the development of multimodal 
dialog systems, including questions regarding the 
design of conversational process and issues relat-
ing to technical implementation. We conclude that 
dialog systems have a valuable role to play in future 
e-learning and blended learning systems and we 
expect their use to become increasingly common 
and progressively more capable as this technol-
ogy continues to develop. Finally, we have also 
described two systems developed using some of 
the innovative applications of multimodal dialogue 
systems described in the chapter.

Figure 5. Oral exercise included in a CAE exam
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KEY TERMS AND DEFINITIONS

Automatic Speech Recognition (ASR): 
Technique to determine the word sequence in a 
speech signal. To do this, this technology first 
detects basic units in the signal, e.g. phonemes, 
which are then combined to determine words.

Dialog Management (DM): Implementation 
of the “intelligent” behaviour of the conversational 
system. It receives some sort of internal representa-
tion obtained from the user input and decides the 
next action the system must carry out.

Multimodal Dialog System: Computer pro-
gram that emulates a dialog between two human 
beings and process two or more combined user 
input modes such as speech, pen, touch, manual 
gestures, gaze, and head and body movement in 

a coordinated manner with multimedia system 
output.

Natural Language Generation (NLG): 
Creation of messages in text mode, grammatical 
and semantically correct, which will be either 
displayed on screen or converted into speech by 
means of text-to-speech synthesis.

Spoken Language Understanding (SLU): 
Technique to obtain the semantic content of the 
sequence of words provided by the ASR module. 
It must face a variety of phenomena, for example, 
ellipsis, anaphora and ungrammatical structures 
typical of spontaneous speech.

Speech Synthesis: Artificial generation of 
human-like speech. A particular kind of speech 
synthesis technique is called Text-To-Speech 
synthesis (TTS), the goal of which is to transform 
into speech of any input sentence in text format.

VoiceXML: Standard XML-based language 
to access web applications by means of speech.

XHTML+Voice (X+V): XML-based lan-
guage that combines traditional web access using 
XHTML and speech-based access to web pages 
using VoiceXML.


