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l. HJTRODUCTION 

e 
A disadvantage 

1TI0dels is 

let~ms of 

cOlllponents
e 

Though it. 

forecasting 

model can be 

trend and a 

the difficulty 

the classical 

(Chatfield, 

is well known 

function of 

represE!nted 

frequantly atlributed to ARIMA 

involved in interpreting them in 

trend, seasonal and irrE:1gulay' 

1977; Harvey and Todd, 1983). 

(Box and Jenkins, 1976) that lhe 

a seasonal multiplicative ARIMA 

as a combination of an adap-taUve 

seasonal cOlllponent, until the work of Box, 

Piel'c~l and NElwbold (l987), no simple, direct pY'ocedUY'ElS'e 
had be(~n developed ror deterlllining these components, These 

aulhors use the eventual forecasting function togalher 

uJi I:h signal extraction theory to perfor'm a breakdown of 

lhe sel~ies in"lo its COlllpOnE:Hlts and to dEltai1 its 
e application for lhe IMA model (l,1) x (l.1), comlTIonly 

known as the airline modelo 

In lhis WOt~k lhese ideas ar'e geney'alised to 

obtain a breakdown of Lhe forecasting function into ae 
perlTianenl lerlll, which i5 the one produced by the mode1' s 

non·-st.ationary structure, and a transitory term, which is 

the one pl'oduced by lhE,) stationary operators. In seasonal 

series the permanent term can be easily broken down inlo a 

lrend componenl and a seasonal component. 

Calculating these components has three important 

advant.ages: i t makE!S interpretation of the model easiey'; 

it i5 ae 
intel'venlions 

i.'tnd it offers 

and models in 

useful diagnostic tool for identifying 

which may affect trend or seasonal natuy'e; 

a means of comparison between ARIMA rnodels 

stat.e represenlation space in their BaYHsian 

versian (Harrison and Stevens, 1977) or the structural one 

(i (Harvay and Todd, 1983). 

(. 
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I	 The woy,k is slrucluY'E:!d as follows: in Seclion 2 ,e 
the permanent and transitory components of a prediction 

funcUon of an ARIMA rnodel ar'e defined, and lhe bt'l':'akdown 

of the permanent component into trend and seasonal factors 

is described, In sect.ion tht'ee an economic intet'pt'et.atiol'l 

e	 of the components of the forecasting function is given. In 

s e e U. o n f o ur t. he s e eo III pon e nt s a red e t. e r 111 i nedon t. he ba s i s 

of lhe ARIMA model' s predictions, by solving a syst:em oF 

Jinear equalions, and section fiue presents soma 

applications. 
e 

I 
C 

I 
1 

I 

e 

e 

e 
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2. SEASONAL MODELS, THEIR FORECASTING FUNCTIONS AND lHEIR 
;e COMPONENfS 

2.1. Seasonal models and lhE:dl~ forecasting functions 

As it is well	 known, according to Wold's theorem o 
euery linear stationary stochastic process withoul 

deterministic components can be represented by: 

(2.1) 
I 
le 

whet~E:! \l1(1.):;;::1+\l1 1L+\l1 L2+ ... is an infinite eonuer'gE:~nl2
po] ynolllii:ü in thE:! lag operator' L, and a is 9E:'nerated by

I	 t 
a whir.e noise stochast:.ic process. Approxilllating thisi.

le 
polynolll'jal by mE:lanS of a ratio of two finite or'dE:~r 

polinomials lhe result is the ARIMA representation, 

(2.2) 

e 

where ~(L)~[$(L)]-10(L), and the operalor ~(L) has all the 

roots outside the unit cirele so that tha process is 

staUonary. The preuious forlllulali.on is extended lo 

non-stationary processes, by allowing one or more roots 

of lhe oparalor ~(L) lo lie on the unil tirele. For 

seasonal processes, Box-Jenkins (1970) silTlplify (2.2) by 

factor'ising lhe polynomials in two operators one on L and 

e	 anolher" on Ls, where s is the seasonal period. ThesE:l tl,uo 

cOI1tI~ibutions are backed by Lhe faetorisation properties 

of polynomial operators which as we shall see, are crucial 

in determining the structure of the model. 

( 
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In g(;~nE:~r'a1, a seasonal multiplicative ARIMA Hlodel 

e is represented by : 

where 
( n :d-L s is s 

t he mean 

are finito 

(2.3) 

is lhe regular difference operatot' I 

t hEl S e a s o na1 di f fe r' en c e o pe r' a t or I ~ i s 

o f t hE:! S t a ti o na r y s e r iE:! s I CI> (L ) a nd ° (L)
p q 

operators (with roots outside the unit cjrclo) 
s sin the lag operator L and ~p(L )/OQ(L) iil"e 

1 the seasonal opEwatOt~s 01'1 Ls a] so with stat.:i.onal"YieI . 
roots. Cal1ing! 

<l>r
* ( lo ) : .. <l>p(lo)~p(lo 

s
) ndn t'=p+d+s (l+P)

e s
 

° *(L) - 0q(L)OQ(L
s 

)
rn 

"e 

e 

and Xt(2.) 

have that 

Xt (2.) 

the 

t:hi s 

r 
- E 

i=:1 

:::: 
* 

CI> (L) ~ 

prediction of Xt+Sl. from the origin ti we 

prediction is given by: 

'" *~ 

Cl>i Xt(Sl.-i) 
1/1 

+ E 
j:::1 

0j a t+R.-j + e (2.4) 

wll€!re lhe predictions 'X't (Sl.-i) coincide with the values 

observad when the horizon is negative and the disturbance~ 

a are zero if R.>j and they coincide with t.het+Sl.·_j
 
estjmated ualues if j>R..
 

for Sl.>m the MA part of the modol IJ,JÍl1 hay€! no 

effect on predict.ion. Consequently I for a relatively 

e 
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fal'-off UlTle hod.zon lhe so-called E:!venlual fOI"ecasting 
le function is obtained in which: 
1 

(2.S) 

c 
The s olul ion of t hi s di ffer'ence equat ion 

providos the structure of the forecasting function. To 
obtain this solutlon we are going to use the following 

.1

I theorem. 
le 

Lel the homogE:~nous di.ffer'encEl ~!quatioTl be 

le 
I A(L)X t = o (2.6) 

wh E! r e A( L) ,:;: 1 1"a 1L+.. .. +a kLk i s a fin i te po1 y nomi a 1 in 

the lag operator which can be factorised as; 
e 

A(L) =P(L) Q(L), (2.7) 

whel~e Lhe polynomials P(L) and Q(L) are prime (they do not 

have COlTllfIOn roots. Then, the gEHler'al solution to Udse 
equation can always be wrilten as: 

Zt = Pt + qt' (2.8) 

el WhE!l'e lhe s~)quences Pt and qt ar~) the solutions lo 
each prime polyomial, that is to say: 

P(L) Pt = Q(L) qt = O, (2.9) 

( 

e 
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The pl'oof of Uds theorem is given in the tipperldix. 
:e To apply this theorem let us note that lhe eventual 

f o r e e a s U n9 fu ncti o n can be wr' i t. t E:~ n , f o r .lb lJl : 

(2.10) 

* swhere el> (L)=.el> (L) ~ (L ) and the L opet~atol~ acts on the p p 
:i.ndex .Q. and t, thE:! ol~igin of the pl~edietion, is fixed. 

I The sta t ional'y opera tOl" el> * (L) has a 11 the roo t: s 

outside the unit eirele, the operator (l-L) has a unitie d 

root repe.ated d times, whi.le the operator (l-Ls ) can be 

wl~i U.en:I 

1 

1 

(l_L
S 

) = (1-L) S(L) (2.11.)
le 
I 
I 

where: 
\ 

S 1I S(L) = (l + L + ... + L - )
I 

e 

e 

Th i. s o pe y. a t. o r h ti S S 0_. 1 

cirele. If s is even, 

roots, 0.11 of them in the unit 

these s-1 roots inelude L",,-1 and 

other s··2 cornplex eonjugatE:!d roots with a unit modu1E:' and 

distribul.c!d symm(~trieally in Lhe unit eirele. 

Consequently, the stationary operators el>*(L) and the 

non-stationary ones 6 d6 s have no root in eommon 

and the euentual foreeasting funetion ean always be broken 

down into two eomponents: 

e 
where 

(1.) P t (.Q.) 1S thEl permanE:mt eomponent of 

fOI~eeast, which 1S deterlTlined only by the 

part of the model and is the solution to: 

the 10ng-tE!Y'H1 

non-stationClry 

--~--------------------------_. 
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(2) tt(Q.) is the transitory component, which is 
¡e	 deter'ITlJrIE;!d by the stéitionary autor'E:1gressive oper'at,or', This 

cornpOnE!nt defines how lhe approach towards the perlllan(.~nt 

componE:lnt tE!nds to be produced. The transi tory cOlllpOnE:!nt 

is defined by means of the equation: 

(2.13) 

Now wo will st.udy the fOI'm of lhese components 0J1 tilo 

basis of the ARIMA model and in section four we analyse 

e how lo calculale lhem, 
¡ 

The lransilor'y cOmpOnE!nt of HIE:l eVE:!nluéil 
e 

forecasting function is the solution to (2.13). The 

genel'al solution to this homogenous difference equation, 

supposing '\':hat 'Lhe n=p+P. s roots of the polynolllial 4)'lt( L) 

al'e differ'E:lnt, is 

¡e 
!	 (2.14) 

--1 -1whel'E! G " ..	 ,G are the r'ools of thE:!
1 n 

autoregressive polynomial and b~t) are coefficients 
J 

dopending upon the origin of the prediction. Sinca, by 

hypothesis, the operator AR is stalionary, ils rools will 

be outside the unit circle or ,which is equivalent, the 

lerms G. at'e all in module less than lhe unit.e ) 
Consequently, : 

= t b~t) lim G~ = O	 (2.15)
J J 

(	 .Q.->al 
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and thl::! t r a ns i t o" y compo nEo! nt will be 2E:lrO in lhE:! long 

:C b.' rlll . rhis reasoning ualid when h identical rooi:ss~lTIe 1s 
ex:ist., sinee in that CaSE! the t.erlrl assoeiatE:!d with t. hO!; E:! h 
equal roots, G , will be: 

+ ... +e 

which will tend once more to zero when 1->00 if IGhl<l. 

Consequently,the transitory component specifies 

how t.he t"ansiUon towards the permamlnl component is 

produced and disappears for h1gh prediction horizons. 

2.3. lb.L.e.errnanent component 

e By using lhe factorisation (2.11) lhe per'manent 

component of the long-term forecasting funct10n can be 

wrillen (2.12) as follows: 

e (2.17) 

According to t.hE:1 theor'em of the pr'evious section lhe 

so1.ution to this equation can in lurn be broken down 1nto 
e d·"¡

Lwo terrns associated wilh the pr'1me polynolllials n 
and S(L), lhe firsl of whic.:h we wi,ll call trend cOmpOnE!nt, 

T and will be the solution of:l , 

(2.18) 

where c =' I!/s and lhe second lerm we will call seasonal 

component, E , and is the solution of:t 

(2.19)e 

( 

_.1 _ 
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It can be ünlTledialely checked thal these cornpoIH::~Ilt.S 

le satisfy the equation (2.17). In the follolAJing section it:sI
 
I proporties are analysed.
 

2.4. The trend c~illEoneQ! 

The tt~end component of the modE:ll 1s thE:l soluU.on 

of (2.18) which can be written: 

(t) (t) (t) d * d+lI 
Tt(~)''=co +c 1 .ll.+ .. ,+c d ~ +c .ll. (2.20)

I
le 
I 11 

where 

I 

! and is a polynomial of degree d+1 with coefficients 
I 
I _ uar'y:ing w-.ilh lhe ol~igin of the pl"E:!dtcU.on, E:!XCE:!pt fOI' lhE:l 
I( 

lalter which is constant and equal t.o C*. The trend, 

lherefore, of an ArOMA rnodel is allAlays polynomia]: if 

thüre are no seasonal differences and 11-=0, the order of 

the poJynorn:iaJ is d-1, whilsl in the salTlE:~ case if ¡.L/O 

e Lhe ordE:>r is d. When there is a seasonal difference lhe 
i 
I trend polynolTljal is of degree d, if ¡.L~O, and d+1 if 

¡J,to 

2.5. I.he seasor!al cornponent 
C' 

The seasonal component of the model is the 

solul:í.on of (2.19) which is any function of perlod s wit.h 

values sUlluning zero each s lag s . 

e We will call 

S (t) 
~ - ~== 1 , ... s 

C' 

the s solulions of the equati.on (2.19), which ar'€! 

seasonal coefficients of t.he forecast.ing function. 

should be not.ed that the seasonal coefficients obserue 

restriction 

lhE:! 

It 

lhe 
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I

le 
! 

so t.hat. 

factor5. 

when t.hey al'e unknown we on1y have (s--l) unknown 

e 

lhe suporindex t in the seasona1 coefficients 

indicatcs that these coefficients vary with the origín of 

the pl~edict.ion and al'e updated as new data are received_ 

The seasonal coefftcients will be determined from the 

initia1 conditions,as we shall see in section four. 

I 
! 
I 
1(, 
1> 

e 

2.6 l~q long-term forecasting funct~QD 

As wc::\ havE:\ sc::\en, in thE:1 long tN'HI the tY'iH1Sit.oy'y 

cOlllponont of Lhe eventual forecasting function is maJe 

zel~o and only lhe perlrlanent cOHlponent remalns, that 1.5 for' 

a very largo 5t 

e wherc Tt (5t) is a polynomial trcnd and 

seasonal component which is repeated every s 

E
t 

(5t) is 

periods. 

the 

e 

e 
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3.	 ECONOMIC INTERPRETATION OF THE COMPONENTS OF THE 

UNIVARIATE FORECASTING FUNCTION 

In this sE:'ction we attempt lo andlysE:1 whdt tYPE! 

of information is provided by the forecasting function of 

lhe prE! v i ou s se e t ion cOY'Y'EH; pondi ng lo a n e c onomi cle 
variable, The predietion is the future value which tile 

variable X would have if no type of innovalion oCcut~l'ed 

from lhe mOITIE!l1t in which the prediet.ion is - made. 

Consequent.ly, lhe pl'edieU.ons desct'ibed in lhe pr'evious 

e	 section for differ~;!nt values of .Q. are the expect.at.ions 

hüld :in t.ile mornent. t on lhe values of lhe vad.ab1E:~ in t+l. 

t+2 •.. , , .It must be noLed that these expectations are 

const.rueled by us'ing E!xclusívely infol"ITIalion 01'1 lhE:~ 

history of the phenomenon in quest.ion.
e 

Suppos:ing lhat lhe paramE:1tey'S uf lhe ARIMA modE:11 

dre known, Lhe value Xt+.Q. can be broken down in thl:'! 

following way: 

e 
(3 , 1 ) 

wiLh we denote the prediction error which 

1s equal toe 

(3.2) 

Th0 breakdown (3.1) divides the obsel~ved value 
( 

Xt+.Q. 
into two parts which are mutually independent: 

~ 
-Xt+.Q.: !~pectation for Xt+.Q. which we have in 

t.he momenl l; 

-et+.Q.: !:ffeet of the surprises which OCCUYTE:1d 

bells.Jeen l+1 and l+.Q., which is obtainE!d as a we:l.ghtE!d SUHl 

of the corresponding innovations. 
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e 

e 

e 

e 

WhE:HI .Q. h! nd s t o i nf 'lrd te, t he f o r' E:! eQs ti n9 

function indicaLes the value to which the long-t.:erm 

val' i a b1 e ten d s , i fin t hEl fu t- u r' e t hEl S t o e hQS ti. e 

innovations or disturbances which affect lhe system were 

zel~o. Ther'(:lfore, giving to.Q. high and ever higher' valuE:!s 

the forecasting function describes the long-term 

equiJibt'ium path of the economic variable in question. 

Thus, if the limit of the forecasting function is a 

constant we will conclude that the variable tends- to a 

stable equilibrium, while on the contrary, if this 

funcUon has no l:ifllit we will say that thE:l val~iable tends 

to a situation of steady state. 

In conclusion we have that the economic 

importance of the forecasting function obeys two 

fundamental causes: on thE:! one hand it. enables us to 

quant.ify the differ"~nt terl1l univariate expectations for a 

particular phenomenon; on t-he other, it describes ths 

long·-term equi1ibrium pa Lh towards whi c h thi s phenomenon 

is ITIov::i.ng, and Uds i5 glven by thE:! tr'end of thE:! 

forecasting function. 

In addJ.ng COlflmE:!I1t to the concept of lntE!gr'ate!d 

variables defined in Engle and Granger (1987) and 

Escri.bano (1987) we wi11 say that a variQb1E:1 gener'atE!d by 

an ARIMA model is integrated of order (h, l)if it needs 

to be differentiated h times to become slationary and the 

stationary transfor'mation has a mathemat.ical expectation 

different to zero. If in the previous case the 

lTlathematical expectation of the stationary transformation 

is zero we wi11 say that the variable is integrated of 

order (h, O). In general the order of integration is 

represented by (h, m), whel~e m takes the value ZE:1rO Ol~ 

one according to whether the mathematical expectation of 

the stationary lransformation 1s nil or nol. From what has 



,

e
 

le 

e 

le 
i 

e 

e 

e 

e 

e 

been seen in lhe previous seclion, we have that the order 

of integration fully describes the polynomial structure of 
the trend of the fot'ecasting function, wl1ich wil1 beof 

the order lllax (0,h+m-1). The trend 1s purely stochastic, 

in the sense that all its coefficiE,nts arE:l determined by 

the initial conditions of the system, if m is zero, and it 

1s mainly deterllllnistic if m is different to zero. 

This definition of integration makes explicit the 

pr e se ncE! or ot he r'wi s e of a con s tan t in the stationary 

series due to the importance which, as we shall SE:'e, this 
pal~arnetel~ has. 

If h+m adds up to zero or one the variable lends 

to a stable equilibriulll, the value of which will be purely 

det.ermin:ist.ic if h is ZE:1t'''O, Ol~ it wi.ll be detet'nfined by 

lhe initial conditions if h is one. 

If h+m· adds up to mo''''e than one, the val'iable 
does not l::.end t.o a stable value, but euolves according to 

a polynomial slructure which accords it a steady state. In 

this polynomial struc{::.ure the most important thing in the 

long-term is the coefficient corresponding to the greatest 

power, sinca comparad to it all othar powers have a 
negligible contibution. Now, Uds cOE:lfficient will be 

dElterministic if m is one, in which casa the long-tel"rn 

path wil1 also bE:l so. This mE:lanS that the factor which 
contributes most to this path i5 not alter~d by changes in 

the conditions of the system, and therefore the 

development of an Economic Theory to explain in this case 

the long term path of a variable, i. e. consumption, in 

terms of another one, i.e. income, is not of much help. On 
lhe contrary, if m is zero all the parameters of the trend 
of Lhe forecasting function depend on the initial 

condiUons of the system. In such cases the long-·term law 
is determined by a time polynomial of the order (h-1), but 

the paramelers of this polynomial change as new 

disturbances reach the ~ystem. 
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To complete lhe descriptiol'l of lhe long lelAm of 
o an economic variable we must specify the magnitude of the 

uncertainty wo have about it.. This uncert.ainly is 

expressed by the term e t +2 in (3.1) when 2 tends to 

infinite. If the process is stationary h=O, the polynomial 

o 'i!'(2) which enlers in thE:! dE:lfinition (3.2) of e t +2 
is convergent and the variance of e

t 
+

2 
when 2 tends 

to infinite is finite. This result is certain even when 

bea~'ing in mind the uncertainly associated wiUI thE:l 

estimation of the pararneters (see Box and Jenkins (1970) 

e appendix A7.3). In such a c~se we s~y that the uncerlainty 

regalAding the future, however far off it Inay be, is 

limit.E!d. If h 'ls nol ZE:lrO, 'i!'(2) does not COnVE:lrge, and 

Lhe varianee of e t +2 tends to infinit.y with 2, so 

e t ha t. llJE! say l ha t. unee t'la i. nty r'E!gard i ng the fu lu r'e i s nol 

boundcd. It 1s wor-th pointing out thdt the fact that 

ARIMA models generale, for lhe case of non-stationary 

series, predictions regarding the future whose uncertainty 

is nat. bounded as the hOI~izon of predict:i.on (2) 

e increases is nat a disadvantage of these rnodels, since the 

nature of uncertainly regarding lhe future is not a 

characteristic which indicates to us whether the model 1s 

good 01" bad, but an aspect which definE:ls the real wol'1.d 

e which we are attempting to make d model of. 

In economics the hypothe!sis that uncE:!rt~:i.nty 

regarding the future is not limited seems acceptable. 

Note that in a structural economic model (SEM) wher'e 

e exogenous variable's are generated by non-stationary ARIMA 

models, long-term pr'edictions ar'e also genE:~ratE!d on thE:l 

endogenous variables with non-bounded uncertainty. The 

difference with rE:~spect to the ARIMA predictions can be 

found simply in lhe fact that lhe uncertainty may tend to 

(i infinile more slowly and with a greater delay. 

e 
I 

I 
_1 
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The characteristics of the long-term path 

deriving from the models from thc ARIMA models wil:.h the 

most common values for h and m are shown in Table l. 

An ARIMA model with (h+m=2) implies that in the 

long term the level of the corresponding variable tends to e 
infinite. Such a characteristic may be considerad as 

unacceptable in Economics, but note that simply 

substituting one of the positive unit roots includ-ed in 

the differentiations by (0.99)-1 will be sufficient for 

e the law of the long-term to bE~corne a stable equilibr'iulrl. 

But, the way in which this st.able aquilibrium is achievl:'d 

depends on lhE! transitory componE!nt: of the prE:!diclion 

function tt(i), defined in (2.13). As this component 

\.I.Ji1l in this case havo a term bJt) (0.99).R. it e 
\1.1; 11 not be cancel1ed out in lhe medium term and this 

facet, j,n practice, will not be able to be distinguished 

fram the first mentioned one in which (h+m) equalled two. 

In faci the long terrn in Economics cannot be estimat.ed, 

e since it is not possible to discriminate, wil:.h the
I 
! available sample sizes, between a fixed sLructure and one 

which is slowly evo1ving. Therefore, when we say that an 

0conol1dc val"'iab1e fo110ws a linear gl"'owth palh we mean 

simply that in the medium term it tends to follow such a 
(1
 

bchav:ioul'" path.
 

From Table 1 it follows that the inelusion of 

constants in the ARIMA model means severe restrictions on 

the .._characterisation of the long term of an economic 

y-ª..riab1e. 

Having seen that the parameters of the 

forecasting function of an ARIMA model, and specifically 

e the slope of the trend of the permanent component change 

wtLh time, it 1s important to analyse how lIJe can 

calcu1ale lhem. The next seelion is devoled lo lhis topie. 

e 
Table 1 
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4. THE DETERMINATION OF THE COMPONENTS OF THE FORECASTING
 
C
 

Ll¿~.CTIQ~ 

4.1 General Approaeh 

The resulls of lhe previous seelions indiealeC 
Lhat Lhe eventual foreeasting funetion of a seasonal ARIMA 
model can be written: 

(4. 1 ) 
( 

lo simpliFy lhe analysis we are assuming that ~zO and 

D::"l. Then n::;;,p+P.s and thE:l E:lquation is valid for Sbq·HQ. 

However, d+l+p+sP initial values are required to determine 
le it, lherefore,from K>q+sQ-d-1-p-sP the predictions wlll 

al r e a d y be re 1a t. ed amo ng a a eh o t he r a e eor d i n9 t o ( 4. 1) . 

The eoefficients af this equation can be obtained through 
l:wo differE!nL proeedures: Lhe first is to generaLe as many 

prediclions as paramaters and to salve the resulting
:c 

sys\:em of equat.ions. The equation (4.1) has d pararneters 

c., s-·l seasonal parameters (since a coefficienl can bC:l 
) 

E! X P r e s s ed a s t h E:1 S U rn of l he ot hE:1Y' s lAJi. t h a ehan 9 ed s i 9 n) 
and n eOE!fFicients b Therefore, lAJa need to generate ai . 

e	 number of predi.etions equal lo R::;;d+1+s-1+n=d+s-l·n. Calling 

the predietion vector 
/\
X R and the parameter vector e 
-+t ~ 

wa can wrile from a certain moment 1 the following 

cxpl~ession: 

I 1e	 1 1 1 o
l (9.) 

d
1 2 2 1 

! . I c(t)

r
'o 

: 
i	 d 
' .	 I, 
,	 s(t)

1= I 1 
I 
1	

1 
i	

I 1 oC'	 
I

, S (t) 
I s-l 
I I 
!	 b(t),I	 1 1 
1 d	 I b(t)e	 L R RXt (1+ R):	 n

'- J 
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I C' 
1 . 

I 

i 

I 
I 

I 

i e 

e 

e 

e 

e 

and the eoeffieient S(t) will be equal to 
5 

5-1 

¿ 

j=1 

Writing 

= M a 
fV fV 

lhe data matrix which contain5 the known 
eooffidenl5 which mulliply lhe parameter veclor O we.... 
can express a as: 

,.J 

o (4.2)
'" 

whieh enables all the parameters for the eventual 
forecasling funelion to be obtained. 

The 5econd procedure is first to obtain a value r 

h j 9h e nou9h f o r' t hE! t r'a n5i t or y eoITI pon E' 1"1 t t o be ea 1"1 eE) l1E:) d 
out for k>r. This value depend5 01"1 the roots of the 
aulol"egr'essive polynomial and is dE!terminE!d in such a way 

t.hal IG~ I~O, where is the G with t.heG1 i 
highest. absolule value. A simple way of eheeking whether 

the transitory component is practically nil for K>j .s, 
consisls of laking the differenees: 

which will be free of lhe seasonal effeel, and to observe 
whether su eh a di fference s tay s prac ti ca lly cons tant f or 
positive values of K, In this case we shall say lhat from 

a prediction horizon j.s the transitory eomponent is 

praclically nil. For example this implies lhat wilh 
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lTIonthly data the annual differ'ences betlJ.Jeen the rnont.hlyle 
predictions wi 11 be const.ant from a certain yedr onwdrds. 

Thus t a ki n9 t he e xpr e s s ion of t hE:l gene r a1 pr' ed i cti ons a nd 

eliminating from it the transitory component we can set up 

a system of equations to determine the coefficients of the 
e	 trond equation and lhe seasonal coefficients, which are in 

general those of interest. Let us see sorne specific cases. 

I 

I 4.2 The airli~~model 

Iie 
I A seasonal ARIMA rn6del much used for representing 

the cvolution of month1y economic series is the one callad 

the airline model: 

e	 (4.3) 

According lo what has been preuiously discussed, lhs 

forecasting equation of this model for k>O can be writlen; 

ie 
I 

and contains 13 pdrameters. (Remember that rs~t)=o). 
By equal1ing the predictions for k=l, 2,.,.,13 obtained 

e	 lAJit.h lhe mode!l (4·.3) with thE:~ structur'al for'rn, we shall 

haue: 

1 1 1 o ... o 

( 

I 
/.': I 

1 12 o o ...	 1 
t 12
 

X + J'
 
e "Xt+13 

113 1 o ." o
 

e 
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I 

I ( 

I 

a syst.elTl of 13 
¡( res tri cU on 

b(t) 
I 

c?t.) t-=.lj o 
equaUon 

direct1y
e 

e 

b(t)
1 

be 

equations 
(t)

ES. ~O 
J 
and 

obtained, 

and 14· unknowns whi.ch wH.h the 

enab1es the parameters 

the seasona1 coefficjents 
By subtracting the first 

from the la stand di uidi ng by tlAlelu e, we obta in 

J4,4) 

By adding up Lhe first 12 equations lhs seasona1 
coeffic:i.ents eH'E! c~ncel1ed out and wa obt~in: 

e 

which giues as	 a result 

¡e 
(4.5) 

fyna]ly the seasonal coefficients are obtained by: 

e 
S (t) x" (') b"(t)_ b"(t)J'
'"j :; t J -	 o 1 (4.6) 

It rnust be noted that if the ARIMA mode1 :is 

C'	 specified on ths logarithmic transformation of X, then lhe 

coefficients b~t) can be interpreted as growth rates 
and the COElfficients S. 1nE:!asure the seasonal natuY'e as a 

J 
percentagB of one on the level of the series. 

el 

e 
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4.3. General models with a difference of each type 
le 

Any ARIMA model which has as non-stationary 

operators QQs and ~=O has a permanent component of 
the fOI~ecasting function which is the sum of a linear 
trend and a stable seasonal component. To determine tllee 
parameters b, which measure the linear trend and lhe 

seasonal coefficients S., we wtll use the fact that,
)

taking K=si+j as high enough for the stationary te~ms to 

be negligible, and equalling the prediclions to the 

e permC:H1E!I"\t cOll1ponent:I 
I 
I 

X. ,,(K+S+l)-X ·.(K+l)b(t.)_ . t t (4.7) 
1 - s 

e 
~ (t) - s +b = X - b1 (K + 1 ) (4.8)

o t 2 

! e (4.9)
I 

equations analogous to those of (4.4) and (4.6), where now 
/\

X is Lhe average of t:he s observations in the interval 

(K-d, K-t"s). 

C' 

C· 
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S,	 B.PPL1CATION__QF THE CALCULATION or THE TREND OF THE 

g~I~_~~J~TE FO~~CASTING F~~CTION TO SERIES ANALYSIS ¡e 
or	 THE SPANISH ECONOMYI 

In this section an estimate i5 made, for a 

certain sequence of months, of growth rates in the trend 

e of the fOrE!Casting function of the following ser-les of t.hE:! 

Spanish economy: imports, exports and the consumer price 

index for seruices. The use of the aboue-mentioned rate in 

d relatiuely comp1E:~te short-term analysis of an econornic 

I phenornenon is put fOI~ward and descr'ibed in Espasa (1990),
le 

Following the terminology used in the aboue-mentioned 

work, we w:i]] call it inertia t.o the rate of 9rQ~th of t.he 

_tr..~n.f! úf lhe forecast.ing function of a uniuariant ARIMA 

model which wil1 be giuen by the pararneter b , defined
1 

e in (4.7), whcn lhe model is specified on the logarilhrnic 

transformalion of the uariable. 

Regarding Spanish foreign trade on non-energy 

goods lhe following uniuariate l1lonlhly models can be used 
le to	 explain imports (M) and exports (X) 

(5.4) 

(J ;; 0'092 ,e 

(5.5) 

C1::: 0'117 , 

in which AIM and AIX are particular interuention analyses 

rE!quiring both series and which have no effect upon the 

slope of the fOI~ecasting function, therefore, hencefol"lh 

we will ignore them. 
e 

( 
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The o)~iginél] sE:!I~jes wilh lheir corresponding 

trends are given in Figure 1 and Lhe inertias are show inle 
I Figure 2. 

Figure 1 

e 
The last figure shows these inertias from January 

1986, lhe monlh in which Spain joined the EEe, to December 
I 1989. Thus, this chart can be used to illustrate- what 
i 
i happE:Hled lo Spanish overseas trade, in nominal terms from 
le 
I that dal.e. Obviously, on the basis of this descr''Íption no 
1 causal analysis can be made, since we ara not using mod~ls 

incorporating Lhe deterlOining variables of M and X with 

which an analysis tan be made of which explanatory 
variables are responsible, and to what extent, for thee 
lrend changes. Neverlheless, lhe mere descriplion of these 
changes is in fact of interest in itself. However, it must 
be pointed oul lhal lhe trend evolulions shown in Figure 2 
r<::~fer lo Lhe sale and purchase of goods in nominal terms 

ie and, lherefore, prices are also influencing lhese very 

same Lrend movements. 

We can deduce from Figure 2 lhal lrend growt.h 
expectation in nomin~l imports was increasinge 
syslematically lhroughout 1986 and first three quarters of 

1987, that then this expectation has stabilised, with 

minor oscillations, at around 23% until the second half an 
1989, when it started the decrease very slowly. As a 
resull, a worsening of perspectivas for Spanish imports of 

around four percentual points has occurred during this 

periodo 

Figure 2 

with exports th(~re was a movement fr'om a growth 
expeclation of 18% al lhe beginning of 1966 to an 

( expectation of around 14% at the end of that year and 



I e 
I 

(: 

I 
I 

e 

i 
I 

le 
i 

e 

:(1
I 

during 1987. Sinee then the expeclations have remained 

fairly st.able. 

In conclusion we can say that the perspectives 

for impor·ts worsened (increased) progressively in 1986 and 

19 87 t a ki n9 o n a re1a t i ve1y s t a bl e e vol u l:i. o n f t' o ITI t ha t 

time until the second half of 1989 when a certain 

improvement occurred. As for expectations for 

exports,although they worsened (declined) during 1986, 

they have maintained a fairly high level during the last 

t.hrce years of lhe sample considered. If the evolutions of 

impol'ts and expor-ts aY'El compdrEld :in or'der to haVE:1 a !:Jet t.El r' 

underst.anding of of the possible evolution of lhe Spanish 

tl~ade deficit, a eonclusion ean bE:1 dr'awn to the effect 

t:hat, it is necessary, given that the level of impol"ts is 

higher lhan that of expurts, at least for the gr-owth rates 

expected in bolh series to equal each other fairly 

quickly, and, i.nsofar as export gr'owth ean be consi.dE:1n'd 

as optimistic,. given the level of world commercial 

activily and lhe relative level of Spanish prices compared 

to l.l1e re s t of t he wor Id, to bri n9 t hE!S e ra {'~es tog et her 

must. p0rforce requirE! a signi.ficant reducti.on in import 

growlh. 

In the consumer price index for lhe Spanish 

economy lhe component referring to the prices of services, 

wh:.i ch we shall call lPCS, has been showing fairly uneven 

behaviour with regard to the component referring to the 

prices for non-energy manufactured goods. Both components 

make up the IP5EBENE, the consumar price index for 

services and non-energy manufactured goods, whieh 

represents 77. !:>4% of the IPC, and is an appropriate index 

on which it is wor·thwhile analysing UndE!rlying inflation 

or the inflationary trend. 
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By using the sample cOmpr:.LSlng frolTl May 1984 t.o 
January 1989 the follolAJing model has been estilnatede 

(7.6) 

e 
a ::; 0'0014 , 

where AIS t are interventions required by this indexo 
These inter'ventions include a step effect which begins inle 

, January 1986 and is due to lhe introduction of Value Added 

Tax. The mouing average coefficient is fixed at 0.85. 

From this model a calculat:ion has bE'en lTI<:'ide of 
e t.he inert.ia of the IPCS,(corrected of interventions) 

during lhe period comprising from January 1986 to December 

1969, These calculations are shown in Graph 3. There it 
can be S0en that during these years the medium-term growth 
expeclat.jons of this index have always remained above 7%. 

1(; 
It can also be detected that during 1986 expectations on 
this index increased. That is to say, unlike what. occurred 
lAJi l:. h lhe pri ee s of non·-e ne rg y ma nufa ctu red good s. Spai ni s 
ent.ry in the EEC meant no improvement. in expectations for 
the prices of services. This reslJlt is not surprising if 

i t i s bor ne i n !TI i nd t. ha tent r y s ca r cEl 1Y br ought wi t h i l 

greaLer competitiveness in the Spanish service sector. 
Figure 3 also shows that throughout 1987 there was a 
slight improvemen~ (fall) in the ¡PCS inertia, which 

di sappeared complete ly in 1988, and in 1989 thi s 
delerioration in the prices of services continued. All 
this represents a grave threat to the ¡pe since the 

scrvices component accounts for 3~.2~% of this indexo 

( 

Figure 3 
_._-_._----------------------­
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e Demonstration of the theorem in Section 2 

It can be immediately preved that the conditiol1 

is sufficient and that (2.3) is a solution of (2,1). 

Because ef the cemmutability ef the operaters 

P( B) Q ( B) Zt;; P( B) Q ( B) ( Pt +q t ) :;;;Q ( B) P( B) Pt +P( B) Q( 8) q t-=O 
I 

Ile 
I 

Let 

neccssary, that 

llJrítt.E!n as inI 
I e Q(B) are prime 

that: 

'e 
I 

(, 

caJ.ling 

( T (B)P(B)Zt1

T2 (B)Q(B)Zt 

is vedfied 

us nOllJ pl"ove that the condition is 

15, that any solution of (2.1) can be 

(2.3). frem Bezeut's theorem, if P(B) and 

tllJe polynomials exist T (B), T (B) such 
1 2 

== qt (A. 1) 

- Pt (A.2) 

Zt qt + Pt 
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ITIulUply:ing both rnembers of (A.l) and (A.2) by Q(B) and 

P(B) respectively: 

e 

and t1'el"efol'~e any solution can be wr'itten in the for'Hl 
(2.3) and (2.4) indicated in the theore.m. Le.t us preve 
that lhe breakdown is unique. Let us assume anolh{;'r' 
breakdown: 

Z.. t :::. q 
I t + p 

I te 

where q1t and p1t verify (2.4). Then: 

e 

( 
analogously it is preved that P rnust bE:! identical to

t 
pI t.. 

(. 
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TABLE 1 

Charael.rlsllcs of lh. long t.na palh d.rlv.d from lh. ARI~ ~.I

el corrupondlno to an .conanle wtrlabl. 

11.., IIIlu... of tht Influ.ne. of 1"ltlal Une.rtalnty r.gardlftg long-t.... 
long-l.,.. Pilh (h, 11) cond'\lons on tht 

(a) (b) lone-t.... p¡tll On \ht ,,_.,
C)­" 

O. MIL lONG-TEAIII YAllIt (0,0) non. (\ n\t. 

, ESTABLE Equtll8RJII'I (O, ') nont f'nll. nI' (growlll Is J'ro) 
(1,0) thty d.t,""lnt tht Inflnlt. (Il g~h n" (growlll ,. J.ro) 

e equllbrlln ..Iu. ll".a~ wltll) 

2 lINEAA GROWTH (1,1) lhty dtl'l'lIIlnt tht onlenal. 'nfln'\. ('t ,~t flnlt. 
'" tll. orlgl" of lll. llntlF'J) 
Itra'gll\ 'Int, bul hiv. no 
'nflu.ne. on 'll "ope 

U,O)� thty dtt,""lnt lht tIlO 'nfl"It. ('t growlh 'nf'n't. III O~II 
Pir_hrl wIIlcll d.flne tht quadrltleal1yl lln..~)e 1111I 

(a) 11 h tllt tota' n"'r of dlff.r.nttattOfts requlred ~ tht var'abl. to btC(llll Itatlol\lry. 
(b) .0 '~1I'1 tlllt tht NthtlMttca' .xpeehl\C1 or tllt ItattonaF'J Slrl.. h IlOt ntl • 

• , ,~".. '\Nt th\s NthtlMttea' .xpeeh/lCY II IIOl "". 
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FIGURE 1� 

SPANISH IMPORTS ANO EXPORTS Of NON·ENERGY GOOOS 
. (Orlglnel dete end trend) 
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FIGURE 2 

e 
SPANISH IMPORTS AND EXPORTS Of NON·ENERGY GOODS 

(Origina' data and trend) 
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FIGURE 3 
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CONSUMER PRICE INDEX FOR SERVlCES IN SPAIN 
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