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Standard-Compliant Low-Pass Temporal Filter to
Reduce the Perceived Flicker Artifact

Amaya Jinénez-Morend, Student Member, IEEEEduardo Maifinez-Enfquez, Student Member, IEEER/inay
Kumar, and Fernando iBz-de-Mata, Member, IEEE

Abstract—Flicker is a common video compression-related tem- with respect to that of the original video. As stated in [10],
poral artifact. It occurs when co-located regions of consecutive this is a consequence of using different coding processes
frames are not encoded in a consistent manner, especially whenfor these co-located blocks. Specifically, it becomes a more

Intra frames are periodically inserted at low and medium bit . bl h di iodic Intra f I
rates. In this paper we propose a flicker reduction method which serious problem when coding a periodic Intra frame (I-frame),

aims to make the luminance changes between pixels in the sameSince the redundancy-removing methods used by the encoder
area of consecutive frames less noticeable. To this end, a temporalnotably change in the subsequent or previous Inter-coded
low-pass filtering is proposed that smooths these luminance frame (P- or B-frame). Furthermore, this artifact can be more

changes on a block-by-block basis. The proposed method hasg|aayly perceived when static areas are encoded at low or

some advantages compared to another state-of-the-art methods. di bit rat In th Inter f tend t
It has been designed to be compliant with conventional video medium bit rates. In these cases, Inter irames tend o copy

coding standards, i.e., to generate a bitstream that is decodable the pixel values from the previous frames [20], creating time
by any standard decoder implementation. The filter strength consistency that is abruptly broken when an I-frame comes
is estimated on-the-fly to limit the PSNR loss and thus the since the prediction source changes (from temporal to spatial
appearance of a noticeable blurring effect. The proposed method neighbors), and flicker becomes much more apparent

has been implemented on the H.264/AVC reference software and Fig. 1 d, icts t fi tructed f ) fth
thoroughly assessed in comparison to a couple of state-of-the-art 9. epicts wo _Consecu ve reC_O”S ructe rameg 9 e
methods. The flicker reduction achieved by the proposed method Video sequenc€ontainerencoded with H.264/AVC. Within
(calculated using an objective measurement) is notably higher the circle we can perceive the difference between the I-frame
than that of compared methods:18:78% VS. 5.3'2% and 31.96%_ (frame #25) and the previous P-frame (frame #24). Being a
vs. 8.34%, in exchange of some slight losses in terms of codingemporal artifact, it is difficult to perceive it when consecutive
efficiency. In terms of subjective quality, the proposed method f looked at individually. but it is clearly visibl d
is perceived more than two times better than the compared rameg ar_e ooked at individually, but 1 _'S clearly visible an
methods. annoying in a normal playback of the video sequence.

Index Terms—Flicker artifact, flicker reduction, H.264/AVC, Flicker reduction has been a r(;altlivgnt tolplc? ofhresearcg for
low-pass temporal filtering, motion-guided temporal filtering, on- Many years [7]-{19]. However, a definite solution has not been
the-fly filter strength control, standard compliant. found yet. Some of the proposed solutions are not standard
compliant (e.g., [11], [19]), what seriously limits their field of
application. Others (e.g., [12], [13], [17]) require to perform
o ) ) a filtering process at the decoder side, what prevents their use
T HE transmission and storage of videos without compreghen any of the available standard decoder implementations

sion is very costly in terms of bandwidth and SPaCRyst be used. Others (e.g., [9], [10], [15]) depend on fixed

requirements, respectively. Though compression solves Higasholds that hinder a proper generalization ability. More-

problem, at the same time, it gives rise to compression-relal r, none of them controls the PSNR losses incurred by the
artifacts. One of them is a temporal artifact called temporﬁlgorithm in exchange for flicker reduction.

f|l.JCtuat.i0Ijl or stationary area quctqation or simply fIicker [11. In this paper we propose a method that aims to overcome the
Since it is inherent to compression, the flicker artifact igyqve mentioned drawbacks. In particular, we suggest a fully

generally perceived when using video coding standards, froifyngard-compliant method that uses a temporal low-pass filter

I[\gj)ti[(:)[g]\]PEG 2000 [2]-[5] to MPEG-2 [6] and H.264/AVCimplemented in the encoder. Furthermore, the parameters of

. . the filter are estimatedn-the-fly, so that the method is able
Flicker happens as a result of the fact that the vidgg aqant to the video content. Finally, our approach allows

encoder does not consistently treat the co-located blocks¢gf coniroliing the PSNR drop to prevent the perceived visual

consecutive frames, thus increasing the inter-frame dlﬁere%xfa"ty from impoverishing due to the blurring effect caused

EDICS: Signal Processing for Multimedia Applicatiors» Compression by the temporal filtering. L . .
and Coding (CPRS). The proposed method was initially described in [21]. In
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I. INTRODUCTION



In [9] and [10] an Intra prediction mode selection method
was discussed to reduce the flicker artifact. The method relies
on modifying the distortion value of the Rate Distortion
Optimization (RDO) process by adding a new flicker-related
term, which is used in the flicker-prone MBs. This term
is based on the sum of squared differences between pixel
intensity values of an MB and those of its co-located.

In [11] a modified Intra prediction scheme was proposed
for flicker reduction in all-Intra coding mode. Its goal is to
reduce the flicker artifact caused by the lack of consistency
in the selection of the Intra prediction mode from frame to
frame. The algorithm quantizes the predicted block in the
frequency domain before calculating the residue, so that the
y © : predicted and quantized block has a less-significant effect on

o the reconstructed values.

In [12] a post-filtering approach was explained to reduce
the typical artifacts in compressed image and video such
as flicker, blocking, or ringing. Specifically, a novel spatio-
temporal adaptive fuzzy filter was proposed. The filter acts
according to the correlation between the current pixel and its
spatio-temporal neighbors (after motion-compensation). The
fuzzy filter is able to reduce the artifacts by increasing the
pixel correlation, while preserving the edges of the image.

Another post-filtering based approach was presented in
[13]. In particular, a temporal filtering algorithm, based on a
Maximum a Posteriori (MAP) estimation and named as robust
Fig. 1. Example of the flicker artifact: (a) reconstructed P-frame; and (Statistical temporal filter (RSTF), was proposed to reduce the
subsequent reconstructed I-frame of the sequ@uweainer flicker artifact. The authors claim that RSTF reduces flicker
and preserves motion sharpness.

The work described in [17] was also a post-filtering ap-

a detailed explanation of the proposed method. Sectionythach to reduce flicker distortion. Specifically, a motion-

describes the experiments conducted and presents and dig;nensated version of the I-frame is estimated from previous

cusses the results obtained. Finally, Section 5 summarizes BUr B-frames, and it is used to filter the I-frame employing a

e
(b) I-frame #25.

conclusions. weighted average. A flicker metric is proposed to measure the
strength of the flicker artifact, so that the number of frames
Il. STATE-OF-THE-ART considered by the filtering process can be adapted according
A brief description of a few relevant state-of-the-art propoge it.
als is provided in this section. [14] discussed a rate control algorithm that acts on the

In [7] a method was proposed that aims to reduce tliguantization Parameter (QP) value to reach a given target
discontinuity of the coding noise patterns between Inter- abit rate, while taking special care of quality consistency.
Intra-coded frames. In particular, the quantization of DC¥pecifically, exponential models are proposed that consider
coefficients of co-located blocks may vary from frame to framigoth the target bit rate and the buffer occupancy, and keep
causing flicker. To address this problem the authors propodéd distortion as constant as possible, thus reducing the flicker
the so-called "Detented Quantization”, which is a quantizatiaartifact.
scheme that produces an Intra-coded MB more similar to anin [15] a temporal flicker reduction and denoising (TFRD)
Inter-coded version of the same MB. To this end, the motian video was explained using sparse directional transforms.
estimation (ME) process is carried out also in I-frames, and tiide method assumes that the video signhals are inherently
transformed coefficients obtained with the usual Intra codirgpatially and temporally sparse and proposes to reduce both
process are modified to bring them closer to those obtain#idker and noise by enforcing this sparsity. A set of pixel
when the frame is Inter-coded. values called a sub-frame is created for each pixel. This sub-

In [8] a two-pass I-frame coding method was presenteffame extends to pixels from the current frame when spatial
The first pass involves obtaining an Inter-coded version sparsity is considered and to pixels from both previous frames
the frame that is used as no-flicker reference. In the secamtd the current frame in the case of temporal sparsity. The sub-
pass, the flicker-prone MBs are coded using this Inter-codgdme is then transformed using a 2-Dimensional DCT and a
version of the frame as reference, while the remaining MBs anard threshold is applied such that the transform coefficients
coded using the normal Intra coding procedure. Furthermobelow the threshold are set to zero.

[8] described an effective flicker metric that will be used in The work presented in [16] addressed the flickering artifact
our proposal and therefore will be explained later. due to both the transform coefficient quantization and the



use of different prediction modes in co-located MBs. T
approach assumes that flicker is noticeable due to the pre: e E— ‘
of noise in the original sequence and, consequently, pre: RS = e === s [ Voton vectors]
a Kalman filtering-based pre-processing for flicker reduct o R /]
The Kalman filter recursively estimates the noise power in
input signal and acts only on flicker-prone regions, which
determined according to a flickering score.

In [18] a method to reduce the flickering and blocki
artifacts was proposed. Flicker is addressed by mean
an adaptive multi-scale motion post-filtering. Specifically,
each block of the current frame, the most similar blocks
previous and next frames are found and used in the filte
process, which is selectively applied on smooth areas.

In [19] the flickering artifact was reduced by extendi
the GOP length. Since a longer GOP may lead to lo
performance in terms of random access and error resilience,
the authors proposed to periodically insert a new kind of franfé&- 2. An I-frame of the sequenddower. Motion vectors are depicted by

e ns of small red arrows. Block labeledlaefers to a block of the current
called Pl-frame, which is encoded and sent both as a P- ancﬂfgﬁe and block2 refers to the block in the previous frame that is pointed

an I-frame. If there is no transmission error or random accesg the corresponding motion vector.
the P version is decoded; otherwise, the | version is used.
Obviously, this method is not standard compliant.

introduced inf?_, w10 make clear that the co-located pixel
I1l. PROPOSED METHOD is not always the one used by the filter. The reason is that
In thi tandard lant thua;ng the co-located plxeﬁ(_Li) would produce a significant
N this paper we propose a standard compliant methgy rring effect when the pixel region undergoes any kind of
for reducing the flicker artifact. Since the flicker artifac otion from one frame to another (either camera or object
IS a temporal phenomenon, mostly due to chan_ges n %tion). To solve this problem, we propose a motion-guided
luminance values of co-located MBs of consecutive frames =+ ces the pixel in the frame — 1 that is pointed

Egenzrally,.ta P]:f ort B—t;‘ramekfollomedt by an Il—framle%., we falt a calculated motion vector (M)V For this purpose, an
0 reduce its eflects by making the temporal evoiution o E process should also be carried out in the I-frames. In

Iumin.a'nce smoother by means Of. a n'ovel filtering approac&]r experiments, we have employed 16x16-pixel blocks for
Specifically, a temporal low-pass filter is proposed that ma s ME process, which is only used for guiding the proposed

the reconstructe(_:i pixel values of an |-frame more similar ?ﬂtering. Obviously, in static regions th&/ V" will likely point
those of the previous Inter-frame. Furthermore, since Iow—pa}%sthe co-located block

filtering unavoidably introduces blurring effect, an algorithm is Fig. 2 shows an illustrative example of an I-frame of the

developed to control this blurring effect in the filtered regiongequenceFlower where theM Vs are overlaid. In order to
by limiting the PSNR loss. :

h thod d intion i ized in th bsecti obtain the filtgred version of the pixels belonging to block
€ methoc description 1S organized In three SUDSeCUoy, ooy o (/)i In (1)), the proposed filter uses the recon-

first, we describe the proposed filtering technique; second, we - ;
. : . . . . ' stfucted luminance values of the same block in the current
explain how to make it compliant with typical video codin

. Aj .
standards; and third, we describe the blur control algorithn]L?nr?sar(ggevlzlf:snz:cegloacini; kIJr;ISj))a::?h:ahe reponstructed
_ previous frame
(pixels denoted ag’_, ), in (1)).
A. Selective temporal motion-guided filtering Moreover, the proposed filter is selectively used on flicker-
1) Filter formulation: To reduce the flicker artifact, we Prone regions where it actually turns out to be effective
propose a filtering process that aims to make those flick@ccording to a proper flicker metric. Next subsection provides
prone regions of consecutive frames more similar to eaghprief description of the metric used for this purpose.
other. To this purpose, we use the following temporal low- 2) Flicker-prone block detectionTo detect flicker-prone

pass filtering: blocks we need to define a metric that allows us to estimate
N N the flicker-related distortion. An accurate flicker metric was
Lli=afl i+ Q=) ]y v (1) proposed in [8]:

wheref,’; is the filtered intensity value of thgth pixel of the Djflicker,mi — max (0, fj” — ffhu - fi,i - jl;u ) )

i-th MB of the n-th frame; f , is the reconstructed intensity o o . .

value of the same pixef/_, ., is the reconstructed intensityWhere /7, ; is the original intensity value ofi-th pixel of
value of the corresponding pixel in the previous frame (tHge i-th MB of the n-th frame; f ; is the reconstructed
meaning of the subindexd/V is explained below); and: intensity value of the same pixel; anf] , ; and fAerfl,i are,

is a parameter that balances the weight of the current amgpectively, the co-located original and reconstructed pixel
the previous frame pixel values. The sub-indg¥” has been intensity values in the previous frame.



compliant implementation, whefg, @, 7', andQ ! stands

for the transformation, quantization, inverse transformation,
and inverse quantization processes, respectively. First, the Part
A of Fig. 3 shows a typical encoder-decoder loop at the
encoder side. As it can be observed, a prediction residue is ob-
tained, transformed and quantized, to generate a reconstructed
version of the pixel bIockjn,i), as in the habitual encoding
process. Then, Part B of Fig. 3 illustrates how to obtain the
filtered version of the pixel block, ;) following (1), and

the modified version of the Intra residue',(ﬁ following (4).
Finally, this modified version of the Intra-prediction residue

is transformed, quantized and entropy coded as illustrated in
Part C of Fig. 3.

Since the Intra-predictionPred,, ; is not modified (it is
always calculated following the standard encoding process)
Fig. 3. Block diagram of the standard-compliant temporal fiteplemen- and the modified residuk, ; is transformed and quantized the
tation proposed in this paper for reducing the perceived flicker artifact. ~same way the encoder would make with the residue obtained

following the standard encoding process, it becomes evident

In a few words, this metric assumes, according to the resullgit the decoder can reconstruct a quantized version of the
of some perceptual tests [8], that the flicker distortion is noticgitered pixel values without any additional information.
able when the video encoding process actually increases the
original difference between co-located pixels of consecutive .
frames. Or the other way around: it considers that flicker is ngt Controlling the PSNR losses
perceived when the difference between two co-located pixelsThe strength of the filtering process in (1) can be controlled

keeps equal or smaller after the encoding process. through thea parameter. On the one hand, the lower the
The flicker distortion of a block is computed by accumulathe more similar the filtered block becomes to the motion-
ing pixel-wise distortions: compensated block, and, consequently, the less noticeable the
j flicker artifact is. On the other, the lower the the higher the
Diticker,n.i = ZDflicker.,n,i' ®) psnr losses, and the more noticeable the blurring effect. Fig.
J

4 shows an example of this fact. In particular, two versions

Our method relies on this metric to choose the blocks to lp¢ the same reconstructed I-frame of the sequeikigo at
filtered, i.e., only those blocks for which the filtering proces9P 40 are shown. The image on the left side was obtained
actually reduces this flicker metric are filtered. for a = 0.8, while « = 0.5 was used in the image on the

It should be noticed that although the flicker metric igight side. As can be observed, the undesirable low-pass filter
computed on co-located blocks, the proposed motion-guideffects (missing details and blurring effect) are more noticeable
filtering actually relies on those pixels in the previous framgr o = 0.5, particularly in the presenter’s face and suit. The
that result from the motion compensation process, avoidiRSNR loss is also significant: fross8.14 dB (« = 0.8) to
unpleasant visual effects and substantial PSNR losses wilg¢ni6 dB (o = 0.5). Additionally, the magnitudes of the

the filter is applied in areas with motion. corresponding filter frequency responses are plotted in Fig.
5, which clearly reveals the more marked low-pass character
B. Standard Comp"ant imp|ementation of the temporal filter obtained fax = 0.5.

With this trade off between flicker distortion and PSNR
I%)_ss in mind, the selection of the optimum value of the
ggrameter can be formulated as follows. For each blgck

One of the main contributions of this work is to develop
flicker-reducing algorithm that can be used in any standa
compliant implementation of a modern video encoder. In oth

words, the bitstream generated by an encoder incorporatifig '™ to minimize the flicker distortio iicker,; (Where

. . . have removed the dependence with the frame number
the proposed flicker-reducing technique has to be decoda . ) S
by any standard decoder implementation. pcl)r convenience), while maintaining PSNR loss of the block

With this objective in mind, we suggest to transform an@l (PSN Rioss,i) below a certain target value provided by the

guantize a modified version of the Intra-prediction residdéser’PSNRloss’W’ I.€..
calculated taking into account the filtered version of the pixel

block obtained with (1), i.e.: min {D gyicker.i(cv;) } Subject to
Rn],i = fn,i - P"edzmv (4) PSNR[OSSJ(OQ') < PSNRloss,tar~ (5)

where R/, is the modified residuef,’; is the filtered pixel  To solve this problem we have first carefully examined the
intensity value, ancPredﬁL’i is the corresponding Intra predic-relation betweemny; and PSN R;,5 ;, and the relation between
tion (calculated following the standard encoding process). Fig; and Dyj;cker,i- TO this purpose, we have implemented
3 represents the complete methodology to obtain a standdrd proposed temporal filter in the reference software of



i 4 | i
() o = 0.8, PSNR = 38.14dB. (b) a = 0.5, PSNR = 37.46dB.

Fig. 4. I-frame of the sequencékiyo encoded at QP 40. lllustration of the increasing undesirable effects of the low-pass filterindeaseases.
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Fig. 5. Example of the filter frequency response for the same two valuasodfFig. 4. The cutoff frequency (3dB) is approximately0.57rad/sample
for @ = 0.5, and0.77rad/sample for o = 0.8.

the H.264/AVC video coding standard [22] and gathered several levels. In particular, significant differences have been
comprehensive set of data from several video sequences. found between sequences of different resolutions, also between
By way of example, some results are shown in Fig. @lifferent sequences of the same resolution, and even between
Part (a) of the figure shows the results obtained for three |a@ifferent MBs of the same sequence. Therefore, we suggest to
resolution sequences (Containar QP 36,Coastguardat QP perform on-the-flyadaptation of the model. Second, a simple
32, andAkiyo at QP 40); and Part (b) shows the results fanodel is required so that the process of finding a proper value
three high resolution sequences (Ice Ay®P 36,Pedestrian of «; for each MB: does not result in a computational burden.
at QP 32, andMobisodeat QP 40). On the left hand sideConsequently, a linear model has been chosen as an acceptable
of each figure, the average PSNR loss with respect to thelution for our purposes:
reference software (PSNB:;) is plotted as a function of,
where the average PSNR loss computation is calculated using
only the filtered blocks. On the right hand side of each figure, PSN Rioss,i(0:) = a+ be, 6)
the accumulated flicker distortion over the filtered blocks, wherea andb are estimatean-the-flyas a function of the
Dyiicker = Y_; Driicker,i, 1S plotted as a function af. video content. To estimate these parameters, we employ two
As can be observed] .k iS @ monotonic increasing pairs of values(c;, PSN R;,,5,;). More complex estimations
function ofa and PSN R;,ss is @ monotonic decreasing func-have also been tested, such as using linear regression from
tion of . Thus, the minimum value aof; that is able to meet four (o, PSNRy,ss;) pairs. However, the performance im-
the PSNR loss constraint (PSNRs; < PSNRjosstar) Provement (around 3 % better in terms of flicker reduction)
solves the problem stated in (5). Therefore, if we were able does not compensate for complexity increase (derived from
model PSNR;,ss,; as a function ofw; for each blocki, we two additional reconstruction processes per block). Therefore,
could obtain the optimum value af;. using two pairs of values was considered the best trade-off
Regarding the modeling oSN R;,ss; as a function of to perform the estimation. Fig. 7 illustrates the estimation
«;, two observations are in order. First, the data gatheredpmcedure with data gathered from an MB of the sequence
plot the curves of Fig. 6 exhibit a high degree of variability ePedestrian. The blue dashed line shows the adtuaN R, i



Relationship between a Relationship between o

achieved for seven different values af (from 0.2 to 0.8), and PSNR, __ o and D, .

and the red solid line shows the estimated linear model. In

our experiments, the values of used to estimate the linear *9

model were 0.4 and 0.6. s
Once the model parameters have been obtained, the modeg s

is used to estimate the value af; that likely leads to g,

PSN Rjoss tqr fOr each MBi. We denote this value asq, ;.

Fig. 8 provides a visual example of the seleatggl. ; for an I-

frame of the sequencéskiyo (Part (a)) andce Age(Part (b)).

Specifically, the mean luminance of every block has been set

according to the estimated,, ; (the highefo,, ;, the brighter 82 035 o0s 05 06 o7 o8 82 03 o4 o5 08 07 o8

the block). As can be seen, the areas with more detail (the

presenter’s face i\kiyo, or the mountains and the characters (a) Low resolution sequences.

in Ice Age) are filtered with higher,,,; values, as expected. Relationship between a Relationship between a

In this way, PSNR losses are controlled in these detailed areas \ and PSNR 1 and Dy,

in exchange for lower flicker reductions. SleaeoR TR
The complete method is summarized in Algorithm 1. It et o wansode 0P 40

is worth noticing that, when the obtained,,; produces a

notably higherPSN Ry, than thePSN Ryoss 0, the non-

filtered version is selected by the encoder.

—8- Container QP 36 —&-Container QP 36
—©- Coastguard QP 32 —©-Coastguard QP 32
—- Akiyo QP 40 127 | ¢ Akiyo QP 40

1.5]

PSNR

loss (dB)

flicker

PSNR

Algorithm 1 Proposed flicker-reducing encoding process.
Require: PSN Rjpss.1qr: target PSNR loss 1//
Require: L = 2: number ofa; values necessary to estimate ’

the |inear modeIPSNRlOSS,i(OZi) b2 03 0.4 ods 06 07 0.8 932 03 04 o(.x5 06 0.7 0.8

Require: I: number of blocks
1 fori=1 7 do (b) High resolution sequences.

2:  Calculate the non-filtered version of the reconstructed

block and its flicker distortiorD fiicker,i,non— fit Fig. 6. Experimental models of the relations betweemnd PSN R,
3 forl=1...L do anda and D fy;..., fOr several sequences.

Calculate the filtered version of the reconstructed
block be

Compute and store the PSNR 10835 N R;ss.i.1 — © = Real data
end for \

Estimate the parameters of the linear model 2f 1
Calculateay,,; to meet the PSNR target loss using ir R
the previous model

9:  Compute the filtered version of the reconstructed bloc

for oy, and its flicker distortionD fyicier.s. fit

10: if Dflicker,i,fil < Dflicker,i,non—fil then

11: Select the filtered version of the block Uy =052
12: else PSNR) oo tar =
13: Select the non-filtered version of the block 05y i
14:  end if i
15: end for !

Rl

\§ a=0.4
sl h PSNRIoss,izl'sl dB

1 ) a,=0.6

PSNRoss,i

The proposed method requires to calculate four differe:.
r.econStrUCte_d versions Of_ each block: the conventional nq‘—ri'@. 7. An illustration of the estimation of the parameters ttiefine the
filtered version, those using the twe values necessary tolinear model. The data are gathered from an MB of the sequBedestrian
estimate the lineaPSN R;,ss.; (i) model, and the one usingat QP 32.
the estimatedy.,, ;. Additionally, the method also requires a
simplified ME process that is only performed for the 16x16 L _
partition size. Obviously, the corresponding increment of corfl® COMPIexity increment of the proposed method concerning
putational cost only concerns I-frames, while the encodidySt the Intra-frames is clearly acceptable.
process of P- or B-frames remains the same as that of the
reference software. Therefore, in usual applications where the IV. EXPERIMENTS AND RESULTS
Inter-frame full ME and mode decision (MD) processes be- To assess the performance of the proposed method, it was
come the most complex parts of the encoder implementatiamplemented on the H.264/AVC JM15.1 reference software



(a) Akiyo at QP 40 withPSN Rjoss tar = 1dB. (b) Ice Age at QP 36 WitlPSN Ry 55, tar = 2dB5.

Fig. 8. Visual example of the selected,,,.; for an Intra frame. The highet,,. ;, the brighter the block

. . . . TABLE |
[23]. In particular, we start proving the improvements obtained TEST CONDITIONS

when then; parameter (and thus the temporal filter strength) is
estimatedon-the-flyagainst using a fixed;. Then, we com-

Encoder configuration

pare the proposed approach to two state-of-the-art methods. Fr:r'rrg"?ate M;gn
Fmally, we carry out a subjective quality evaluation, whl_ch, RD Optimization Enabled / Disabled
in our opinion, turns out to be necessary when assessing a GOP pattern IPPP
perceptual artifact such as the flicker artifact. QP values 32, 36, and40
To evaluate the performance of the compared methods we Intra period 25
have computed two different measures. The first one is a Symbol Mode CABAC
flicker reduction (F I} measure relative to the flicker distortion Number of Reference Frames 1
produced by the H.264/AVC reference software, i.e.: Frames to be encoded 100

- Dflicker(JMl5.l) — Dflicker(MethOd)
n D tlicker(JM15.1)

FR(%) x 100
Finally, we have also computed the percentage of filtered

(7)
where Dyjicier iS the flicker distortion defined in SectionbIOCkS (%Blocks).

[1I-C, computed only over the filtered blocks. o . )
The second one was reported in [19] and is based on fhe Objective quality evaluation
normalized cross-correlation (NCC). Specifically, we compute 1) Adaptive vs. non-adaptive approachio assess the pro-
the NCC between consecutive error frames (obtained pgsed adaptive version of the algorithm described in Section
subtracting the original frame from the reconstructed one) afidC, we have compared it to a non-adaptive version of the
calculate the NCC gaifANCC) that the assessed methodame algorithm. In the non-adaptive version, a fixed value of
achieves with respect to the reference software, computed otilg o parameter was used; while in the adaptive version, the
over filtered blocks: « parameter was derivenh-the-flyon a block-by-block basis
to meet a maximum PSNR loss constraint. The test conditions
ANCCO(%) = NCC(Method) — NCC(JM15.1) « 100 are summarized in Table I. The experiments were conducted
NCC(JM15.1) ' using a set of 8 sequences of CIF resolution, 5 of SD, and
(8) 2 of HD, all of them listed in Table Il. For the non-adaptive
As we are actually measuring correlation, the highefpproach,a = 0.7 was experimentally selected to obtain a
ANCC, the better. proper balance betweeAR and PSNR;,.,; while for the
The loss of quality due to the filtering process has also begfaptive approach, we used two target PSNR loss constraints
evaluated in terms oPSN R,ss, as defined in Section IlI-C PSN Ryyss.1ar = 1dB and 2dB. Table Il shows the results
(i.e., measured with respect to the PSNR achieved by referegggained in terms of" R, ANCC, PSNR,ss, ABR, and
software and considering only the filtered blocks). Moreovey, Biocks.
the losses in coding efficiency are measured as the bit raterhe following conclusions can be drawn from these results.
(BR) increments relative to the reference software: First, the FR achieved by our both proposals are high
_ BR(Method) — BR(JM15.1) in absolute terms. Specificall3g.70% is obtained with the

ABR(%) = BR(JM15.1) x 100. (9) non-adaptive method, arit.82% with the adaptive version




TABLE I
COMPARATIVE PERFORMANCE EVALUATION OF ADAPTIVE AND NON-ADAPTIVE VERSIONS OF THE PROPOSED METHOD

Non-adaptive « Adaptive o Adaptive o
(v =10.7) (PSN Rioss tar = 2dB) (PSN Rioss tar = 1dB)
Sequence FR [ ANCC | PSNR | ABR | %Blocks FR | ANCC | PSNR | ABR | %Blocks FR [ ANCC | PSNR | ABR | %Blocks
loss loss loss
Container 31.53 11.23 2.65 0.37 13.49 41.10 33.43 1.52 5.60 57.90 27.41 25.03 0.86 4.89 52.10
Coastguard 26.70 31.01 2.59 —0.40 41.80 31.92 92.82 1.72 1.14 85.79 20.07 68.63 0.94 0.73 72.63
Bridge-far 50.73 19.17 1.18 —0.44 3.66 52.68 26.14 1.11 2.24 33.47 40.88 20.49 0.76 2.76 28.42
L Bridge-close | 24.77 11.42 1.76 —0.37 18.54 44.07 26.57 1.38 —0.02 66.91 31.16 20.91 0.84 0.68 60.18
O Flower 34.30 78.68 3.26 0.30 35.88 20.03 66.75 1.58 1.59 48.00 12.74 41.44 0.82 0.88 42.67
Nature 31.29 4.09 1.07 1.04 9.59 28.66 24.73 1.71 3.20 39.84 23.03 20.50 1.02 1.94 28.45
Akiyo 34.91 13.52 2.29 0.30 6.22 26.38 34.22 1.69 6.78 39.81 17.16 26.24 1.00 6.20 34.84
Football 31.11 6.79 4.2 0.21 48.81 33.68 26.47 1.4 0.48 58.97 23.73 17.70 0.80 0.45 49.40
Corvette 31.31 6.36 2.6 —0.20 13.12 33.17 17.77 1.6 0.88 64.78 23.46 13.38 1.00 1.06 50.78
o Ice Age 36.18 1.85 1.35 —0.24 2.67 33.65 10.03 1.44 1.50 33.38 25.86 9.28 0.92 1.50 26.68
o | Last Samurai | 42.38 2.34 1.79 —0.27 3.39 43.17 14.76 1.43 —0.29 27.56 32.29 8.94 0.93 —0.29 21.71
Shields 33.12 6.82 3.02 0.32 19.49 27.04 32.90 1.78 7.62 73.97 18.20 21.18 0.96 7.62 65.09
Mobisode 55.41 —1.89 2.25 0.92 32.16 43.37 12.18 1.41 2.65 26.87 35.96 12.17 0.85 2.65 45.32
[} Pedestrian 59.61 0.97 7.53 0.61 22.59 30.64 27.63 1.55 1.30 36.00 23.53 22.19 0.94 1.30 28.84
T Rush Hour 57.18 6.08 8.84 0.22 14.57 32.72 34.95 1.56 1.53 30.90 25.79 41.32 0.95 1.53 24.31
\ Average [3870] 1322 | 308 | 015 [ 19.06 [ 3482] 3209 | 152 | 241 [ 4827 [ 2541] 2462 | 090 [ 226 | 4209 |

for PSNRjosstar = 2dB. The ANCC results suggest Ice Agethis value is quite low for the non-adaptive approach
that the adaptive version works better than the non-adaptiyaking difficult to generalize from the obtained results), it
one: ANCC = 32.09% vs. 13.22%. Second, the adaptiveis much higher for the adaptive approach, leading to more
method incurs in aPSNR;,ss lower than or equal to the significant results. Let us consider one example where this
PSN Rypss tar, What proves that the adaptation mechanistype of behavior happens. In very static regions, the non-
is working properly. Likewise, botiF'R and ANCC behave adaptive temporal filter produces a filtered region that remains
as expected: the lowePSN Rjoss0r, the lower FR and too similar to the current one (because thealue is relatively
ANCC, and vice-versa. Third, when comparing the adaptivégh). Then, once the prediction residue is quantized, the
and non-adaptive methods, we observe thatAlie achieved result becomes similar or identical to the non-filtered version,
by the non-adaptive approach is higher but comparable to tlaaid, consequently, the flicker distortion is not reduced and
of the adaptive approach witRSN Rjoss tar = 2dB. How- the filtered version is rejected. However, when the adaptive
ever, the PSNR losses incurred in each case are significantdysion is used, a lower value af,,; is selected and the
different; in particular,PSN R;,ss = 3.08dB for the non- filtered block resembles much more the co-located region in
adaptive case, whill°PSNR;,ss = 1.52dB for the adaptive the previous frame. Therefore, the flicker distortion is reduced
one. Additionally, the standard deviation dtSNR;,ss is and the filtered version is selected.

much lower in the adaptive case (0dB vs. 2.24dB). The 2) Comparison to state-of-the-art approache8ur second

reason fpr these substantial ldlﬁ‘erences is that the adaptiyg of experiments was devoted to compare our proposal to two
version is able to vary the filter strength according 10 thgate of-the-art approaches. Specifically, we have selected two
video content. Specifically, in some sequences SUBH®BEr,  methods, those described in [10] and [7], to serve as references
Football, or Pedestrian, in which some regions have a lot of,r comparison. We should mention that the method in [7] was
movement, the fixed-dow-pass filtering produces S'gn'f'camdesigned to work with RDO disabled; thus, we have adapted

PSNR losses while the adaptive version of the algorithm i%, 5-on0sal to operate in such mode. The test conditions are
able to adapt the filter strength block-by-block in order tq,o same as those of previous experiment (Table 1).

meet the PSN Ryo.5,1ar- FOurth, with respect taAABR, the , . . .
increments in the non-adaptive version are negligible while &tLet us first discuss the comparative results regarding [10]

the adaptive versions are quite moderate, with average val %b_le_ lll). Since the method by Chqn et al. incurred in a
below 2.5% in both cases and just a couple of sequencgggl'g'bIe PSNR loss, we have conf}gured our proposal to
above 3%. Therefore, the proposed method turns out to eet a very loWPSN Rioss tar- IN particular, we have used

very effective in terms of flicker reduction without paying SNRlOa‘?%?“:j :M%QdB and Otﬁ dﬁ' ﬁ\s C_h:m's meth;)(ghrelfllg Sk
significant penalty in terms of coding efficiency. on a moditie process that takes Into account the Ticker

) distortion in the cost function of the RDO process, it does not
The results concerning HD sequences deserve a few worglg,ide enough degrees of freedom to significantly reduce the
As can be seen, the non-adaptive approach incurs in a V@ijyker distortion. This observation can be readily inferred from
high PSN R;,ss. These results could mean that the fixed valuge results of Table Il (columns 2, 3, 4, and 5), where it can
of a is not appropriate for all the different video resolutions;s seen that botRSN Ry,.; andABR are negligible, buf' R
while the proposed adaptive scheme is able to manage thigjA NC'C are quite moderate. In terms &R and ANCC,
issue quite effectively, keeping.SN R, under the specified o,r proposal substantially outperforms the Chun’s method in
Farget and achieving, at the same time, very significant resuligost all the sequences. Regarding th&R results, as it
in terms of both#"R and ANCC'. can be expected, our proposal produces a mode&x&® that
Another advantage of the adaptive approach has to do wighhigher than that of Chun’s method (which is negligible).
%Blocks. While in some sequences such Bsdge-far or Furthermore, the PSNR losses fYSNR;ys5.t0r = 0.2dB,



TABLE Il
COMPARATIVE PERFORMANCE EVALUATION VS [10] (RDOENABLED).

[10] Proposed Method Proposed Method
(PSN Rioss tar = 0.2dB) (PSN Rioss tar = 0.5dB)
Sequence FR [ ANCC | PSNR | ABR | %Blocks FR | ANCC | PSNR | ABR | %Blocks FR | ANCC | PSNR | ABR | %Blocks
loss loss loss
Container 7.45 2.55 0 —0.10 31.56 8.95 12.41 0.23 6.85 11.22 17.02 17.38 0.48 5.30 40.26
Coastguard 0 0 0 0 0 9.57 33.42 0.30 1.16 20.39 13.50 46.06 0.52 0.81 53.47
Bridge-far 0 0 0 0 1.68 31.23 10.59 —0.03 7.69 2.63 27.84 16.21 0.43 5.39 20.05
1N Bridge-close 0.49 0.21 0.02 —0.01 15.15 11.67 10.36 0.21 3.07 7.88 21.85 15.34 0.49 2.01 46.09
O Flower 9.17 2.70 —0.09 0 26.51 5.06 68.26 0.27 0.67 17.84 8.34 53.68 0.49 0.73 36.36
Nature 6.96 5.92 0.05 0.29 97.72 25.85 11.78 0.27 0.80 4.37 21.26 18.06 0.63 1.26 17.28
Akiyo 7.40 4.12 0 0.29 83.08 9.84 18.36 0.20 7.58 6.45 11.62 21.63 0.52 6.79 26.76
Football 0 0 0 0 16.66 8.37 6.76 0.34 0.76 13.55 14.98 10.86 0.55 0.62 36.33
Corvette 7.04 2.01 0.03 0.25 57.72 16.03 7.43 0.32 2.18 8.41 17.10 10.36 0.59 1.49 32.84
o Ice Age 13.82 4.46 0 0.07 99.81 25.16 8.06 —0.02 3.42 2.68 19.40 10.22 0.55 2.33 18.64
o | Last Samurai 7.87 2.43 0.01 0.28 92.13 25.89 7.84 0.06 3.69 2.59 23.24 11.85 0.54 2.52 14.21
Shields 0 0 0 0 0 10.78 6.59 0.24 4.75 19.01 13.36 13.79 0.51 4.67 49.97
Mobisode 2.26 0.40 0.01 0.23 25.12 34.77 4.17 0.08 2.30 7.35 31.18 9.34 0.51 2.56 16.75
[} Pedestrian 7.88 1.02 —0.03 0.15 19.00 22.50 12.04 0.42 1.42 5.93 18.81 18.12 0.61 1.16 20.63
T Rush Hour 9.49 0.36 0 —0.02 4.21 25.85 24.15 0.17 1.43 4.91 22.32 31.82 0.59 1.36 17.23
\ Average [ 632 ] 174 ] 0 [ 009 [ 3802 [ 1810] 1614 | 020 [ 318 | 9.01 [ 1878] 2031 | 053 [ 260 | 2979 |

although slightly higher than those of the Chun’s method, ahéghlighted that the results shown in Table IV are better than
kept very low and close to the specified target. Nevertheleisose of previous experiments. This is because in this case
in some sequences Blocks becomes very low. the RDO process was disabled and, consequently, the coding
To complement these last results where the percentagegiitiency is actually lower and the impact of the proposed
filtered blocks are low, we have also tested our method féitering method on this coding efficiency turns out to be
PSN Ripsstar = 0.5dB, so that%Blocks turns out to be negligible.
significant in most of the sequences. In this caB#& and Regarding the computational cost, it should be said that
ANCC continue to be much higher than that of [10], bu€hun’s method only requires to compute the flicker distortion
now it is in exchange for an also high®SN R,,.,. However, to include it in the RDO cost function (barely increasing the
there are no significant differencesAnB R terms between the computational cost), while both Chono’s and the proposed
obtained results with botf? SN R 1q, Values. methods require to carry out an ME process in the Intra-
In any case, it is worth recalling that our algorithm only filframes. Furthermore, as previously mentioned, the proposed
ters the blocks where the flicker distortion is actually reduceghethod also requires to reconstruct four versions of each MB
Thus, when a very oW SN Ryoqs ar iS Selectedey,,.; tends in the Intra-frames. Therefore, the excellent results achieved
to be very high, giving a high weight to the current block irre in exchange for an increment of the computational cost
the temporal filter equation in (1). In so doing, the filter i@Ssociated with the encoding of the Intra-frames.
actually applied to a few blocks. In contrast, Chun’s method
selects the blocks to filter relying on a fixed threshold applied o ) )
on a measure of the difference between original blocks Bf Subjective quality evaluation
consecutive frames. As a result, Chun’s method is not capablen this section we have compared the proposed method
of dealing with the variable content of the video sequenceso [10] and [7] in terms of subjective quality. As mentioned
As previously mentioned, we have also tested our propogafore, in our opinion, this type of assessment becomes critical
with respect to the method by Chono et al. [7]. The resultghen the goal is to assess the effectiveness of a method
obtained are shown in Table IV. The configuration is similahat aims to reduce a perceptual artifact, such as the flicker
to that of the previous comparison, (i.e., since the methadtifact. For these experiments, we have also followed the test
proposed in [7] incurred in low PSNR losses, we have sebnditions summarized in Table I.
PSNRjoss tar = 0.2dB and0.5dB). The results are also quite  Let us start by providing a detailed explanation of the ex-
similar: in terms of 'R and ANCC, the proposed method perimental setup. A representative subset of coded sequences
achieves a much higher performance, in exchange for a slighiifgs randomly selected among all the sequences and QP values
higher PSNR loss. used in the previous assessments. A total of twenty four
In this case, the results in terms 6fBlocks deserve sequences (twelve with RDO enabled and twelve with RDO
a comment. On the one hand, the results obtained by alisabled) were picked. Four coded versions of each of these
method were as expected. The low&$ N Ry, +qr, the lower sequences were generated using four different coding meth-
the number of filtered blocks. On the other, this measure @gls: the reference software H.264/AVC JM15.1, our method
not so clear in Chono’s method since almost every block th PSNR;oss tar = 0.5dB (Prop0.5), our method with
processed in this case. To provide a reasonable comparisBON Rioss tar = 2dB (Prop2), and one of the state-of-the-
since the authors propose in their work that the flicker measw# methods, [7] when RDO is disabled or [10] when RDO is
should be computed only on the blocks belonging to statmabled (hereafter, [7]/ [10]).
regions, we have reported the percentage of blocks belonging) total of 10 subjects participated in the subjective tests.
to static regions a$ Blocks. In terms of ABR it should be In each trial, each subject was presented with three pairs of



TABLE IV
COMPARATIVE PERFORMANCE EVALUATION VS [7] (RDO DISABLED).

10

[7] Proposed Method Proposed Method
(PSNRypss.tar = 0.2dB) (PSNRyyss tar = 0.5dB)
Sequence FR | ANCC | PSNR | ABR | %Blocks || FR | ANCC | PSNR | ABR | %Blocks || FR | ANCC | PSNR | ABR | %Blocks
loss loss loss
Container 38.87 | 10.68 0.47 2.96 46.63 30.59 | 8.37 024 | —0.21 17.73 41.79 | 11.24 062 | —0.23 32.85
Coastguard 0 0 0 0 0 24.61 | 23.72 0.08 | —0.10 29.15 23.07 | 25.51 0.63 | —0.34 19.04
Bridge-far —0.94 | —0.14 0.19 0.78 1.85 33.23 7.90 0.21 —0.22 6.70 15.03 | 12.83 0.57 | —1.38 18.23
w [ Bridge-close | —8.48 | 4.86 0.32 1.05 15.31 22.11 6.14 0.31 0.04 19.83 31.77 | 9.57 0.61 | —0.51 40.99
o Flower —0.62 | 4.89 0.16 2.17 27.52 2212 | 45.06 0.48 0.14 28.05 27.56 | 58.79 0.77 0.12 37.59
Nature 9.93 6.97 0.30 1.21 08.48 31.00 | 24.45 0.67 1.04 11.72 25.77 | 23.33 0.72 0.95 13.15
Akiyo 14.09 0.65 0.56 1.70 85.60 26.38 | 11.74 —0.07 | —0.15 751 32.35 9.83 0.61 | —0.70 12.47
Football 1553 | 15.11 1.12 0.34 16.66 20.46 | 8.70 0.19 | —0.01 26.79 25.14 9.68 0.63 | —0.11 12.56
Corvette 17.31 6.68 0.80 0.28 62.85 21.65 6.84 028 | —0.12 13.45 27.29 7.51 0.64 | —0.11 23.24
a ice Age 11.94 2.02 0.37 | —0.32 99.83 21.80 | 2.3 042 | —0.02 5.84 27.72 | 4.35 0.63 0.14 11.79
o | Last Samurai | 16.85 1.46 029 | —0.47 95.90 30.64 | 6.85 0.47 | —0.04 5.88 37.68 9.10 0.62 | —0.63 11.09
Shields 0 0 0 0 0 26.62 5.46 0.05 0.48 20.50 28.50 8.26 0.64 0.56 30.02
Mobisode 4.00 3.05 0.35 0.45 27.13 52.37 1.39 1.37 0.49 14.40 44.10 2.07 0.61 0.64 15.83
Qo | Pedestrian 6.67 8.53 0.79 0.02 27.82 35.44 | 213 0.77 0.03 12.35 20.83 | 10.29 0.59 0 15.02
T | Rush Hour | —0.03 3.93 0.23 0.32 10.73 37.13 | 10.71 0.39 0.13 9.37 30.93 | 17.33 0.58 0.13 10.83
\ Average | 834 | 477 [ 039 | 069 [ 41.08 |[ 2907 1143 [ 039 | 0.09 [ 1528 |[ 31.96] 1470 | 063 | -0.09 | 2431 |
TABLE V
SUBJECTIVE QUALITY EVALUATION . OUR PROPOSAL VS [10] AND [7].
RDO enabled RDO disabled
Viewer [10] | PSNRioss.tar = 0.5dB | PSNRigss.tar = 2dB || [71 | PSNRigss.tar = 0-5dB | PSNRioss tar = 2dB

#1 4 4 5 3 5 3

#2 0 3 4 1 2 7

#3 1 6 5 3 4 7

#4 3 5 7 7 4 10

#5 2 8 10 4 5 9

#6 4 9 7 3 6 8

#7 4 3 8 5 6 7

#8 4 2 6 0 0 4

#9 1 4 7 2 1 5

#10 5 4 10 5 5 7

Total (%) | 23.3 40.0 57.5 275 31.6 55.8

encoded versions of the same sequence, where the firsteseshange for increasing the blurring effect. Nevertheless, as
guence of each pair was always encoded with the H.264/AMCcan be observed from the previous results, when we set
reference software (R9f and the second sequence was em higher PSN R, 10, the perceived quality is better. This
coded using one of the compared method (PropProp2 result highlights that our method, which adaptively control
or [7]/ [10], selected in random order). For each of the thrahe PSNR losses, achieves very positive effects, allowing
pairs, the subjects were asked to tell if they actually perceivetjh PSN R;,ss.t- (and thus high flicker reductions) without
a subjective quality improvement or not when comparing thempoverish the subject’s quality perception.
second sequence with respect to the first one, thus evaluating
the improvement with respect to the reference software. There- V. CONCLUSIONS AND FURTHER WORK
fore, the number of times that the subjects expressed a reah this work, we have proposed a standard-compliant flicker
preference for the second sequence was our figure of mamiduction method based on a temporal motion-guided low-pass
The experimental protocol is summarized in Fig. 9 and tHitering. Specifically, the proposed filtering process reduces
complete subjective quality test is available at [24]. the difference between reconstructed pixels of the same region
Table V shows the percentage of times that each proposatonsecutive frames, reducing the flicker artifact and improv-
was chosen considering all the answers and all the viewersy the visual quality. Moreover, to mitigate the appearance of
As can be seen, the proposed method, for BothV R, 1o  Side-effects owing to the low-pass filtering, such as blurring,
values, provided a subjective quality improvement for a highere have proposed aan-the-flymethod to control the filter
percentage of cases than the methods reported in [10] atekngth so that the algorithm is capable to meet a target PSNR
[7]. Specifically, our method WithPSN Rjoss tar = 2dB  loss.
was chosen as providing a perceptual improvement more thaWe have shown experimentally that the proposed method
twice the times than either [10] (RDO enabled) or [7] (RDQ@chieves significant flicker reductions for a wide range of
disabled). WhePSN R;ss.tar = 0.5dB was used, the resultssequences exhibiting different type of contents and resolu-
were not so good but they were still quite superior to those tbns, achieving in some cases flicker reductions atilg
the compared methods. with respect to the H.264/AVC reference software. We have
We would like to add another consideration regarding tredso compared our method to two state-of-the art methods.
results obtained by the two realizations of our method, féthough these methods incur in very low PSNR losses, they
PSN Rjoss tar = 0.5dB and PSN Rjoss tar = 2dB. It seems offer a limited capacity of flicker reduction. In contrast, the
clear that when th&?SN R;.ss 1qr IS higher, the method is proposed method is able to reduce the flicker distortion sub-
acting more intensively against the flicker artifact, but istantially at the same time that allows for keeping the PSNR
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loss under a target that is user-defined, all in exchange ¢!
very limited losses in terms of coding efficiency. Furthermore,
our experiments have shown the effectiveness of the method
to meet the target PSNR loss in a variety of test conditiond*!
We have also conducted a subjective evaluation that in-
volved 10 subjects to compare the proposed method to the

same state-of-the-art references with excellent results. The &ﬁt

realization of our algorithm achieves more than two times

better results than the reference methods.

As suggested by one of the anonymous reviewers, a sulitfd
modification of the filtering scheme should be explored as
future work. Specifically, the input to the proposed low-pagé7]

temporal filtering could be the current original block, (J
instead of the current reconstructed oifg ). See Fig. 3.

(18]

Another interesting direction for future work would focus

on considering a frame-level PSNR loss constraint in (5).
this manner, the problem should be stated as that of choosjig

In

thea value for every block to minimize the flicker distortion of

the whole frame while keeping the PSNR loss of this fra
under a certain target. The solution to this problem can
addressed by means of Lagrange optimization [25].

B

An additional future line of research would focus on re-

ducing the computational cost associated with dmethe-fly

[21]

selection of the filter parameter, and on adapting this proposal

to the new video coding standard HEVC [26].
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